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1. INTRODUCTION 

THE SANDIA MATHE~ATICAL PROGRAM LIBRARY (SMPLI IS A COLLECTION OF 
GENERAL PURPOSE ROUTINES WHICH ARE PRIMARILY MATHEMATICAL IN NATURE. 
THESE ROUTINES ARE OF GOOD QUALITY AND EACH ONE IS MAINTAINED ON AN 
IN-HOUSE BASIS. THE GENERAL CONSULTANT FOR THESE ROUTINES 
AT SANDIA LIVERMORE IS 

T. H. JEFFERSON 

DIVISION 2642 HAS PRIME RESPONSIBILITY FOR THE SANDIA MATHEMATICAL PROGRAM 
LIBRARY PROJECT. QUESTIONS REGARDING THE LIBRARY PROJECT SHOULD BE DIRECTED 
TO ONE OF THE FOLLOWING MEMBERS OF THE SANDIA MATHEMATICAL PROGRAM LIBRARY 
PROJECT COMMITTEE : 

M. R. SCOTT 2642 
R. E. JONES 2642 
l. F. SHAMPINE 5122 
o. E. AMOS 5122 
R. E. HUDDLESTON 8325 
T. H. JEFFERSON 8325 

2. 08TAINING THE ROUTINE 

IN SECTION 4, THE ROUTINES ARE GROUPEO ACCORDING TO THEIR TASK. HAVING 
LOCATED A SUITABLE ROUTINE, ONE TURNS TO SECTION 5 ,WHERE THE ROUTINES 
ARE LISTED ALPHABETICALLY, FOR AN EXPLANATION OF THE CALLING SEQUENCE. 
USING THIS EXPLANATION, ONE WRITES THE CALL INTO HIS FORTRAN PROGRAM. 
MOST USERS WILL PROCESS THEIR DECKS WITH A CONTROL CARD SEQUENCE SUCH AS 

JOB CARD 
ACCOUNT CARD 
FTN. 
ATTACHIMATHFTN.IOsMATHFTNI 
lDSETCLIB=MATHFTNI 
LGO. 

THE LOSETILI8=------) CARD WILL CAUSE A SEARCH THROUGH YOUR PROGRAM FOR ANY 
CALLS TO SUBROUTINES ON THE MATH LIBRARY AND WILL AUTOMATICALLY LOAD ONLY THOSE 
ROUTINES NEEDED INTO YOUR PROGRAM. 
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3. COMMENTS ON OTHER LIBRARIES 

IN ADDITION TO THE ROUTINES ON THE SANDIA MATHEMATICAL PROGRAM LIBRARY 
WE HAVE AVAILABLE A LARGE COLLECTION OF WORTHWHILE SUBROUTINES WHICH 
ARE NOT SUPPORTED IN THE SAME MANNER AS THOSE OF THE SANDIA LIBRARY. 
INFORMArlON CONCERNING THESE ROUTINES MAY BE OBTAINED FROM 
R. E. HUDDLESTON OR T. H. JEFFERSON. 

IMSL -

THE INTERNATIONAL MATHEMATICAL AND STATISTICAL LIBRARY CIMSLI IS AN 
EXTENSIVE COLLECTION OF HUNDREDS OF ROUTINES OF A MATHEMATICAL OR 
STATISTICAL NATURE. THE IMSL LIBRARY IS SUPPORTED BY THE IMSL 
CORPORATION FROM WHICH WE LEASE THE IMSL LIBRARY, AND THE IMSL 
CONTACT AT LIVERMORE IS T. H. JEFFERSON. YOU MAY OBTAIN A COPY OF THE 
COMPREHENSIVE IMSL REFERENCE MANUAL BY CONTACTING THE COMPUTING DIVISION 
--8323 SECRETARY, ARLINE HARREL. 

IF A DESIRED CAPABILITY IS NOT AVAILABLE ON THE SANDIA MATHEMATICAL 
PROGRAM LIBRARY. THEN IMSL SHOULD BE USED. CONTROL CARDS FOR ACCESSING 
IMSL ARE SIMILAR TO THOSE FOR USING SMPL. 

JOB CARD 
ACCOUNT CARD 
ATTACHCIMSLFTN.ID=IMSLFTNI 
FTN. 
LDSET(LIB~IMSLFTNI 
LGO. 

BMD/BMDP -

THE BIOMEDICAL COMPUTER PROGRAMS ~RE A COLLECTION OF APPROXIMATELY 90 
MAIN PROGRAMS OF A STATISTICAL NATURE THAT ORIGINATED AT UCLA. THE 
BMD/BMDP CONSULTANT AT SANDIA LIVERMORE IS 

C. J. DECARLI, DIVISION 8346 

THJFTN -

THJFTN CONTAINS THE MAJOR SUBROUTINES FOR SOLVING STIFF ORDINARY 
DIFFERENTIAL EQUATIONS AT SANDIA. LIVERMORE. FURTHER INFORMATION ON 
THJFTN CAN BE OBTAINED FROM 

T. H. JEFFERSON,DIVISION 8325 

AELlB -

AELIB IS THE SUBROUTINE LIBRARY OF ATOMIC ENERGY OF CANADA LIMITED. 
FURTHER INFORMATION ON THE CONTENTS AND USE OF AELIB CAN BE OBTAINED 
FROM T. H. JEFFERSON 

BLAS -

THE BASIC LINEAR ALGEBRA SUBPROGRAMS (BLASI ARE A COLLECTION OF 38 
FORTRAN-CALLABLE SUBPROGRAMS FOR BASIC OPERATIONS OF NUMERICAL LINEAR 
ALGEBRA. THE SUBROUTINES ARE AVAILABLE ON SMPL BUT, BECAUSE OF THE 
LARGE NUMBER OF BLAS. ROUTINES, THE BLAS PACKAGE IS NOT EXPLAINED IN 
DETAIL IN THIS DOCUMENT. USERS INTERESTED IN FURTHER INFORMATION ON 
THIS COLLECTION OF HIGH SPEED ROUTINES SHOULD CONTACT 

T. H. JEFFERSON • 
THE BLAS HAVE THE CAPABILITY OF PERFORMING THE FOLLOWING OPERATIONS 

DOT PRODUCT 
CONSTANT TIMES A VECTOR PLUS A VECTOR 
GIVENS ROTATION 
MODIFIED GIVENS ROTATION 
COPY VECTOR X INTO VECTOR Y 
SWAP VECTOR X AND VECTOR Y 
2-NORM (EUCLIDEAN LENGTHI 
SUM OF ABSOLUTE VALUES 
CONSTANT TIMES A VECTOR 
INDEX OF ELEMENT HAVING MAX ABSOLUTE VALUE 
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HARWELL -

THE LIBRARY OF THE ATOMIC ENERGY RESEARCH ESTABLISHMENT 
AT HARWEll, ENGLAND. 

4. SUBROUTINES GROUPED ACCORDING TO TASK 

******** ••• * •• *****.** •• * 
DATA FITTING 

CNPFIT 
CNPVAL 
CNPCOF 

SUBROUTINE CNPFIT COMPUTES LEAST - SQUARE POLYNOMIAL FITS TO DATA SUBJECT 
TO CERTAIN CONSTRAINTS WHICH THE USER MAY WISH TO IMPOSE ON THE VALUE 
OF THE FIT (AND ITS DERIVATIVES' AT CERTAIN POINTS. CNPVAl COMPUTES VALUES 
OF THE FIT CAND ITS DERIVATIVES' PRODUCED BY CNPFIT. CNPCOF COMPUTES 
THE COEFFICIENTS OF THE FIT. 

POLINT 
HRMITE 
POLVVl 
POLCOF • 

POLFIT 
PYALUE 
PCOEF 

PSMTHl 

SMOD 

SUBROUTINE POLINT CALCULATES THE UNIQUE INTERPOLATING POLYNOMIAL DEFINEO 
BY A SET OF DATA. IF THE DATA INCLUDE FUNCTION VALUES AND OERIVATIVE 
VALUES, THEN SUBROUTINE HRMITE WILL CALCULATE THE INTERPOLATING 
POLYNOMIAL. SUBROUTINE POlYYl CALCULATES THE VALUE OF THE INTERPOLATING 
POLYNOMIAL (AND DERIVATIVES' AS PRODUCED BY EITHER POLINT OR HRMItE. 
SUBROUTINE POLCOF CALCULATES THE COEFFICIENTS OF THE INTERPOLATING 
POLYNOMIAL PRODUCED BY EITHER POLINT OR HRMITE. 

SUBROUTINE POlFIT COMPUTES LEAST-SQUARE POLYNOMIAL FITS TO DATA USING 
ORTHOGONAL POLYNOMIALS FOR AN INTERNAL REPRESENTATION. PVALUE EVALUATES 
THE FIT IANO DERIVATIVES' PRODUCED BY POlFIT. PCOEF COMPUTES THE 
COEFFICIENTS OF THE FIT PRODUCED BY POlFIT. 

SUBROUTINE PSMTHl IS A COMPUTATIONAL PROCEDURE FOR POLYNOMIAL SMOOTHING 
OF DATA AND FOR CALCULATING DERIVATIVES FROM A STRING OF DATA. SHORT 
STRINGS OF OVERLAPPING DATA ARE USED FOR THE POLYNOMIAL FITS TOGETHER 
WITH ROUTINES FOR SELECTING THE PROPER DEGREE OF FIT FOR EACH STRING. 

COMPUTES THE PARAMETERS OF A SMOOTHING SPLINE FIT TO DATA. ESPECIAllY 
RECOMMENDED FOR DIFFERENTIATING NOISY DATA. 

SPLIFT 

SPLIQ 

SPLI NT 

TJMARl 

COMPUTES THE PARAMETERS OF AN EXACT SPLINE FIT TO DATA. 

INTEGRATES A CUBIC SPLINE (DEFINED BY SPLIFT, SMOOTH, ETC.' 

INTERPOLATES VALUES ON A SPLINE USING PARAMETERS FROM EITHER SPllFT OR 
SMOOTH. 

TJMARl IS A SUBROUTINE DESIGNED FOR NONLINEAR LEAST SQUARES PARAMETER 
ESTIMATION. TH~ PRINCIPAL APPLICATIONS OF THE ROUTINE ARE IN DATA FITTING 



CHAA 

CHAN 

CHBND 

CNAA 

CNAN 

RSAA 

RSAN 

RNAA 

RNAN 

RSBND 

FOURT 

FOURTR 

FOURTH 

RFFT 
RFFTI 
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AND IN SOLVING SYSTEMS OF SIMULTANEOUS NONLINEAR ALGEBRAIC EQUATIONS. 
ALTHOUGH ANY PROBLEM WHICH CAN BE CAST AS THE MINIMIZATION OF THE SUM 
OF SQUARES OF ARBITRARY RESIDUAL FUNCTIONS IS APPROPRIATE • 

••••••••••••••••••••••••• 
EIGENVALUES AND EIGENVECTORS OF MATRICES 

SEE IMSl LIBRARY FOR A MUCH MORE 
COMPLETE SET OF ROUTINES.IF NEEDED 

COMPUTES ALL EIGENVECTORS AND EIGENVALUES OF A COMPLEX HERMITIAN ~ATRIX. 

COMPUTES ALL OF THE EIGENVALUES OF A COMPLEX HERMITIAN MATRIX. 

CALCULATES ERROR BOUNDS FOR COMPUTEO EIGENVALUES AND EIGENVECTORS 
OF COMPLEX HERMITIAN MATRICES. CHBND IS A COMPANION ROUTINE 
FOR CHAA. 

COMPUTES ALL EIGENVECTORS AND EIGENVALUES OF A COMPLEX NON - HERMITIAN 
MATRIX. 

COMPUTES ALL OF THE EIGENVALUES OF A COMPLEX NON - HERMITIAN MATRIX. 

COMPUTES ALL EIGENVALUES AND ALL EIGENVECTORS OF A REAL SYMMETRIC MATRIX. 

COMPUTES ALL OF THE EIGENVALUES OF A REAL SYMMETRIC MATRIX. 

COMPUTES ALL OF THE EIGENVALUES AND EIGENVECTORS OF A REAL MATRIX. 

COMPUTES ALL OF THE EIGENVALUES OF A REAL MATRIX. 

CALCULATES ERROR BOUNDS FOR COMPUTED EIGENVALUES AND EIGENVECTORS 
OF REAL SYMMETRIC MATRICES. RSBND IS A COMPANION ROUTINE 
FOR RSAA. 

• •••••••••••••••••••••••• 
FOURIER TRANSFORMS 

FAST FOURIER TRANSFORM ROUTINE FOR N-DIMENSIONAL COMPLEX DATA WITH AN 
ARBITRARY NUMBER OF VALUES IN EACH DIMENSION. 

PERFORMS A FORWARD FAST FOURIER TRANSFORM ON A ONE-DIMENSIONAL SET OF REAL 
DATA. I SEE DESCRIPTION OF RFFTI 

PERFORMS AN INVERSE FAST FOURIER TRANSFORM TO YIELD A ONE-DIMENSIONAL SET 
OF REAL VALUES. ( SEe DESCRIPTION OF RFFTI I 

RFFT PERFORMS A FORWARD FAST FOURIER TRANSFORM ON A ONE-DIMENSIONAL SET 
OF REAL VALUES. 
RFFTI PERFORMS AN INVERSE FAST FOURIER TRANSFORM TO YIELD A ONE
DIMENSIONAL SET OF REAL VALUES. 



CAXBI 

SAXB 

SAXBI 

RDET 

NNlS 

SODS 

SUDS 

SVA 

SVDRS 
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$ NOTE: 
$ THE TASKS PERFORMED BY RFFT AND RFFTI CAN BE PERFORMED BY FOURTR 
S AND FOURTH. HOWEVER, RFFT AND RFFTI ARE THREE TO FIVE TIMES FASTER 
S (PARTLY DUE TO THE FACT THAT RFFT AND RFFTI ARE WRITTEN IN THE 
$ COC6600 ASSEMBLY LANGUAGEI 
SUSS 

************************* 
LINEAR ALGEBRAIC EQUA TIONS 

SOLVES A SYSTEM CF COMPLEX LINEAR ALGEBRAIC EQUATIONS. AX ~ B, AND 
OPTIONALLY IMPROVES THE SOLUTION AND COMPUTES AN ERROR BOUNe FOR THE 
SOLUTION. 

SOLVES A SYSTEM OF REAL EQUATIONS, AX ~ B, USING GAUSSIAN ELIMINATION WITH 
IMPLICIT SCALING AND ROW PIVOTING. SAXB REQUIRES LESS TIME AND LESS SPACE 
THAN SAXBI BUT PROVIDES LESS ACCURACY. 
C SAXB REPLACES SUBROUTINE AXB I 

SOLVES A SYSTEM OF REAL EQUATIONS, AX = B, USING GAUSSIAN ELIMINATION WITH 
IMPLICIT SCALING. ROW PIVOTING, AND ITERATIVE IMPROVEMENT. SAXBI IS 
RECOMMENDED AS THE BEST CHOICE SINCE IT PROVIDES GREATER ACCURACY THAN 
SAXB AND ALSO PROVIDES AN ERROR ESTIMATE. SAXBI ODES REQUIRE MORE TIME AND 
SPACE THAN SAXe • 
( SAXBI REPLACES SUBROUTINE AXBI I 

EVALUATES THE DETERMINANT OF A REAL MATRIX. NOTE THAT SYSTEMS OF LINEAR 
ALGEBRAIC EQUATIONS SHOULD ALWAYS BE SOLVED DIRECTLY USING SAXBI 
OR SAXB RATHER THAN USING THE SLOWER LESS ACCURATE CRAMERS RULE 
WITH DETERMINANT EVALUATION. 

*********.*********** •••• 
LINEAR LEAST SQUARES 

COMPUTES THE SOLUTION TO A LINEAR LEAST SQUARES PROBLEM AX=B 
SUBJECT TO THE CONSTRAINT THAT EVERY COMPONENT OF THE SOLUTION 
VECTOR X BE NONNEGATIVE. 

SOLVES (IN TH~ LEAST SQUARES SENSEI AN OVERDETERMINED SYSTEM 
OF LINEAR EQUATIONS. THAT IS. IF THERE ARE NEQ EQUATIONS IN 
NUK UNKNOWNS. THEN NEQ.GE.NUK. 

SOLVES AN UNDERDETERMINEO SYSTEM OF LINEAR EQUATIONS. THAT IS. 
IF THERE ARE NEQ EQUATIONS IN NUK UNKNOWNS. THEN NEQ.LE.NUK. 

COMPUTES THE SINGULAR VALUE DECOMPOSITION OF A LEAST SQUARES 
PROBLEM AND PRINTS QUANTITIES RELATING TO THIS DECOMPOSITION 
TO PROVIDE THE USER WITH INFORMATION HELPFUL IN UNDERSTANDING 
THE PROBLEM. 

COMPUTES THE SINGULAR VALUES OF A MATRIX A. AND ALSO COMPUTES 
AUXILIARY QUANTITIES USEFUL IN ANALYZING AND SOLVING THE 
LEAST SQUARES PROBLEM AX=B. 
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••••••••••••••••••••••••• 
NONLINEAR EQUATIONS 

SOLVES A SYSTEM OF N NONLINEAR EQUATIONS IN N UNKNOWNS. 
SOSNLE, BELOW, IS THE NEWER ROUTINE. 

SOSNLE 

TJMARI 

AVINT 

GAUSe 

ONC3 

ONC1 

SOLVES A SYSTE~ OF N NONLINEAR EQUATIONS IN N UNKNOWNS. 

SEE ENTRY UNDER DATA FITTING • 

••••••••••••••••••••••••• 
NUMERICAL QUADRATURE CNUMERICAL EVALUATION 

OF DEFINITE INTEGRALS) 

INTEGRATION OF TABULATED OATA. A METHOD OF OVERLAPPING 
PARABOLAS IS USED. 

ADAPTIVE INTEGRATION USING e POINT GAUSS-LEGENDRE QUADRAOURE FOR HIGH 
ACCURACY OR FOR SMOOTH FUNCTIONS. 

ADAPTIVE INTEGRATION USING 3 POINT NEWTON COTES ALGORITHM CSIMPSON-S RULE' 
FOR RELATIVELY LOW ACCURACY ON ROUGH FUNCTIONS. 

ADAPTIVE INTEGRATION USING 1 POINT NEWTON COTES ALGORITHM FOR MODERATE 
ACCURACY. QNC1 IS OFTEN THE PREFERABLE CHOICE FOR A WIDE CLASS OF 
FUNCTIONS AND ACCURACIES ON THE CDC 6600. 

SICONT 

SPLIO 

SSORT 

COlOOE 

GERK 

INTEGRATION OF FUNCTIONS CONTAINING AN EXPLICIT SINCWT. OR COSIWT) IN THE 
INTEGRAND. 

INTEGRATES A CUBIC SPLINE IDEFINEO BY SPLIFT, SMOOTH, ETC.' 

••••••••••••••••••••••••• 
NUMERICAL SORTING 

SORTS AN ARRAY OF REAL VALUES IN EITHER ASCENDING OR DESCENDING NUMERICAL 
ORDER AND OPTIONALLY CARRIES ALONG A SECONO ARRAY OF REAL VALUES • 

••••••••••••••••••••••••• 
ORDINARY DIFFERENTIAL EQUATIONS 

A COLLOCATION CODE DESIGNED FOR SOLVING STIFF SYSTEMS OF ORDINARY 
SYSTEMS OF DIFFERENTIAL EQUATIONS. COLODE IS MEANT FOR HIGH 
ACCURACY PROBLEM, AND IS RELATIVELY EXPENSIVE. SEE THE EASIER 
TO USE DRIVER STFODE BELOW. ALSO SEE NOTE BELOW ON DRODE. 

GERK IS DESIGNED TO SOLVE SYSTEMS Of DIFFERENTIAL EQUATIONS WHEN IT IS 
IMPORTANT TO HAVE A READILY AVAILABLE GLOBAL ERROR ESTIMATE. 
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ODE VARIABLE STEP-SIZE, VARIABLE ORDER PREDICTOR CORRECTOR METHOD. THIS THE 
RECOMMENDED ROUTINE FOR NONSTIFF SYSTEMS. 

OOERT 

RKF 

STEPl 

INTEGRATES A SYSTEM OF ORDINARY DIFFERENTIAL EQUATIONS. . 
INTEGRATION CONTINUES UNTIL A ZERO OF A USER DEFINED 1I111EAR OR 
NONLINEAR FUNCTION OF THE INOEPENDENT OR DEPENDENT VARIABLES IS 
LOCATED. 

RKF IS A RUNGE-KUTTA-FEHLBERG SCHEME FOR SOLVING NON-STIFF DIFFERENTIAL 
EQUATIONS WHEN DERIVATIVE EVALUATIONS ARE CHEAP. RKF SHOULD GENERALLY 
NOT BE USED WHEN HIGH ACCURACY IS DEMANDED. SUBROUTINE ODE IS PREFERRED 
IN THESE CASES. 

SUBROUTINE STEPI IS NORMALLY USED INDIRECTLY THROUGH SUBROUTINE ODE. 
BECAUSE ODE SUFFICES FOR MOST PROBLEMS AND IS MUCH EASIER TO USE, USING 
ODE SHOULD BE CONSIDERED BEFORE USING STEPl ALONE. 

STFODE . 
A DRIVER FOR THE LOWER lEVEL ROUTINE COLODE. 

SUPORT 
SOLVES A LINEAR TWO-POINT BOUNDARY VALUE PROBLEM. 

**** DRODE **** THE ROUTINE TH'AT SHOULD BE USED FOR SOLVING STIFF 
SYSTEMS OF ORDINARY DIFFERENTIAL EQUATIONS WHEN 
STFODE (OR COlODE) IS TOO EXPENSIVE IN COMPUTER 

QPPLOT 

TIME OR MEMORY. ORODE IS ON THE THJFTN lIBRARY 
MENTIONED IN SECTION 3. FURTHER INFORMATION IS 
AVAILABLE F~OM T. H. JEFFERSON. 

************************* 
PRINTER PLOTTERS 

INTERFACE INTO XPPLOT FOR LINE PRINTER PLOTS OF A SINGLE FUNCTION. 
QTPLOT " 

XPPLOT 

AIRY 

BAlRY 

BES I 

BESIOl 

BESKOl 

INTERFACE INTO XPPLOT FOR TERMINAL PLOTS OF A SINGLE FUNCTION. 

PLOTS ONE TO FOUR CURVES ON A SINGLE PRINTER-PLOT, WITH VARIOUS 
SIZE AND LABELING PARAMETERS SPECIFIED BY THE USER. 

************************* 
SPECIAL FUNCTIONS 

COMPUTES AIRY FUNCTION At'lX). X REAL 

COMPUTES AIRY FUNCTION BI(X), X REAL 

BESI COMPUTES AN N MEMBER SEQUENCE OF I· BESSEL FUNCTIONS 
I/SUBIALPHA+K-l)/IX), K-l.2, ••• ,N OR SCALED BESSEL FUNCTIONS 
NON-NEGATIVE ALPHA AND x. 

r BESSel FUNCT IONS OF ORDER ONE OR TWO FOR REAL A~GUMENTS 

K BESSEL FUNCTIONS OF ORDER ONE OR TWO FOR REAL ARGUMENTS 

FOR 



BESYD1 

BESJD1 

BESJ 

BESKN 

BESYN 

BETAIC 

BETALN 

BETB[C 

COSH 

DAIRY 

D8AIRY 

ERF 

ERFC 

FCENT 
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Y BESSEL FUNCTIONS OF ORDER ONE OR TWO FOR REAL ARGUMENTS 

J BESSEL FUNCTIONS OF ORDER ONE OR TWO FOR REAL ARGUMENTS 

BESJ COMPUTES AN N MEMBER SEQUENCE OF J BESSEL FUNCTIONS 
J/SUBIALPHA+K-lI/IX), K-l,2, ••• ,N FOR NON-NEGATIVE ALPHA ANO X. 

BESKN COMPUTES AN N MEMBER SEQUENCE OF INTEGER ORDER K BESSEL FUNCTIONS 
K/SUBINU+[-lI/IXI, OR SCALED BESSEL FUNCTIONS, FOR REAL X ~GT. 0 AND A 
NON-NEGATIVE INTEGER NU. 

BESYN COMPUTES AN N MEMBER SEQUENCE OF INTEGER ORDER Y BESSEL FUNCTIONS 
Y/SUBINU+[-lI/IXI, OR SCALED BESSEL FUNCT[ONS, FOR REAL X .GT. 0 AND A 
NON-NEGATIVE INTEGER NU. 

COMPUTES AN N MEMBER SEQUENCE OF BETA O[STR[BUTIONS 
Y(KI~IIA+K-l,B,XI, K~l, ••• ,N, A.GT.O , B.GT.O , AND D.LE.X.LE.l 
WHERE IIA,B,XI [S THE INCOMPLETE BETA FUNCTION NORMALIZED TO 1. 

EVALUATES THE NATURAL LOG OF THE COMPLETE BETA FUNCT[ON, 
LN BETAIA,BI , WHERE BETAIA,BI [S DEF[NED [N TERMS OF THE 
GAMMA FUNCTION BY BETA(A,BI=GAMMAIAI*GAMMA(BI/GAMMAIA+BI 

COMPUTES AN N MEMBER SEQUENCE OF BETA DISTRIBUT[DNS 
Y(KI=[(A,8+K-1.Xl, K=l, ••• ,N, A.GT.D , B.GT.O , AND 
O.LEX.LE.l WHERE I(A,B,XI IS THE INCOMPLETE BETA FUNCT[ON 
NORMALIZED TO 1. AT X=l. 

HYPERBOLIC COSINE FUNCTION. 

COMPUTES THE DER[VATIVE OF THE AIRY FUNCTION AIIXI, X REAL. 

COMPUTES THE OERIVATIVE OF THE AIRY FUNCTION BIIXI, X REAL. 

THE ERROR FUNCTION 2/SQRTIPI) *1 INTEGRAL FROM 0 TO X OF 
EXPI-T**21 DT I 

THE COMPLEMENTARY ERROR FUNCTION 2/SQRTIPII *1 INTEGRAL FROM X TO 
INFINITY OF EXP(-T**21 DT I 

ERFC CAN ALSO BE USED TO EVALUATE THE NORMAL PROBABILITY INTEGRAL. 

COMPUTES THE CUMULAT[VE T DISTRIBUTION. 

FCHISQ 
COMPUTES THE CUMULATIVE CHI-SQUARE DISTRIBUTION. 

FCIRCV 
CIRCULAR COVERAGE FUNCTION FOR RADIUS A AND OFFSET D. 

FFDIST 
CUMULATIVE F DISTRIBUTION 

FNORM 
CUMULATIVE NORMAL D[STRIBUTION 

FNORMB 
CUMULATIVE BIVARIATE NORMAL DISTRIBUTION 

FXXRHO 



GAMFN 

GAMIC 

GAMLN 

15 

BIVARIATE NORMAL FOR TRIPLES IXX,O.,RHO) 

GAMMA FUNCTION. 

N-MEMBER SEQUENCE OF INCOMPLETE GAMMA FUNCTIONS. 

GAMLN COMPUTES THE NATURAL LOG OF THE GAMMA FUNCTION FOR REAL POSITIVE 
ARGUMENTS. 

GAMMAZ 
GAMMA FUNCTION FOR A COMPLEX ARGUMENT (ACTUALLY A SUBROUTINE). 

GAMTL 
N-MEMBER SEQUENCE OF COMPLEMENTARY GAMMA FUNCTIONS. 

RVNORM 

SINH 

THA 

MINA 

S IfoH N 

ZEROIN 

GENERATES NORMALLY (RMU.SIGI DISTRIBUTEO RANDOM VARIABLE. 

HYPERBOLIC SINE FUNCTION. 

COMPUTES THE TCH,Al INTEGRAL OF OWEN. 
TIH,AI=INTEGRAL FROM O. TO A OF EXPI-H.H.Il+X.X)/2)/11+X.XI • 

••••• * ••••••••••••••••• *. 
VECTOR OPERATIONS 

BLAS-BASIC LINEAR ALGEBRA SUBROUTINES 
A PACKAGE OF SUBPROGRAMS FO~ COMPUTING SEVERAL 

VECTOR OPERATIONS FREQUENTLY ENCOUNTERED 
IN LINEAR ALGEBRA. ROUTINES ARE AVAILABLE 

IN SINGLE PRECISION (PREFIX S), DOUBLE PRECISIONIPREFIX CI, 
AND COMPLEX (PREFIX CI. 

IF YOU NEED MORE INFORMATION ON THESE ROUTINES, PLEASE INQUIRE. 

BlAS CAPABILITIES 'ARE AS FOLLOWS. 

INNER PRODUCT OF TWO VECTORS. 
THE OPERATION Y=AX+Y WITH X,Y VECTORS ANO A IS A SCALAR. 
GIVENS PLANE ROTATION. 
MODIFIED GIVENS TRANSFORMATION. 
COpy ONE VECTOR INTO ANOTHER. 
SWAP TWO VECTORS. 
EUCLIDEAN LENGTH OF TWO VECTORS. 
SUM OF MAGNITUDES OF VECTOR COMPONENTS. 
SCALAR TIMES A VECTOR. 
FIND INDEX OF VECTOR COMPONENT WHICH HAS lARGEST MAGNITUDE 

••••• ** •• *.*.*** •••••• * •• 
ZEROS OF FUNCTIONS AND OPTIMIZATION 

SEARCHES FOR A MINIMUM OF A REAL VALUED FUNCTION OF SEVERAL VARIABLES IN A 
REGION. 

MINIMIZES A REAL FUNCTION OF TWO OR MORE REAL VARIABLES 

SEARCHES FOR A ZERO OF A REAL VAlUEO FUNCTION OF ONE VARIABLE IN AN 
INTERVAL USING AN EFFICIENT COMBINATION OF BISECTION AND SECANT MFTHOU. 



CBND2 

CpQR 

RBND2 

RPQR 

ERXSET 

ERRCHK 

ERRGET 
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ALSO SEE TJMARI LISTED UNDER DATA fITTING FOR SOLVING SYSTEMS OF NONLINEAR 
ALGEBRAIC EQUATIONS AND FOR MINIMIZING THE SUM OF SQUARES OF RESIDUALS • 

••••••• **.*.*** •• ***.**** 
ZEROS OF POLYNOMIALS 

COMPUTES A POSTERIORI ERROR BOUNDS AND CLUSTER COUNTS FOR APPPOXIMATE 
ZEROS OF A POLYNOMIAL WITH COMPLEX COEFFICIENTS. IT IS RECOMMENDED THAT 
CBND2 BE USED TO OETERMINE THE ACCURACY AND PROBABLE MULTIPLICITY OF ZEROS 
COMPUTED BY CPQR. 

COMPUTES ALL OF THE ZEROS (BOTH REAL AND COMPLEXI OF A POLYNOMIAL WITH 
COMPLEX COEffICIENTS ANO OF DEGREE LESS THAN 20. 

COMPUTES A POSTERIORI ERROR BOUNDS AND CLUSTER COUNTS FOR APPROXIMATE 
ZEROS Of A POLYNOMIAL WITH REAL COEFFICIENTS. IT IS RECOMMENDED THAT 
R8N02 BE USED TO DETERMINE THE ACCURACY AND PROBABLE MULTIPLICITY OF ZEROS 
COMPUTED BY RPQR. 

COMPUTES ALL OF THE ZEROS (BOTH REAL AND COMPLEX I OF A POLYNOMIAL WITH 
REAL COEFFICIENTS AND DEGREE LESS THAN 20. 

*.**.******************** 
LIBRARY ERROR CHECK ROUTINE AND USER OPTIONS 

ERXSET SETS THE STATE OF TWO PARAMETERS IN THE LIBRARY ERROR CHECK 
ROUTINE WHICH CONTROL THE PRINTING OF DIAGNOSTIC MESSAGES AND THE 
TERMINATION OF EXECUTION OF THE USER-S PROGRAM. IN PARTICULAR. BY CALLING 
ERXSET THE USER MAY MAKE MATHLIB MESSAGES NONFATAL. (SEE ERRCHK FOR 
USAGE INFORMATION.I 

ERRCHK PROCESSES MESSAGES FROM OTHER ROUTINES IN THE MATHLIB FILE. SUCH 
MESSAGES ARE NORMALLY FATAL ERRORS UNLESS THE NONFATAL MODE WAS SELECTED 
PREVIOUSLY BY CALLING ERRSET. USUALLY ERRCHK IS NOT CALLED DIRECTLY BY 
THE USER. 

ERRGET RETURNS THE VALUES OF TWO PARAMETERS CONTAINED WITHIN THE LIBRARY 
ERROR CHECK ROUTINE. THIS. TOGETHER WITH ERRSET. PERMITS THE USER TO 
DETERMINE THE STATE OF THE PARAMETERS. TO CHANGE THEM. AND THEN TO RESTORE 
THEM TO THEIR ORIGINAL STATE. (SEE ERRCHK FOR USAGE INFORMATION. I 
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5. CALLING SEQUENCES FOR SUBROUTINES ( ALPHABETICAL ORDER) 

AIRy AIRY AIRY AIRY AIRY AIRY ........................................ 
•••••••••••••••••••••••••••••• •••••••••••••••••••• •••••••••• 

FUNCTION AIRY(X.KDDE,NZI 

WRITTEN BY D.E. AMOS AND S.L. DANIEL, FEBRUARY.1974 

REFERENCE SAND-75-0147 

ABSTRACT 

AIRY 

AIRY COMPUTES THE AIRY FUNCTION AIIX), X REAL, WITH AN 

AIRY 

OPTION FOR SCALED VALUES FOR X.GE.O. CHEBYSHEV SUMS, 
ASYMPTOTICALLY SCALED FOR SMALL AND LARGE ABSIX), ARE USED ON 
INTERVALS X.LT.O AND X.GE.O WITH O.lE.C.LE.S AND C.GT.5 WHERE 
C=2.IABS(X) •• 1.5)/3. THE INTERVAL X.GE.O ANO a.LE.C.LE.5 IS 
FURTHER SUBDIVIDED AT Xs l.2. THE UNDERFLOW TEST IS C.LE.ElIM 
FOR X.GT.O, WHICH CORRESPONDS TO X.LE.I00.033330556172 WITH 
ELIM=667. 

DESCRIPTION OF ARGUMENTS 

INPUT 
X 
KODE 

OUTPUT 
AIRY 
NZ 

- X.LE.100.033))+ FOR KODE-l, UNRESTRICTED FOR KODE=2 
- A PARAMETER TO INDICATE THE SCALING OPTION 

KODE-1 RETURNS AIRY .. AIIXI • 
X.LE.I00.033330556172 

KODE=2 RETURNS AIRY-AIIXI • X.LT.O 
AIRY=AIIXI.EXPICI. X.GE.O • 

. WHERE C=2.1 X •• l. 51/) 

- AIRY FUNCTION AIIX), SCALED ACCORDING TO KODE 
- UNDERFLOW INDICATOR 

NZ-O • NORMAL RETURN, COMPUTATION COMPLETED 
NZ.NE.O. AIRY SET TO ZERO DUE TO UNDERFLOW WITH 

KODEsl AND X.GT.100.03333055617~ 

ERROR CONDIT IONS 
IMPROPER INPUT ARGUMENTS - A FATAL ERROR 
UNDERFLOW WITH KODE-l - A NON-FATAL ERROR(NZ.NE.OI 
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AVINT AVINT 
••• * •• *.* ••• ** •••••••••••••••••••••• * ••• 

*.* •••••••• * ••••••••• **.** •••• 
•••••••••••••••••••• 

AVINT 

•••••••••• 
SUBROUTINE AVINT rX.Y,N,XLO.XUP.ANS.IERRI 
ORIGINAL PROGRAM FROM .NUMERICAL INTEGRATION. BY OAVIS+RABINOWITZ. 
AOAPTATION AND MODIFICATIONS FOR SANDIA MATHEMATICAL PROGRAM 
LIBRARY BY RONDALL E JONES. 

ABSTRACT 
AVINT INTEGRATES A FUNCTION TABULATED AT ARBITRARILY SPACED 
ABSCISSAS. THE LIMITS OF INTEGRATION NEED NOT COINCIDE 
WITH THE TABULATED ABSCISSAS. 

A METHOD OF OVERLAPPING PARABOLAS FITTED TO THE DATA IS USED 
PROVIDED THAT THERE ARE AT LEAST 3 ABSCISSAS BETWEEN THE 
LIMItS OF INTEGRATION. AVINT ALSO HANDLES TWO SPECIAL CASES. 
IF THE LIMITS OF INTEGRATION ARE EQUAL. AVINT RETURNS A .ESULT 
OF ZERO REGARDLESS OF THE NUMBER OF TABULATED VALUES. 
IF THERE ARE ONLY TWO FUNCTION VALUES. AVINT USES THE 
TRAPEZOID RULE. 

DESCRIPTION OF PARAMETERS 
THE USER MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL LIST 

XINI. YIN) 

I NPUT--
x - REAL ARRAY OF ABSCISSAS. WHICH MUST BE IN INCREASING 

ORDER. 
Y - REAL ARRAY OF FUNCTIONAL VALUES. I.E •• YII)sFUNCIXII" 
N - THE INTEGER NUMBER OF FUNCTION VALU~S SUPPLIED. 

N .GE. 2 UNLESS XLO s XUP. 
XLO - REAL LOWER LIMIT OF I NTEGRATI ON 
XUP - REAL UPPER LIMIT OF I NTEGRATtON. MUST HAVE XLO.LE.XUP. 

OUTPUT--
ANS - COMPUTED APPROXIMATE VALUE OF INTEGRAL 
IERR - A STATUS CODE 

--NORMAL CODE 
-1 MEANS THE REQUESTED INTEGRATION WAS PERFORMEO. 

--ABNORMAL CODES 
=2 MEANS XUP WAS LESS THAN XLO. 
=3 MEANS THE NUMBER OF XI II BETWEEN XLO AND XUP 

(INCLUSIVE' WAS LESS THAN 3 AND NEITHER OF THE TWO 
SPECIAL CASES DESCRIBED IN THE ABSTRACT OCCURRED. 
NO INTEGRATION WAS PERFORMED. 

=4 MEANS THE RESTRICTION XII+ll.GT.XIII WAS VIOLATED. 
=5 MEANS THE NUMBER N OF FUNCTION VALUES WAS .LT. 2. 
ANS IS SET TO ZERO IF IERR=2.3.4.0R 5. 

AVINT IS DOCUMENTED COMPLETELY IN SC-M-69-l35 



20 

BAIRY BAIRy BAIRy BAIRy BAIRY BAIRY BAIRY BAIRY 

BESI 

••••••••••••••••••••••••••••••• * •••••••• 
•••••••••••••••••••••• * •• ** •• * 

•••••••••••••••••••• •••••••••• 
FUNCTION BAIRYIX.KODEI 

WRITTEN BY D.E. AMOS AND S.L. DANIEL, FEBRUARY,1974 

REFERENCE SAND-75-D150 

ABSTRACT 
BAIRY COMPUTES THE AIRY FUNCTION BIIXI, X REAL, WITH AN 
OPTTON FOR SCALED VALUES FOR X.GE.D. CHEBYSHEV SUMS, 
ASYMPTOTICALLY SCALED FOR SMALL ANO LARGE A8S(XI, ARE USED ON 
INTERVALS X.LT.D WITH 0.LE.C.LE.5 AND C.GT.5 AND X.GE.~ WITH 
D.LE.C.LE.8 AND C.GT.8 WHERE C=Z.(A8SIXt •• l.51/3. THE INTERVAL 
X.GE.D AND D.LE.C.LE.S IS FURTHER SUBDIVIDED AT X=2.5. THE 
OVERFLOW TEST IS C.LE.ELIM FOR X.GE.O. WHICH CORRESPONDS TO 
X.LE.IDO.03333D556172 WITH ELIM=667. 

DESCRIPTION OF ARGUMENTS 

INPUT 
X 
KODE 

- X.LE.lDD.03333+ FOR KODE=l, UNRESTRICTED FOR KODE=2 
- A PARAMETER TO INDICATE THE SCALING OpTION 

KODE=l RETURNS BAIRY-BIIXI 
X.LE.IDO.03333D556172 

KODE=2 RETURNS BAIRY-BIIXI , X.LT.O 
BAIRY-SIIXI.EXPI-Ct, X.GE.D, 
WHERE C=2.IX*.1.5'/3 

OUTPUT 
BAIRY - AIRY FUNCTION BIIXI, SCALED ACCORDING TO KODE 

ERROR CONDITIONS 
IMPROPER INPUT ARGUMENTS - A FATAL ERROR 
OVERFLOW WITH KODE=l - A FATAL ERROR 

BESI BESI BESI BESI BESI BESI * ••••••••••••••••••••••••••••••••••••••• 
•••••••••••••• *** ••••••••••••• 

••• *.*.* •• *** •••••• * 
* ••• *****. 

SUBROUTINE BES!IX,ALPHA.KODE,N,Y.NZt 
WRITTEN BY D. E. AMOS AND S. L. DANIEL, JANUARY,1975. 

REFERENCE SAND-75-D152 

ABSTRACT 

BESI BESI 

BESI COMPUTES AN N MEMBER SEQUENCE OF I BESSEL FUNCTIONS 
I/SUBIALPHA+K-lI/IXI, K=l, •••• N OR SCALED BESSEL FUNCTIONS 
EXPI-XI*I/SUBIALPHA+K-II/IXI. K=l, •••• N FOR NON-NEGATIVE ALPHA 
AND X. A CO~BINATION OF .THE POW~R SERIES, THE ASYMPTOTIC 
EXPANSION FOR X TO INFINITY. AND THE UNIFORM ASYMPTOTIC 
EXPANSION FOR NU TO INFINITY ARE APPLIED OVER SUBDIVISIONS OF 
THE INU,XI PLANE. FOR VALUES NOT COVERED BY ONE OF THESE 
FORMULAE, THE ORDER IS INCREMENTED BY AN INTEGER SO THAT ONE 
OF THESE FORMULAE APPLY. BACKWARD RECURSION IS USED TO REDUCE 
ORDERS BY INTEGER VALUES. THE ASYMPTOTIC EXPANSION FOR X TO 
INFINITY IS USED ONLY WHEN THE ENTIRE SE~UENCE ISPECIFICALLY 
THE LAST MEMBER I LIES WITHIN THE REGION COVERED BY THE 
EXPANSION. LEADING TERMS OF THFSE EXPANSIONS ARE USED TO TEST 
FOR OVER OR UNDERFLOW WHERE APPROPRIATE. IF A SE~UENCE IS 
REQUESTED AND THE LAST MEMBER WOULD UNDERFLOW. THE RESULT IS 
SET TO ZERO AND THE NEXT LOWER ORDER TRIED, ETC., UNTIL A 
MEMBER COMES ON SCALE OR ALL ARE SET TO ZERO. AN OVERFLOW 
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CANNOT OCCUR WITH SCALING. BESI CALLS FUNCTION GAMLN. 

DESCRIPTION OF ARGUMENTS 

INPUT 
X 
ALPHA 
KODE 

- X.GE.O 
- ORDER OF FIRST MEMBER OF THE SEQUENCE, ALPHA.GE.O 
- A PARAMETER TO INDICATE THE SCALING OPTION 

KODE=l RETURNS 
YIKI= I/SUBIAlPHA+K-11/IXI, 

K=l •••• ,N 
KODEs2 RETURNS 

YIKI=EXPI-XI.I/SUBIALPHA+K-II/CXI, 
K=l., ••• ,N 

N - NUMBER OF MEMBERS IN THE SEQUENCE, N.GE.1 

OUTPUT 
Y - A VECTOR WHOSE FIRST N COMPONENTS CONTAIN 

VALUES FOR I/SUBIALPHA+K-1)/IXI OR SCALEO 
VALUES FOR EXPC-XI.I/SUBIALPHA+K-II/IXI. 
K=l, ••• ,N DEPENDING ON KODE 

NZ - NUMBER OF COMPONENTS OF Y SET TO ZERO DUE TO 
UNDERFLOW, 
NI=O • NORMAL RETURN, COMPUTATION COMPLETED 
NZ.NE.O, LAST NZ COMPONENTS OF Y SET TO ZERO, 

YIKI=O., K=N-NZ+l •••• ,N. 

ERROR CONDITIONS 

BESIOI 

IMPROPER INPUT ARGUMENTS - A FATAL ERROR 
OVERFLOW WITH KODE:1 - A FATAL ERROR 
UNDERFLOW - A NON-FATAL ERRORCNI.NE.O' 

BESIOl BESIOl BESIOl BESIOI 
•••••••••••••••••••••••••••••••••••••••• ••••••••••••••••••••••••••••• * 

****.*.** ••••••• * ••• 

BESIOl BESIOI 

•• ** ••• *** 
FUNCTION BESI01IX,NU,KOOEI 
WRITTEN BY D.E. AMOS AND S.L. 04NIEL, FEBRUARY,1974. 

REFERENCE SAND-75-0149 

ABSTRACT 
BESIOl COMPUTES BESSEL FUNCTIONS I/SUBINUI/IXI, NUaO OR 1 
OR SCALED BESSEL FUNCTIONS EXPI-ABSIX"*I/SUBINUI/CXI, 
NU=O OR 1 FOR REAL X. CHEBYSHEV SUMS. ASYMPTOTICALLY SCALED 
FOR SMALL AND LARGE ABSIXI, ARE USED ON INTERVALS O.LE.X.LE.4. 
4.LT.X.LE.8, AND X.GT.8. THE SIGN IS FIXED ACCORDING TO THE 
EVENNESS OR ODDNESS OF THE FUNCTION. THE OVERFLOW TEST IS MADE 
ON ABSIXI.LE.ELIM WITH ELIM-667. 

DESCRIPTION OF ARGUMENTS 

INPUT 
X 
NU 
KODE 

OUTPUT 

- ABSIXI.LE.661~ FOR KODE-l. UNRESTRICTED FOR KODEzi 
- ORDER DESIREO, NU=O OR 1 
- A PARAMETER TO INDICATE THE SCALING OPTION 

KODE=l RETURNS ANS= I/SUBINUI/IXI, NU=O DR 1 
KODE=2 RETURNS ANS=EXPI-X'*I/SUBINUJ/IXI, NU-O OR 1 

BESIOI - I BESSEL FUNCTION OF ORDER NU AT X SCALED ACCORDING 
TO KODE 

ERROR CONDIT I ON S 
IMPROPER INPUT ARGUMENTS - A FATAL ERROR 
OVERFLOW FOR KODE=l - A FATAL ERROR 
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BESJ BESJ BESJ BESJ BESJ BESJ 
•••••••••••••••••••••••••••••••••••••••• •••••••••••••••••••••••••• * ••• 

•••••••••••••••••••• 
•••••••••• 

SUBROUTINE BESJIX.ALPHA.N.Y.NZI 

BESJ BESJ 

WRITTEN BY D.E. AMOS. S.L. DANIEL AND M.K. WESTON. JANUARY. 1975. 

REFERENCE SAND-75-0147 

ABSTRACT 
BESJ COMPUTES AN N MEMBER SEQUENCE OF J BESSEL FUNCTIONS 
J/SUBIALPHA+K-II/IXI. K=l ••••• N FOR NON-NEGATIVE ALPHA AND X. 
A COMBINATION OF THE POWER SERIES, THE ASYMPTOTIC EXPANSION 
FOR X TO INFINITY AND THE UNIFORM ASYMPTOTIC EXPANSION FOR 
NU TO INFINITY ARE APPLIED OVER SUBDIVISIONS OF THE INU.XI 
PLANE. FOR VALUES OF INU,XI NOT COVERED BY ONE OF THESE 
FORMULAE, THE ORDER IS INCREMENTED OR OECREMENTED BY INTEGER 
VALUES INTO A REGION WHERE ONE OF THE FORMULAE APPLY. BACKWARD 
RECURSION IS APPLIED TO REDUCE ORDERS BY INTEGER VALUES EXCEPT 
WHERE THE ENTIRE SEQUENCE LIES IN THE OSCILLATORY REGION. IN 
THI S CASE FORWARD RECURS ION I S STABLE AND VALUES FROM THE 
ASYMPTOTIC EXPANSION FOR X TO INFINITY START THE RECURSION 
WHEN IT IS EFFICIENT TO 00 SO. LEADING TERMS OF THE SERIES AND 
UNIFORM EXPANSION ARE TESTED FOR UNDERFLOW. IF A SEQUENCE IS 
REQUESTED AND THE LAST MEMBER WOULD UNDERFLOW, THE RESULT IS 
SET TO ZERO AND THE NEXT LOWER ORDER TRIED. ETC •• UNTIL A 
MEMBER COMES ON SCALE OR ALL MEMBERS ARE SET TO ZERO. OVERFLOW 
CANNOT OCCUR. BESJ CALLS SUBROUTINE JAIRY AND FUNCTION GAMLN. 

DESCRIPTION OF ARGUMENTS 

INPUT 
X 
ALPHA 
N 

OUTPUT 
Y 

NZ 

- X.GE.O 
- ORDER OF FIRST MEMBER OF THE SEQUENCE. ALPHA.GE.O 
- NUMBER OF MEMBERS IN THE SEQUENCE. N.GE.l 

- A VECTOR WHOSE FIRST N COMPONENTS CONTAIN 
VALUES FOR J/SUBIALPHA+K-II/IXI, K=l ••••• N 

- NUMBER OF COMPONENTS OF Y SET TO ZERO DUE TO 
UNDERFLOW. 
NZ=O • NORMAL RETURN. COMPUTATION COMPLETED 
NZ.NE.O. LAST NZ COMPONENTS OF Y SET TO ZERO, 

Y(KI=O •• K=N-NZ+l ••••• N. 

ERROR CONDITIONS 
IMPROPER INPUT ARGUMENTS - A FATAL ERROR 
UNDERFLOW - A NON-FATAL ERROR(NI.NE.OI 

BESJOI BESJOl BESJOl BESJOI BESJOI BESJDl 
••••••••••••••••••••••••••••••••••••••• * 

•••••••••• * •• * •••••••••••••••• 
•••••••••••••••••••• 

•••••••••• 
FUNCTION BESJOIIX.NUI 
WRITTEN BY D.E. AMOS AND S.L. DANIEL, FE8RUARY.1914 

REFERENCE SAND-75-014B 

ABSTRACT 
BESJOl COMPUTES BESSEL FUNCTIONS J/SUBCNUI/CXI. NU=O OR 1 
FOR REAL. UNRESTRICTED X. RATIONAL CHEBYSHEV APPROXIMATIONS, 
ASYMPTOTICALLY SCALED FOR SMALL AND LARGE ABS(XI, ARE USED ON 
O.LE.X.LE.B, AND X.GT.B. THE SIGN IS FIXED ACCORDING TO THE 
EVENNESS OR ODDNESS OF THE FUNCTION. 

DESCRIPTION OF ARGUMENTS 



BESKN 

INPUT 
X 
NU 

OUTPUT 

1.3 

- UNRESTRICTED 
- ORDER DESIRED. NUzO OR 1 

BESJOl - J BESSEL FUNCTION OF ORDER NU AT X 

ERROR CONDITIONS 
IMPROPER INPUT ARGUMENTS - A FATAL ERROR 

BESKN BESKN BESKN BESKN BESKN 
*** •••••••• * •• ** ••••••• * ••••••••• * •••••• 

•••••••••••••••••••••••••••••• *.* ••••••••••••••••• 
•••••••••• 

SUBROUTINE BESKN (X.NU.KOOE.N.Y.NZI 
WRITTEN BY D.E. AMOS AND S.L. DANIEL. FEBRUARY,1974. 

REFERENCE SAND-75-015l 

ABSTRACT 

BESKN 

BESKN I~PlEMENTS FORWARD RECURSION ON THE THREE TERM 

BESKN 

RECURSION RELATION FOR A SEQUENCE OF INTEGER ORDER BESSEL 
FUNCTIONS K/SUBCNU+I-11/CXI. OR SCALED BESSEL FUNCTIONS EXPCXI 
.K/SUBCNU+I-11/CXI. I.l ••••• N FOR REAL X.GT.O AND A 
NON-NEGATIVE INTEGER NU. IF NU.lT.NULIM. ORDERS 0 AND 1 ARE 
OBTAINED FROM FUNCTION BESK01 TO START THE RECURSION. IF 
NU.GE.NULIM. THE UNIFORM ASYMPTOTIC EXPANSION IS USeD FOR 
ORDERS NU AND NU+1 TO START THE RECURSION. NULIM IS 35 OR 
70 DEPENDING ON WHETHER N=l OR N.GE.2. UNDER AND OVERFLOW 
TESTS ARE MADE ON THE LEAOING TERM OF THE ASYMPTOTIC EXPANSION 
BEFORE ANY EXTENSIVE COMPUTATION IS DONE. BESKN CALLS FUNCTION 
BESKOl AND SUBROUTINE ASKBES. BESKOl CALLS BESID1. 

DESCRIPTION OF ARGUMENTS 

INPUT 
X 
NU 
KODE 

N 

OUTPUT 
Y 

NZ 

- X.GT.O 
- ORDER OF THE INITIAL K FUNCTION, NU=O,l.Z •••• 
- A PARAMETER TO INDICATE THE SCALING OPTION 

KOOE=l RETURNS Y(KI= K/SUBINU+I-ll/IXI. 
I~lt ••• tN 

KODE=2 RETURNS YCKI=EXPCX).K/SUBINU+I-11/IXI. 
I~l •••• ,N 

- NUMBER OF MEMBERS IN THE SEQUENCE. N.GE.l 

- A VECTOR WHOSE FIRST N COMPONENTS CONTAIN VALUES 
FOR THE SEQUENCE 
YII,= K/SUBINU+I-11/(X), I=l •••• ,N OR 
YIII=EXPIXI.K/SUBINU+I-11/IXI, l=l •••• ,N 
DEPENDING ON KODE 

- NUMBER OF COMPONENTS OF Y SET TO ZERO DUE TO 
UNDERFLOW WITH KOtiE.l. " 
NZ-O ,NORMAL RETURN, COMPUTATION COMPLETED 
NZ.NE.O. FIRST NZ COMPONENTS OF Y SET TO ZERO 

DUE TO UNDERFLOW. YIKI=O., K-l ••••• NZ 

ERROR CONDITIONS 
IMPROPER INPUT ARGUMENTS - A FATAL ERROR 
OVERFLOW - A FATAL ERROR 
UNDERFLOW WITH KODE=l - A NON-FATAL ERRORINl.NE.OI 
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BESKOl BESKOl BESk01 BESkOl BESK01 BESkOl BESkOl 

BESYN 

**************************.***.**.***.** 
** •• ** •• *.* •••• *************** 

************.*.*.*** 
.****** •• * 

FUNCTION BESkOlCX,NU,kODE,NZI 
WRITTEN BY D.E. AMOS AND S.L. DANIEL, FEBRUARY,1974. 

REFERENCE SAND-75-0149 

ABSTRACT 
BESk01 COMPUTES BESSEL FUNCTIONS k/SUBINUI/IX" NU=O OR 1 
OR SCALED BESSEL FUNCTIONS EXPIXI*K/SUBINUI/IX), 
NU=O OR 1 FOR X.GT.O. CHEBYSHEV EXPANSIONS, PROPERLY SCALED 
FOR SMALL AND LARGE X, ARE USED ON INTERVALS 0.LT.X.LE.2, 
2.LT.X.LE.5, AND X.GT.5. THE UNDERFLOW TEST IS MADE ON 
X.LE.ELIM WITH ELIM=667. BESKOl CALLS FUNCTION BESI01. 

DESCRIPTION OF ARGUMENTS 

INPUT 
X 
NU 
KODE 

- O.LT.x.LE.667. FOR KODE-I, X.GT.O FOR KDDE=2 
- ORDER DESIRED, NU=O OR I 
- A PARAMETER TO INDICATE THE SCALING OPTION 

KODE=l RETURNS AIIIS= K/SUBINUI/IXI, NU=O OR 1 
KODE=2 RETURNS ANS=EXPIXI.K/SUBINUI/IX', NU=O OR 1 

OUTPUT 
BESKOl - K BESSEL FUNCTION OF ORDER NU AT X SCALED ACCORDING 

TO KODE 
NZ - UNDERFLOW INDICATOR 

NZ=O ,NORMAL RETURN, COMPUTATION COMPLETED 
NZ.NE.O, ANS SET TO ZERO DUE TO UNDERFLOW WITH 

KODE=1 AND X.GT.667 
ERROR CONDITIONS 

IMPROPER INPUT ARGUMENTS - A FATAL ERROR 
UNDERFLOW WITH KODE=l - A NON-FATAL ERRORINZ.NE.OI 

BESYN BESyN BESyN BESYN BESYN 
*.*** •• *.**.***** ••• ***********.**.***** 

** •• ***.******.**********.**** 
.***.**.*********** • 

• ********* 
SUBROUTINE BESYNIX,NU,N,YJ 
WRITTEN BY D.E. AMOS AND S.L. OANIEl, FEBRUARY,1974. 

REFERENCE SAND-75-0150 

ABSTRACT 

BESYN 

BESYN IMPLEMENTS FORWARD RECURSION ON THE THREE TERM 

BESYN 

RECURSION RELATION FOR A SEQUENCE OF INTEGER ORDER BESSEL 
FUNCTIONS Y/SUBINU+K-l'/IXI, K=l, ••• ,N FOR REAL X.GT.O AND A 
NON-NEGATIVE INTEGER NU. IF NU.LT.NULIM, ORDERS 0 AND 1 ARE 
OBTAINED FROM FUNCTION BESYOl TO START THE RECURSION. IF 
NU.GE.NULlM, THE UNIFORM ASYM-PTOTtC EXPANSION IS USED FOR 
ORDERS N.U AND NU+l TO START RECURSION. NULIM&100 RESTRICTS 
FORWARD RECURSION TO RETAIN ACCURACY. AN OVERFLOW TEST IS 
MADE ON THE LEADING TERM OF THE ASYMPTOTIC EXPANSION BEFORE 
ANY EXTENSIVE COMPUTATION IS DONE. BESYN CALLS FUNCTION BESYOI 
AND SUBROUTINE ASYBES. BESYOI CALLS FUNCTION BESJ01. ASYBES 
CALLS SUBROUTINE YBAIRY. 

DESCRIPTION OF ARGUMENTS 

INPUT 
X 
NU 
N 

- X.GT.O 
- ORDER OF THE INITIAL Y FUNCTION, NU*O,1,2, ••• 
- NUMBER OF MEMBERS IN THE SEQUENCE, N.GE.l 
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- A VECTOR WHOSE FIRST N COMPONENTS CONTAIN VALUES 
FOR YIK'=V/SUBCNU+K-1'/IXI, K=l, ••• ,N 

ERROR CONDITIONS 

BESVOl 

IMPROPER INPUT ARGUMENTS - A FATAL ERROR 
OVERFLOW - A FATAL ERROR 

BESVOl BESVOI BESVOl BESYOl 
•••••••••••••••••••••••••••••••••••••••• •••••••••••••••••••••••••••••• •••••••••••••••••••• 

BESYOl BESYOl 

•••••••••• 
FUNCTION BESYOltX.NU.ANSJI 
WRITTEN BV D.E. AMOS ANO S.l. DANIEL. FEBRUARY,1974 

REFERENCE SAN~'75-014B 

ABSTRACT 
BESYOI COMPUTES BESSEL FUNCTIONS J/SUBINUI/IXI AND 
Y/SUBCNUl/tXI, NU=O OR I FOR X.GT.O. RATIONAL CHEBYSHEV 
APPROXIMATIONS. ASYMPTOTICALLY SCALED FOR SMAll AND lARGE X, 
ARE USED ON INTERVALS O.lE.X.lE.8 AND X.GT.8. THE COST IN 
RETURNING J/SUBINUI/(XI IS MINIMAL SINCE THIS FUNCTION IS 
NEEDED IN THE ASYMPTOTIC FORM FOR O.lT.X.LE.8 AND ONLY 
REQUIRES A REARRANGEMENT OF 4 FACTORS NEEDED FOR X.GT.8. 
BESYOI CALLS FUNCTION BESJOI. 

DESCRIPTION OF ARGUMENTS 

INPUT 
X 
NU 

OUTPUT 

- X.GT.O. 
- ORDER DESIRED, NU=O OR 1 

BESYOI - Y BESSEL FUNCTION OF ORDER NU AT X 
ANSJ - J BESSEL FUNCTION OF ORDER NU AT X 

ERROR CONDITIONS 
IMPROPER INPUT ARGUMENTS - A FATAL ERROR 

BETAIC BETAIC BETAIC BETAIC 
•••••••••••••••••••••••••••••••••••••••• 

•••••••••••••••••••••••••••••• •••••••••••••••••••• •••••••••• 
SUBROUTINE BETAICtX.OMX,A.B,N.Y,NZI 

BETAlC 

WRITTEN BY D.E. AMOS AND S.l. DANIEL, JANUARY. 1975. 

REFERENCE SC-DR-69 591 

ABSTRACT 

BETAIC 

BETAIC COMPUTES AN N MEMBER SEQUENCE OF BETA DISTRIBUTIONS 
YtKI-ICA+K-l,B,XI, X=l ••••• N • A.GT.O , B.GT.O , AND 
O.LE.X.lE.1. WHERE IIA,B,X) IS THE INCOMPLETE BETA FUNCTION 
NORMALIZED TO 1. AT X-I. THE RELATION OF THE INCOMPLETE BETA 
FUNCTION TO THE GAUSS HYPERGEOMETRIC FUNCTION IS USED OVER 
VARIOUS PARAMETER RANGES WITH SERIES OR ASYMPTOTIC EXPRESSIONS 
USED FOR EVALUATION STARTING AT A+N-l AND BO.GT.O. WITH 
BO-B-INTEGER PART OF B OR 1. THEN A COMBINATION OF FORWARD 
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RECURSION ON THE PARAMETER TO RAISE BO TO B FOLLOWED BY 
BACKWARD RECURSION ON THE FIRST PARAMETER TO DECREASE A+N-l TO 
A GETS THE REQUIRED SEQUENCE. I(A,B,XI SATISFIES A TWO-TERM 
RELATION IN BOTH PARAMETERS WHERE ADDITIONS CAN BE USED 
EXCLUSIVELY TO ~ETAIN SIGNIFICANT DIGITS. BOTH X AND OMX=l."X 
ARE ENTERED IN THE CALL LIST TO AVOID LOSSES OF SIGNIFICANCE 
IN OMX WHEN AN ANALYTICAL EXPRESSION IS AVAILABLE( SEE THE F 
AND T DISTRIBUTIONS'. BETAIC USES HYPGEO AND BETALN. 

DESCRIPTION OF ARGUMENTS 

INPUT 
X 
OMX 
A 
8 
N 

OUTPUT 
Y 

NZ 

- ARGUMENT, D.LE.X.LE.1. 
- 1.-X 
- START VALUE OF FIRST PARAMETER, A.GT.O. 
- VALUE OF SECOND PARAMETER, B.GT.O. 
- NUMBER OF BETA FUNCTIONS IN THE SEQUENCE, N.GE.l 

- A VECTOR WHOSE FIRST N COMPONENTS CONTAIN 
Y(K'=I(A+K-l,B,X), K=l, ••• ,N. 

- UNDERFLOW FLAG 
NZ.EQ.O. A NORMAL RETURN. 
NZ.NE.O, UNOERFLOW, Y(KI=O.O, K=N-NZ+l,N RETURNEO 

ERROR CONOITIONS 

BETALN 

IMPROPER INPUT - A FATAL ERROR 
UNOERFLOW - A NON-FATAL ERROR. 

BETALN BET ALN BETALN BETALN 
**************************************** 

****************************** 
******************** 

********** 

BETALN BETALN 

FUNCTION BETALNIA,BI 

WRITTEN BY D.E. AMOS AND S.L. DANIEL, MARCH, 1975. 

REFERENCE SC-DR-69 591 AND SAND-75-0152 

ABSTRACT 
FUNCTION BETALN COMPUTES THE NATURAL LOG OF THE COMPLETE BETA 
FUNCTION, LN 8ETA(A,BI, WHERE BETAIA.81 IS DEFINED IN TERMS OF 
THE GAMMA FUNCTION BY BETA(A,81=GAMMAIAI*GAMMA(BI/GAMMA(A+BI. 
THE NATURAL LOG OF THE GAMMA FUNCTION IS COMPUTED WITH THE 
LOGARITHMIC TERMS COMBINED ANALYTICALLY TO MINIMIZE LOGARITHM 
EVALUATIONS. A RATIONAL CHEBYSHEV APPROXIMATION ON (8,10001 
AND THE ASYMPTOTIC EXPANSION FOR X.GT.I000 COMPLETES THE 
CALCULATION OF THE NON-LOGARITHMIC TERMS. BACKWARD RECURSION 
ON GAMMA(X--lI=GAMMA(XIIIX-l.I AND THE LOGARITHM OF THE RESULT 
SUFFICES FOR X.LT.B. 

DESCRIPTION OF ARGUMENTS 

INPUT 
A - ARGUMENT, A.GT.O. 
S - ARGUMENT, B.GT.O. 

OUTPUT 
BETALN - VALUE FOR LN BETAIA,BI 

ERROR CONDITIONS 
INPUT PARA~ETER NON-POSITIVE - A FATAL ERROR 
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BETBIC BETBIC BET81C BHBIC BETB IC BETBIC BETBIC 

CAXBI 

••••••••••• * •••• ******* ••••••••••••••••• 
* •••••••••• * ••••• * ••• ** ••• *** • 

••••• ** ••• *.****.*.* 
***.**.**. 

SUBROUTINE BETBIC(X,OMX,A,B,N,Y,NZI 

WRITTEN BY D.E. AMOS AND S.l. DANIEL, JANUARY, 1975. 

REFERENCE SC-DR-69 591 

ABSTRACT 
BETBIC COMPUTES AN N MEMBER SEQUENCE OF BETA DISTRIBUTIONS 
Y(Kl~I(A,B+K-l,XI, K=l, •••• N, A.GT.O, B.GT.O, AND 
O.lE.X.LE.l, WHERE I(A,B,X) IS THE INCOMPLETE BETA FUNCTION 
NORMALIZED TO 1. AT X=1. THE RELATION OF THE INCOMPLETE BETA 
FUNCTION TO THE GAUSS HYPERGEOMETRIC FUNCTION IS USED OVER 
VARIOUS PARAMETER RANGES WITH SERIES OR ASYMPTOTIC EXPRESSIONS 
USED FOR EVALUATION STARTING AT AA=A+M, M.GE.O AND BO.GT.O, 
BO=B-INTEGER PART OF 8 OR 1. THEN A COMBINATION OF BACKWARD 
RECURSION ON AA FOLLOWED BY FORWARD RECURSION ON BB=80+K GETS 
CORRECT ARGUMENTS A AND B OR A AND B+K-l, K=I, ••• ,N FOR 
THE REQUiRED SEQUENCE Y!KI. HA,8,XI SATISFIES A TWO--TERM 
RELATION IN BOTH PARAMETERS WHERE AODITIONS CAN BE USED 
EXCLUSIVELY TO RETAIN SIGNIFICANT DIGITS. BOTH X AND OMX=l.--X 
ARE ENTERED IN THE CALL LIST TO AVOID LOSSES OF SIGNIFICANCE 
IN OMX WHEN AN ANALYTICAL EXPRESSION IS AVAILABLE! SEE THE F 
AND T DISTRIBUTIONS). BETBIC USES HYPGEO AND BETALN. 

DESCRIPTION OF ARGUMENTS 

INPUT 
X 
OMX 
A 
B 

- ARGUMENT, O.LE.X.lE.l. 
- l.-X 
- VALUE OF FIRST PARAMETER, A.GT.O. 
- START VALUE OF SECOND PARAMETER, B.GT.O. 

N - NUMBER OF BETA FUNCTIONS IN THE SEQUENCE, N.GE.l 

OUTPUT 
Y 

NZ 

- A VECTOR WHOSE FIRST N COMPONENTS CONTAIN 
Y(KI-I(A,B+K-l,XI, K=l, ••• ,N. 

- UNDERFLOW FLAG 
NZ.EQ.D, A NORMAL RETURN. 
NZ.NE.O, UNDERFLOW, Y(Kl=D.O, K=l.Nl RETURNED. 

ERROR CONOI-T IONS 
IMPROPER INPUT - A FATAL ERROR 
UNDERFLOW - A NON-FATAL ERROR. 

CAXBI CAXBI 
* •••••••••••••• ** •••••••••••• * •• ** •••• * • 

•••• * ••••••••• * ••••••• * ••• ** •• 
••••••••• *.* •••••••• 

* ••••••••• 
SUBROUTINE CAXBICND,N,M,A.B,X,INIT,IMP,RC,W,IN,KERI 
WRITTEN BY CARL B. BAILEY, AUGUST 1974. 

ABSTRACT 

CAXBI 

CAXBI SOLVES A NONSINGULAR SYSTEM OF COMPLEX LINEAR ALGEBRAIC 
EQUATIONS, AX=B, AND OPTIONALLY IMPROVES THE SOLUTION AND 
COMPUTES AN ERROR BOUND FOR THE SOLUTION. THE COEFfiCIENT 
~ATRIX fOR AN EQUIVALENT SYSTfM Of REAL EQUATIONS IS FOR~ED 
AND STORED IN -W- AND THEN THAT REAL SYSTEM IS SOLVEO. 
THE METHOD USED IS LU OECOMPOSITION (GAUSSIAN ELIMINATIONl 
WITH IMPLICIT ROW SCALING AND PARTIAL (ROWI PIVOTING FOLLOWEO 
BY FORWARD-BACKWARD SUBSTITUTION AND OPTIONALLY BY ITERATIVE 
IMPROVEMENT. A SEOUFNCE Of SYSTEMS OF EQUATIONS ALL HAVING 
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THE SAME COEFFICIENT MATRIX CAN BE SOLVED VERY EFFICIENTLV 
USING CAX61. THE LU FACTORS OF -A- ARE COMPUTED AND STORED 
I~ -101- DURING THE INITIAL CALL. ON SUBSEQUENT CALLS, THESE 
PREVIOUSLY COMPUTED FACTORS CAN BE USED TO SOLVE A NEW SYSTEM 
BY PERFORMING ONLY THE FORWARD-BACKWARD SUBSTITUTION AND 
OPTIONALLY ITERATIVE IMPROVE~ENT. 

CAXBI CALLS THE ROUTINE RLUD TO PERFORM LU DECOMPOSITION, RFBS 
TO PERFORM FORWARD-BACKWARD SUBSTITUTION, AND OPTIONALLY CALLS 
CRIMP TO PERFORM ITERATIVE IMPROVEMENT OF THE SOLUTION. 

REFER ENC E 
1. G.E.FORSYTHE AND C.B.MOLER, COMPUTER SOLUTION OF LINEAR 

ALGEBRAIC EQUATIONS, PRENTICE- HALL, 19&7 

DESCRIPTION OF ARGUMENTS 
THE USER MUST DIMENSION ALL ARRAVS APPEARING IN THE CALL LIST 

A(ND,N), B(ND,M), X(ND,M), W(Z*ND,Z*NO+l" IN(2*NI 
IF M=l THEN THE DI~ENSION OF B AND X MAV BE B(N), X(N). 
THE ARRAVS -A-, -B-, liND -X- MUST BE OF COMPLEX DATA TYPE. 

--INPUT FOR AN INITIAL CALL--
AN INITIAL CALL IS THE CALL FOR THE FIRST SYSTEM OF 
EQUATIONS IN A SEQUENCE OF SYSTEMS ALL OF WHICH HAVE 
THE SAME COEFFICIENT MATRIX. 

NO - THE ACTUAL FIRST DIMENSION OF -A-. 
(I.E. THE MAXIMUM NUMBER OF EQUATIONS THAT CAN BE 
SOLVED USING -A- TO STORE THE COEFFICIENTS.) 

N THE NUMBER OF COMPLEX EQUATIONS TO BE SOLVED. 
(1 .LE. N .LE. NO) 

M NUMBER OF COLUMNS OF -B- AND -X-. (NORMALLV M=l) 
A A COMPLEX ARRAY DIMENSIONED WITH EXACTLV -ND- ROWS 

AND AT LEAST -N- COLUMNS. THE I,J-TH ELEMENT OF THE 
COEFFICIENT MATRIX MUST BE STORED IN A(I,J)~ 

B A COMPLF.X ARRAY WITH EITHER ONE OR TWO DIMENSIONS. 
IF M=l, -B- MAV BE A ONE-DIMENSIONAL ARRAV 
DIMENSIONED AT LEAST -N-. THE I-TH ELEMENT OF THE 
CONSTANT VECTOR MUST BE STORED IN BIll. 
IF M.GT.l, -6- MUST BE A TWO-DIMENSIONAL ARRAY WITH 
EXACTLY -ND- ROWS AND AT LEAST -M- COLUMNS. THE 
I,J-TH ELEMENT OF THE CONSTANT MATRIX ~UST BE 
STORED IN B(I,JI. 

INIT IS A FLAG WHICH PROVIDES FOR THE ESPECIALLV EFFICIENT 
SOLUTION OF A SEQUENCE OF SYSTEMS OF EQUATIONS HAVING 
THE SAME -A- BUT DIFFERENT -B- VECTORS. 
ON THE INITIAL CALL FOR A SEQUENCE OF RELATED SYSTEMS 
OF EQUATIONS, -INIT- MUST BE ZERO. 

IMP SPECIFIES THAT ITERATIVE IMPROVEMENT IS TO BE 
PERFORMED IF -IMP- IS NONZERO. 

--OUTPUT--
X - A COMPLEX ARRAY WITH EITHER ONE OR TWO DIMENSIONS. 

IF M=l, -X- MAV BE A ONE-DIMENSIONAL ARRAV 
DIMENSIONED AT LEAST -N-. THE I-TH ELEMENT OF THE 
SOLUTION VECTOR WILL BE STORED IN XII). 
IF M.GT.l, -X- MUST BE A TWO-DIMENSIONAL ARRAV WITH 
EXACTLV -NO- ROWS AND AT LEAST -M- COLUMNS. THE 
I,J-TH ELEMENT OF THE SOLUTION MATRIX WILL BE 
STORED IN x(I,J). 

RC - IF ITERATIVE IMPROVEMENT WAS REQUESTED IIMP.NE.OI, RC 
WILL BE THE RATIO OF THE MAXiMUM NORM OF THE F~RST 
CORRECTION TO THE MAXIMUM NORM OF THE INITIAL 
APPROXIMATE SOLUTION. THE CONDITION NUMBER OF -A
AND ERROR eOUNDS FOR THE COMPUTEO SOLUTION ARE 
RELATED TO -RC-. A SMALL VALUE FOR -RC- INDICATES 
A WELL-CONDITIONED SYSTEM AND SMALL UNCERTAINTIES 
IN THE SOLUTION. A LARGE VALUE FOR -RC- INDICATES 
AN ILL-CONDITIONEO SYSTEM AND LARGE UNCERT4INTIES 
IN THE SOLUTION. 

101 - REAL ARRAV WITH -2ND- ROWS AND AT LEAST 2N+l COLUMNS. 
THE LEADING -2N- BY -2N- SU6ARRAV WILL CONTAIN L-I+U 
WHERE -L- AND -U- ARE TRIANGULAR FACTORS OF -A-, 
-L- IS UNIT LOWER TRIANGULAR, AND -1- IS IDENTITY. 
(ACTUALLV, IT IS NOT L-l+U WHICH IS STORED IN -A- BUT 
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LL-I+U WHERE LL IS A REARRANGEMENT OF fLEMENTS OF L.I 
THE 2N+1ST COLUMN CONTAINS THE LAST CORRECTION TO THE 
REAL AND IMAGINARY COMPONENTS OF -X-. IF INIT • 0, 
THE LU FACTORS OF THE REAL EQUIVALENT OF -A- WILL BE 
COMPUTED AND STORED IN -W-. 

IN - WILL CONTAIN THE ROW INTERCHANGE INDICES THAT WERE 
COMPUTED DURING LU DECOMPOSITION. 

KER - AN ERROR CODE . 
--NORMAL CODES 

o MEANS NO ERRORS WERE DETECTED 
--ABNORMAL CODES 

1 MEANS -ND- WAS NOT IN THE RANGE 1 .LT. NO .lE. 130 
2 MEANS -N- WAS NOT IN THE RANGE 1 .LE. N .LE. NO. 
3 MEANS THE TRIANGULAR FACTOR -U- OF -A- IS SINGULAR. 
4 MEANS -A- IS TOO ILL-CONDITIONED FOR ITERATIVE 

IMPROVEMENT TO BE EFFECTIVE. 

--INPUT FOR A SUBSEQUENT CALL--
A SUBSEQUENT CALL MAY BE MADE ONLY IF AN INITIAL CALL 
HAS BEEN MADE PREVIOUSLY FOR THE SAME COEFFICIENT 
MATRIX. THE VALUES OF -ND-, -N-, -A-, -W-, AND -IN
MUST BE THE SAME AS THEY WERE WHEN THAT INITIAL CALL 
WAS COMPLETED. 

M - MUST BE THE NUMBER OF COLUMNS IN THE NEW CONSTANT 
VECTOR OR CONSTANT MATRIX. 

B - THE NEW CONSTANT VECTOR OR CONSTANT MATRIX MUST BE 
STORED IN -6- AS DESCRIBED FOR AN INITIAL CALL. 

INIT - MUST BE NONZERO (ONLY FOR SUCH A SUBSEQUENT CALLI. 
THIS CAUSES THE PREVIOUSLY COMPUTED LU FACTORS OF -A
TO BE USED TO SOLVE THE NEW SYSTEM VERY EFFICIENTLY. 

IMP - MAY BE NONZERO OR ZERO AS ITERATIVE IMPROVEMENT 
IS OR IS NOT DESIRED RESPECTIVELY. 

NOTE --- NO, N, M. A, a, INIT, AND IMP ARE NOT ALTERED BY CAXBI. 

CBN02 

THE USER MUST PROVIDE SEPARATE STORAGE FOR THE ARRAYS 
A, B. X. W, AND IN WHENEVER ITERATIVE IMPROVEMENT IS 
REQUESTED (IMP .NE. 01. THE MAXIMUM NUMBER OF EQUATIONS 
THAT CAN BE SOLVED WITH ITERATIVE IMPROVEMENTS IS 130. 
IF ITERATIVE IMPROVEMENT IS NOT REQUESTED (IMP .EQ. 01, 
THEN THE USER MAY ECONOMIZE ON STORAGE 8Y EQUIVALENCING 
(A,WI ANO (B.XI IN WHICH CASE A AND 8 WILL BE ALTERED. 
THE MAXIMUM NUMBER OF EQUATIONS THAT CAN BE SOLVED IN 
THIS LATTER CASE IS 160. 

CBN02 CBN02 CBND2 CBND2 CBND2 CBND2 
**** ••• ***** •• **.*.* •• ** •••••• * •• ******* 

* •• **.* •••••••• * ••••••••••••• * 
••••• * •••••••••••••• 

••••• * ••• * 
SUBPOUTINE CBND2(N,CR,CI,WR.wI,ABSERR,RELERR,KLUST,KERI 
WRITTEN BY CARL B. BAILEY ~ND WILLIAM R. GAVIN 

ABSTRACT 

THIS ROUTINE COMPUTES ERROR BOUNDS AND CLUSTER COUNTS FOR 
APPROXIMATE ZEROS OF A POLYNOMIAL WITH COMPLEX COEFFICIENTS. 
THE ZEROS MAY HAVE BEEN COMPUTED BY ANY APPROPRIATE ROUTINE. 
(FOR EXAMPLE, BY CPQRI 
THE METHOD USED IS BASED ON THE FACT THAT THE VALUE OF A 
POLYNOMIAL AT ANY POINT IS EQUAL TO THE LEADING COEFFICIENT 
TIMES THE PRODUCT OF THE OISTANCES FROM THAT POINT TO EACH 
OF THE ZEROES. GIVEN THE VALUE CF THE POLYNOMIAL AT AN 
APPROXIMATE ZERO, CBNOl COMPUTES FOR EACH APPROXIMATE ZERO 
THE RADIUS OF A CIRCLE ABOUT THAT APPROXIMATE ZERO WHICH 
CONTAINS A TRUE ZERO OF THE PCLYNOMIAL. USING THE KNOWN 
DISTRIBUTION OF APPROXIMATE ZEROES, AN ITERATIVE PROCEDURE 
IS USED TO SHRINK THE RADII OF THE CIRCLES. 

DESCRIPTION OF ARGUMENTS 
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THE USER MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL LIST 
CRIN+lI, CIIN+l I, WRIN', WI IN', ABSERRINI, RElERRCN) 
KLUST(N' 

I NPUT---
N - DEGREE OF THE POLYNOMIAL (NUMBER OF ZEROS'. 
CR - REAL ARRAY OF N+l REAL PARTS OF COEFFICIENTS. 
CI - REAL ARRAY OF N+l IMAGINARY PARTS OF COEFFICIENTS. 

THE COEFFICIENTS COEFII) = CRII'+CIII)*I MUST BE 
IN THE ORDER OF DESCENDING POWERS OF Z, I.E. 
PIZI = ICRIll+I*Clllll*Z**N + ••• + 

ICRINI+I*CIINI'*Z + ICRfN+l'+I*CIIN+l" 
WR - REAL ARRAY OF N REAL PARTS OF APPROXIMATE ZEROS. 
WI - REAL ARRAY OF N IMAGINARY PARTS OF APPROXIMATE ZEROS. 

OUTPUT--
ABSERR - REAL ARRAY OF ABSOLUTE ERROR BOUNDS. ABSERRII' IS 

THE ABSOLUTE ERROR BOUND IN THE ZERO IWRIl'.WICIII. 
RELERR - REAL ARRAY OF RELATIVE ERROR BOUNDS. RELERRII' IS 

THE RELATIVE ERROR BOUND IN THE ZERO (WRII'.WICIII. 
KLUST - INTEGER ARRAY OF CLUSTER COUNTS FOR ZEROS. THE TRUE 

ZERO CORRESPONDING TO I-TH APPROXIMATE ZERO LIES IN 
A CIRCLE OF RADIUS ABSERRIII. KLUSTIII IS THE NUMBER 
OF CIRCLES INCLUDING THE I-TH CIRCLE WHICH OVERLAP 
THE I-TH CIRCLE. THE CLUSTER COUNT OFTEN INDICATES 
THE MULTIPLICITY OF A ZERO. 

KER - AN ERROR CODE 
--NORMAL CODES 

o MEANS THE BOUNDS AND COUNTS WERE COMPUTED. 
--ABNORMAL CODES 

CHAA 

1 N IDEGREEI MUST BE .GE. 1 
2 LEADING COEFFICIENT IS ZERO 

CHAA CHAA CHAA CHAA CHAA 
***********.**************************** 

•••• * ••••• ****.***.**.***.**** 
•• **.*** •• *.*.* •• *** 

****** •• *. 
SUBROUTINE CHAAINOIM,N,AR,AI,EV,VECR,VECI,IERRI 

CHAA 

EISPACK IS A COLLECTION OF CODES FOR SOLVING THE ALGEBRAIC 
EIGENVALUE PROBLEM. THE ORIGINAL ALGOL CODES WERE WRITTEN BY 
J. H. WILKINSON, ET.AL •• AND SUBSEQUENTLY TRANSLATED TO FORTRAN 
AND TESTED AT ARGONNE NATIONAL LABORATORY. . 

THIS INTERFACE TO EISPACK WAS WRITTEN BY M. K. GORDON. 

ABSTRACT 
THIS SUBROUTINE COMPUTES ALL EIGENVALUES AND CORRESPONDING 
EIGENVECTORS OF A COMPLEX HERMITIAN MATRIX. THE MATRIX IS 
REDUCED TO SYMMETRIC TRIDIAGONAL FORM BY UNITARY SIMILARITY 
TRANSFORMATIONS. QL TRANSFORMATIONS ARE USED TO FIND THE 
EIGENSYSTEM OF THE TRIOIAGONAL MATRIX. 

CHAA 

TO COMPUTE ONLY THE EIGENVALUES OF A COMPL.EX HERMITIAN MATRIX. 
SEE SUBROUTINE CHAN. FOR EIGENSYSTEMS OF ARBITRARY COMPLEX 
M~TRICES, SEE SUBROUTINES CNAA AND CNAN. FOR EIGENSYSTEMS OF 
REAL MATRICES. SEE SUBROUTINES RSAA,RSAN,RNAA,RNAN. 

DESCRIPTION OF ARGUMfNTS 

ON INPUT 
NOIM 

N 

MUST BE THE ROW DIMENSION OF THE ARRAYS AR,AI.VECR, 
ANO VECI IN THE CALLING PROGRAM DIMENSION STATEMENT. 

IS THE OROER OF THE MATRIX. N MUST NOT EXCEEO NOIM. 
N*NOIM MUST NOT EXCEED 22500=150*150=53744(OCTALI. 
N MUST NOT EXCEED 150. N ~AY BE 1. 
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AR,A[ ARPAYS WITH EXACTLY ND[M ROWS AND AT LEAST N COLUMNS. 
THE LEADING N BY N SUBARRAYS MUST CONTA[NTHE REAL 
AND IMAGINARY P~RTS RESPECTIVELY OF THE COMPLEX 
HERMITIAN MATR[X WHOSE EIGF.NSYSTEM [S TO Bf COMPUTED. 
ONLY THE DIAGONAL AND LOWER TRIANGLE OF AR,AI NEED 
8E DEFINED. 

ON OUTPUT 
EV CONTAINS THE REAL COMPUTED EIGENVALUES IN 

ASCENDING ORDER. 

VECR,VECI CONTAIN AN ORTHONORMAL SET OF EIGENVECTORS 
IN THE COLUMNS OF THE LEADING N BY N SUBARRAYS. 
THE J-TH COLUMNS OF VECR,VECI CONTAIN AN 
EIGENVECTOR OF LENGTH ONE CORRESPONDING TO THE 
EIGENVALUE IN THE J-TH ELEMENT OF EV. 

lERR IS A STATUS CODE. 

AR, AI 

CHAN 

--NORMAL CODE. 
o MEANS THE OL [TERATIONS CONVERGED. 

--ABNORMAL CODES. 
J MEANS THE J-TH EIGENVALUE HAS NOT BEEN FOUND IN 

30 ITERATIONS. THE FIRST J-l ELEMENTS 
CONTAIN THE UNORDERED EIGENVALUES ALREADY 
FOUND. THE FIRST J-l COLUMNS OF VECR, VECI 
CONTAIN THE CORRESPONDING COMPUTED EIGENVECTORS. 

-1 MEANS THE INPUT VALUES OF N, NOIM ARE TOO LARGE 

CHAN 

OR INCONSISTENT. 

THE LOWER TRIANGLES OF BOTH MATRICES AND THE 
DIAGONAL OF AI ARE DESTROYED. THE UPPER 
TRIANGLES AND THE DIAGONAL OF AR ARE UNALTERED. 

CHAN CHAN CHAN CHAN 
••••• * •••••••••••••••••••••••••••••••••• 

•••••••••••••••••••••••••••••• •••••••••••••••••••• •••••••••• 
SUBROUTINE CHAN!NDIM,N,AR,AI,EV,IERRI 

EISPACK IS A COLLECTION OF CODES FOR SOLVING THE ALGEBRAIC 
EIGENVALUE PROBLEM. THE ORIGINAL ALGOL CODES WERE WRITTEN BY 
J. H. WILKINSON, ET.AL •• AND SUBSEQUENTLY TRANSLATED TO FORTRAN 
AND TESTED AT ARGONNE NATIONAL LABORATORY. 

THIS INTERFACE TO EISPACK WAS WRITTEN BY M. K. GORDON. 

ABS TRACT 
THIS SUBROUTINE COMPUTES ALL EIGENVALUES OF A COMPLEX HERM[TIAN 
MATRIX. THE MATRIX IS REDUCED TO SYMMETRIC TRIDIAGONAL FORM 
BY UNITARY SIMILARITY TRANSFORMATIONS. QL TRANSFORMATIONS 
ARE USED TO FINO THE EIGENVALUES OF THE TRIDIAGONAL MATRIX. 

TO COMPUTE THE EIGENVALUES AND EIGENVECTORS OF A COMPLEX 
HERMITIAN MATRIX, SEE SUBROUTINE CHAA. FOR EIGENSYSTEMS 
OF ARBITRARY COMPLEX MATRICES, SEe CNAA AND CNAN. FOR EIGEN
SYSTEMS OF REAL MATRICES, SEE RSAA,RSAN,RNAA.RNAN. 

DESCRIPTION OF ARGUMENTS 
ON INPUT 

HOlM MUST BE THE ROW DIMENSION OF AR AND AI IN THE 
CALLING PROGRAM DIMENSION STATEMENT. 

N IS THE ORDER OF THE MATRIX. N MUST NOT EXCEED NDIM. 
N.NDIM MUST NOT EXCEED 50625=225.Z25=J42101tnCTALI. 
N MUST NOT EXCEED 225. N MAY BE 1. 
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AR,AI ARRAYS WITH EXACTLY NDIM ROWS AND AT LEAST N 
COLUMNS. THE LEADING N BY N SUBARRAYS MUST 
CONTAIN THE REAL AND I~AG[NARY PARTS RESPECTIVELY 
OF THE ARBITRARY COMPLEX MATRIX WHOSE EtG~NVALUES 
ARE TO BE COMPUTED. ONLY THE DIAGONALS AND 
LOWER TRIANGLES OF AR,AI NEED BE DEFINED. 

ON OUTPUT 
tV CONTA[NS THE REAL COMPUTED E[GENVALUES [N 

ASCENDING ORDER. 

IERR IS A STATUS CODE. 
--NORMAL CODE. 

o MEANS THE QL ITERAT[ONS CONVERGED. 
--ABNORMAL CODES. 

J MEANS THE J-TH EIGENVALUE HAS NOT BEEN FOUND IN 
30 ITERATIONS. THE FIRST J-l ELEMENTS OF EV 
CONTAIN THE UNORDERED E[GENVALUES ALREADY FOUND. 

-1 MEANS THE [NPUT VALUES OF N, ND[M ARE TOO LARGE 
OR [NCONSISTENT. 

AR,A[ THE LOWER TR[ANGLES OF BOTH MATR[CES AND THE 
D[AGONAL OF AI ARE DESTROYED. THE UPPER TRIANGLES 
AND THE DIAGONAL OF AR ARE UNALTERED. 

CHBND CHBND CHBND CHBND CHBND 
************ •••• ******* ••• *******.****** 

****************************** 
******************** 

********** 

CHBND 

SUBROUTINE CHBND(NDIM,N,AR,AI,EY,YECR,YECI,EYIMP,BNDSI 

ABSTRACT 

CHBND 

THIS SUBROUTINE CALCULATES RAYLE[GH QUOTIENT CORRECTIONS FOR 
THE COMPUTED EIGENVALUES OF A COMPLEX HERMITIAN MATRIX AND 
UPPER BOUNDS ON THE ABSOLUTE ERROR OF THE COMPUTED EIGENSYSTEM. 
REASONABLE BOUNDS FOR THE EIGENVECTORS ARE POSSIBLE ONLY 
WHEN THE EIGENVALUES ARE WELL SEPARATED. WHEN THIS IS NOT THE 
CASE, NO BOUND [S CALCULATED. 

TO COMPUTE ERROR BOUNDS FOR THE EIGENSYSTEMS OF REAL SYMMETRIC 
MATRICES, SEe SUBROUTINE RSBND. SIMILAR BOUNDS FOR REAL NDN
SYMMETRIC AND COMFLEX NON-HERMITIAN MATRICES ARE NOT POSSIBLE. 

DESCRIPTION OF ARGUMENTS 
ON INPUT 

NDIM MUST BE ROW DIMENSION OF AR,AI,YECR,YECI,BNDS 
IN THE CALLING PROGRAM DIMENSION STATEMENT. 

N IS THE ORDER OF THE MATRIX. 1 .LE. N .LE. ND[M. 
AR,AI MUST CONTAIN IN THE LEADING N BY N SUBARRAYS 

EV 

THE REAL AND IMAGINARY PA~TS RESPECTIVELY OF THE 
COMPLEX HERMITIAN MATRIX. ONLY THE DIAGONALS 
AND LOWER TRIANGLES NEED BE DEFINED. 
MUST CONTAIN IN T~E FIRST N ELEMENTS THE REAL 
EIGENVALUES AS COMPUTED, SAY, BY CHAA. 

VECR,VECI MUST CONTAIN IN THE LEADING N BY N SUBARRAYS 
THE REAL AND IMAGINARY ORTHONORMAL EIGENVECTORS 
AS COMPUTED, SAY, BY CHAA. THE J-TH COLUMNS 

ON OUTPUT 

OF YECR,VECI MUST CORRESPOND TO THE J-TH 
ELEMENT OF EV. 

EYIMP CONTAINS DOUBLE PRECISION IMPROYEC EIGENVALUES 
IRAYLEIG~ QUOTIENTSI IN THE SAME ORDER AS EV. 

BNDS CONTAINS UPPER BOUNDS ON THE ABSOLUTE ERRORS OF 
THE COMPUTED ,IGENSYSTEM 
BNDS(J,ll -- UPPER BOUND ON ABSOLUTE ER~OR IN 
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EVIMPIJI. 
BNDSIJ,21 -- UPPER BOUND ON L-2 NCRM OF ERROR IN J-TH 

COMPUTED EIGENVECTOR. THIS QUANTITY 
IS seT TO -1.0 WHEN THE EIGENVALUES 
ARE TOO CLOSE TO PERMIT A REASONABLE BOUND 

BNDSIJ,31 -- L-2 NORM OF RESIDlJ4L ASSOCIATED 

CNAA 

WITH EVIJI AND VECI.,JI. 

CNAA CNAA CNAA CNAA CNAA 
••••••••••••••••••••••••••••••••• ****.*. 

* ••••• ***.* •• * ••• *.**.* •• ***.* 
*******.** ••• ****** • 

•• ****.*** 
SUBROUTINE CNAAINCIM,N,AR,AI,EVR,EVI,VECR,VECI,IERRI 

CNAA 

EISPACK IS A COLLECTION OF CODES FOR SOLVING THE ALGEBRAIC 
EIGENVALUE PRCBLEM. THE ORIGINAL ALGOL CODES WERE WRITTEN BY 
J. H. WILKINSON, ET.AL.fAND SUBSEQUENTLY TRANSLATED TO FORTRAN 
AND TESTED AT ARGONNE NATIONAL LABORATORY. 

THIS INTERFACE TO EISPACK WAS WRITTEN BY M. K. GORDON. 

ABSTRACT 

CNAA 

THIS SUBROUTINE COMPUTES ALL EIGENVALUES AND CORRESPONDING 
EIGENVECTORS OF AN ARBITRARY COMPLEX MATRIX. THE MATRIX IS 
BALANCED BY EXACT NORM REDUCING SIMILAPITY TRANSFORMATIONS AND 
THEN IS REDUCED TO COMPLEX HESS ENBERG FORM BY STABILIZED 
ELEMENTARY SIMILARITY TRANSFORMATIONS. A MODIFIED LR ALGORITHM 
IS USED TO COMPUTE THE EIGENVALUES OF THE HESSENBERG MATRIX. 

TO COMPUTE ONLY THE EIGENVALUES OF AN ARBITRARY COMPLEX 
MATRIX. SEE SUBROUTINE CNAN. FOK EIGENSYSTEMS OF CD~PLEX 
HERMITIAN MATRICES, SEE SUBROUTINES CHAA AND CHAN. FOR 
EIGENSYSTEMS OF REAL MATRICES. SEE SUBROUTINES RSAA,RSAN. 
RNAA.RNAN. 

DESCRIPTION OF ARGUMENTS 

ON INPUT 
NDIM MUST BE THE ROW DIMENSION OF THE ARRAYS AR.AI, 

VECR. AND VEeI IN THE CALLING PROGRAM DIMENSION 
STATEI'4ENT. 

N IS THE ORDER OF THE MATRIX. N MUST NOT EXCEED NDIM. 
N.NDIM MUST NOT EXCEED 22500=150*150=5374410CTALI. 
N MUST NOT EXCEED L50. N MAY BE 1. 

AR.AI ARRAYS ~ITH EXACTLY NOIM ROWS AND AT LEAST N 
COLUMNS. THE LEADING N BY N SUBARRAYS MUST CONTAIN 
THE REAL AND IMAGINARY PARTS RESPECTIVELY OF THE 
ARBITR~RY COMPLEX M~TRIX WHOSE EIGENSYSTEM IS TO BE 
COMPUTED. 

ON OUTPUT 
EVR.EVI CONTAIN THE REAL AND IMAGINARY PARTS RESPECTIVELY 

OF THE COMPUTED EIGENVALUES. THE EIGENVALUES ARE 
NOT ORDERED IN ANY WAY. 

VECR,VECI CONTAIN IN THE LE~DING N BY N SUBARRAYS THE REAL 
AND I~AGINARY PARTS RESPECTIVELY OF THE COMPUTED 
EIGENVECTORS. THE J-TH COLUMNS OF VECR AND VECI 
CONTAIN THE EIGENYECTOR ASSOCIATED WITH EVRIJI 
AND EVIIJI. THE EIGENVECTORS ARE NOT NORMALIZED 
IN ~NV WAY. 

IERR IS A STATUS CODE. 
--NORMAL CODE. 

o MEANS THE LR ITERATIONS CONVERGED. 
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--ABNORMAL CODES. 
J MEANS THE J-TH EIGENVALUE HAS NOT BEEN FOUND 

IN 30 ITERATIONS. THE FIRST J-1 ELEMENTS OF 
EVR AND EVI CONTAIN THOSE EIGENVALUES ALREADY 
FOUND. NO EIGENVECTORS ARE COMPUTED. 

-1 MEANS THE INPUT VALUES OF N, NDIM ARE TOO lARGE 
OR INCONSISTENT. 

ARE CESTROYED. 

CNAN CNAN CNAN CNAN CNAN CNAN 
•••••••••••••••••••••••••••••••••••••••• •••••••••••••••••••••••••••••• •••••••••••••••••••• •••••••••• 

SUBROUTINE CNANINCIM,N,AR,AI,EVR,EVI,IERR) 
EISPACK IS A COllECTION OF CODES FOR SOLVING THE ALGEBRAIC 
EIGENVALUE PROBLEM. THE ORIGINAL ALGOL CODES WERE WRITTEN BY 
J. H. WilKINSON, ET.AL.,AND SUBSEQUENTLY TRANSLATED TO FORTRAN 
AND TESTED AT ARGONNE NATIONAL lABORATORY. 

THIS INTERFACE TO EISPACK WAS WRITTEN BY M. K. GORDON. 

ABSTRACT 
THIS SUBROUTINE COMPUTES All EIGENVALUES OF AN ARBITRARY 
COMPLEX MATRIX. THE MATRIX IS BALANCED BY EXACT NORM REDUCING 
SIMILARITY TRANSFORMATIONS AND IS THEN REDUCED TO COMPLEX 
HESSENBERG FORM BY STABilIZED ELEMENTARY SIMilARITY 
TRANSFORMATIONS. A MODIFIED lR ALGORITHM IS USED TO COMPUTE 
THE EIGENVALUES OF THE HESSENBERG MATRIX. 

TO COMPUTE THE EIGENVALUES AND EIGENVECTORS OF AN ARBITRARY 
COMPLEX MATRIX, SEE SUBROUTINE CNAA. FOR EIGENSYSTEMS OF 
COMPLEX HERMITIAN MATRICES. SEE SUBROUTINES CHAN AND CHAA. 
FOR EIGENSYSTEMS OF REAL MATRICES, SEE RSAA,RSAN,RNAA,RNAN. 

DESCRIPTION OF ARGUMENTS 

ON INPUT 
NDIM 

N 

AR,AI 

ON OUTPUT 
EVR,EVI 

IERR 

AR,AI 

MUST BE THE ROW DI~E~SICN OF THE ARRAYS AR AND AI 
IN THE CAllING PROGRAM DIMENSION STATEMENT. 

IS THE ORDER OF THE MATRIX. N MUST NOT EXCEED NDIM. 
N.NDIM MUST NOT EXCEED 50625=225.225=14270110CTAl). 
N MUST NOT EXCEED 225. N MAY BE 1. 

ARRAYS WITH EXACTLY NOIM ROWS AND AT LEAST N COLUMNS. 
THE lEADING N BY N SUBARRAYS MUST CONTAIN THE REAL 
AND IMAGINARY PARTS RESPECTIVELY OF THE ARBITRARY 
COMPLEX MATRIX WHOSE EIGENVALUES ARE TO BE COMPUTED. 

CONTAIN THE .REAL ANO.I~AGINARY PARTS RESPECTIVELY 
OF THE COMPUTED EIGENVALUES~ THE E-IGENVALUES ARE 
NOT ORDERED IN ANY WAY. 

IS A STATUS CODE. 
--NORMAL CODE. 

o MEANS THE LR ITERATIONS CONVERGED. 
--ABNORMAL CODES. 

J MEANS THE J-TH EIGENVALUE HAS NOT BEEN FOUND IN 
30 ITERATIONS. THE FIRST J-l ELEMENTS OF EVR, 
EVI CONTAIN THOSE EIGENVALUES ALREADY FOUND. 

-1 MEANS THE INPUT VALUES OF N, NDIM ARE TOO LARGE 
OR INCONSISTENT. 

ARE DESTROYED. 
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CNPCOF CNPCOF CNPCOF CNPCOF CNPCOF CNPCOF C"lPCOF 
**************.*****.*.*.* •••••••• *.***. 

* •••••• * •••• *** •• *** •••••••••• 
••••••••• * ••••••••• * 

•••••••••• 
SUBROUTINE CNPCOFCL,W,IORDER,NORD,N,XX,A,C,WORK) 
WRITTEN BY ROBERT E. HUODLESTON, SANDIA LABORATORIES, LIVERMORE 

••• *. ABSTRACT *.*** 
* • SUBROUTINE CNPCOF COMPUTES THE COEFFICIENTS OF THE CONSTRAINED 
* LEAST SQUARES POLYNOMIAL ,P, PRODUCED BY SUBROUTINE CNPFIT. THE 
* COEFFICIENTS (STORED IN CI OF THE FIT ,p, ARE FOR THE TAYLOR 
* EXPANSION OF P ABOUT w. THAT IS, THE EXPANSION FOR P HAS THE 
* FORM: 
• PIX) = C(ll + CCZI*IX-WI + CI31*I(X-WI •• ZI + ••• + 
* CIL+ll*IIX-WI**LI 
* OPTIONALLY, THE COEFFICIENTS MAY BE OBTAINED IN REVERSE ORDER. 
* •• ***.************.*******.**********.***.**.***.*** ••••• *** •••• * 

••••• INPUT PARAMETERS ••••• 

L - THE ORDER OF THE POLYNOMIAL FOR WHICH THE COEFFICIENTS 
ARE DESIRED. L MUST BE GREATER THAN OR EQUAL TO N-l 
AND LESS THAN OR EQUAL TO NORD. THE CONSTRAINTS FORCE 
THE FITTING POLYNOMIAL TO BE OF DEGREE N-l AT A MINIMUM. 
CHOOSING L = N-l WILL PRODUCE THE COEFFICIENTS OF THE 
POLYNOMIAL DEFINED BY THE CONSTRAINTS --- EXCLUSIVE OF 
THE X,y DATA. 

W - THE POINT ABOUT WHICH THE TAYLOR EXPANSION IS TO BE MADE 

IORDER - IF IORDER = I, THE COEFFICIENTS OF THE TAYLOR EXPANSION 
ARE STORED IN C IN THE FORM: 
PIXI = Clll + CC21.(X-WI + C(31.'IX-WI •• ZI + ••• + 

CIL+ll·'IX-WI**Ll 
IF IORDER =-1, THE COEFFICIENTS OF THE TAYLOR EXPANSION 
ARE STORED IN C IN THE FORM: 
PIXI = CCll*(IX-WI**Ll + C'21*(IX-WI**IL-lll + ••• + 

CILI*(X-WI + Cll+11 

NORD - *.*** 
* N 

XX 

- * 
* - * 
* 

NORD , N , XX , AND A MUST REMAIN UNCHANGED 

BETWEEN THE CALL TO CNPFIT AND THE CALL TO CNPCOF. 

A - ***** 

***** OUTPUT PARAMETERS ***** 

C - COEFFICIENTS OF THE POLYNOMIAL FIT, PIXI, OF ORDER L. 
IF IORDER=1, THE COEFFICIENTS ARE THOSE IN THE FORM: 
PIXI = CI11 + CIZI*IX-WI + CI31*IIX-WI**ZI + ••• + 

CIL+ll*(X-WI**LI 
IF IORDER=-l, THE COEFFICIENTS ARE IN THE REVERSE ORDER. 

****. STORAGE PARAMHE.R *.*.* 

WORK - THIS IS AN ARRAY TO PROVIDE INTERNAL WORKING STORAGE. 
IT MUST BE DIMENSIONED IN THE CALLING PROGRAM BY AT 
LEAST L + Z*N + 4 (THE LARGEST POSSIBLE VALUE 
FOR L IS MAXOEG. HENCE MAXDEG + 2*N + 4 WILL ALWAyS 
SUFFICE FOR THE DIMENSION OF WORK •• 
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CNPFIT CNPFIT CNPFIT CNPFIT CNPFIT CNPFIT CNPFIT 
•••••••••••••••••••••••••••••••••••••••• •••••••••••••••••••••••••••••• •••••••••••••••••••• •••••••••• 

SUBROUTJ NE CNPF ITO .. X, Y, WE I GHT ,MAXDEG,N, XX, yy, IS, EPS, R, NORD, I ER, A I 
WRITTEN BY ROBERT E. HUDDLESTON, SANOrA LABORATORIES, LIVERMORE 

••••• ABSTRACT • •••• 
SUBROUTINE CNPFIT IS DESIGNED TO COMPUTE A CONSTRAINED 

LEAST-SQUARES POLYNOMIAL FIT. THAT IS. CNPFIT COMPUTES 
A POLYNOMIAL, Pll}, OF DEGREE NORD THAT SATISFIES 80TH OF THE 
FOLLOWING CONDITIONS. 

(11 GIVEN THE DATA IXCII,YIIII. l=l •••• ,M • 
P MINIMIZES THE MEAN-WEIGHTEO-SQUARE ERROR 

M 
II/MI • SUM WEIGHTIII.(PIXIIII-YII}I •• Z 

I "I 

WHERE WEIGHT IS A USER SUPPLIED ARRAY OF WEIGHTS. 

IZI P MAY BE MADE TO PASS THROUGH GIVEN POINTS AND ITS 
DERIVATIVES MAY BE CONSTRAINED TO TAKE ON USER SUPPLIED 
VALUES. LET IKIPIZ) DENOTE THE DERIVATIVE OF ORDER K OF P 
EVALUATEO AT Z. THE CONSTRAINTS ARE OF THE FORM 

(ISIJIIP(XXIJI) = YYIJI • 

THE USER MUST SUPPLY THE CONSTRAINT ARRAYS XX(JI, YYIJI, 
AND IS ( J) , J .. 1, ... .N DEFINEO BY 

•••••• * •••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• • • J XXIJI YYIJI ISIJI • • • • 1 Zl Pllil 0 • • 2 Zl (lIPllll I • • 3 Zl IZIPIll) Z • • • • • • • • • • Nl Zl INl-I)Pllll Nl-1 • • NI+l ZZ P (ZZI 0 • • Nl+Z ZZ III P ( ZZI 1 • • NIH l2 12IP(ZZ) Z • • • • • • • • • • • Nl+NZ lZ I NZ-lI P IlZ. N2-I • • • • • • • • • • • • N • • • ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 

THE CONSTRAINTS FORCE THE POLYNOMIAL FIT ,PIlI. TO BE OF .DEGREE 
N-l AT LEAST. THE USER MUST SiJPPLY THE MAXIMUM DEGREE, MAXDEi;, OF 
THE POLYNOMIAL FIT TO BE CONSIDERED. MAXDEG MUST BE GREATER THAN 
OR EQUAL TO N-l. • •• NOTE ••• IF THE DERIVATIVE OF ORDER K AT 
Z IS TO BE SPECIFIED, THEN THE VALUE OF P AND ALL OF THE 
DERIVATIVES OF P THROUGH ORDER K ~UST BE SPECIFIED. • •• 

OPTIONALLY, CNPFIT MAY BE USED TO COMPUTE A FIT EVEN WHEN DATA 
IS GIVEN FOR ONLY ONE OF THE TWO CONDITIONS LISTED ABOVE. 
IF N=O INO CONSTRAINTS) POlFIT COULD BE USED INSTEAD OF CNPFIT. 
IF "' .. 0 (CONSTRAINTS ONLY) HR~ITE COULD BE USED INSTEAD OF CNPFIT. 

AFTER COMPUTING A FIT WITH CNPFIT, THE FITTING POLYNOMIAL AND 
ITS DERIVATIVES MAY BE EVALUATED AT ANY ABSCISSA USING CNPVAL AND 
THE COEFFICIENTS OF THE POLYNOMIAL MAY BE COMPUTED USING CNPCOF. 



37 

•• *** INPUT PARAMETERS **.** 

M - THE NUMBER OF DATA POINTS GIVEN IN X AND Y 
X - THE ARRAY OF ABSCISSAS OF THE DATA POINTS 
Y - THE ARRAY OF ORDINATES OF THE DATA POINTS 
WEIGHT - THE ARRAY OF WEIGHTS CORRESPONDING TO THE DATA POINTS. 

IF Will IS NEGATIVE, CNPFIT WILL SET ALL OF THE WEIGHTS 
EQUAL TO 1.0 • IF THE USER WISHES RELATIVE ERRO~, THEN 
THE WEIGHTS SHOULD BE WEIGHTII,=1./YIII**2 ,I=l, ••• ,M. 

MAXDEG - THE MAXIMUM DEGREE OF POLYNOMIAL TO BE CONSIDERED FOR 
THE CONSTRAINED POLYNOMIAL FIT. SINCE THE N CONSTRAINTS 
FORCE THE POLYNOMIAL TO BE OF DEGREE N-l AT LEAST, THEN 
MAXDEG MUST BE GREATER THAN OR EQUAL TO THE MAXIMUM OF 
N-l AND ZERO. 
- IF EPS IS GREATER THAN OR EQUAL TO ZERO, THEN MAXDEG 

MUST BE LESS THAN OR EQUAL TO M+N-l. IF MAXDEG = M+N-1 
THEN THE FITTING POLYNOMIAL HAS JUST ENOUGH DEGREES OF 
FREEDOM TO SATISFY THE CONSTRAINTS AND TO INTERPOLATE 
ALL OF THE OATA ITHIS CAN BE ACCOMPLISHED WITH EPS = 0 
AND MAXDEG = M+N-l'. 

- IF EPS IS LESS THAN ZERO ITHE STATISTICAL SELECTION 
CASEI THEN MAXOEG MUST BE LESS THAN M+N-l. 

N - THE NUMBER OF CONSTRAINTS 
XX - THE ARRAY OF ABSCISSAS OF THE CONSTRAINTS 
YY - THE ARRAY OF VALUES OF THE CONSTRAINTS 
IS - THE ARRAY WHICH SPECIFIES THE ORDER OF DERIVATIVES FOR 

EACH CONSTRAINT 
.** NOTE *** IF THE DERIVATIVE OF ORDER K OF THE 
POLYNOMIAL P IS TO BE SPECIFIED AT AN ABSCISSA Z, 
THEN THE VALUE OF P AT l AND ALL OF THE DERIVATIVES 
OF P AT Z THPOUGH ORDER K MUST BE SPECIFIED. 

EPS - ON INPUT, EPS SPECIFIES THE CRITERION TO BE USEO IN 
DETERMINING THE ORDER, NORD, OF FIT TO BE COMPUTED: 
111 IF EPS IS INPUT NEGATIVE, CNPFIT CHOOSES THE ORDER, 

NORD, eASED ON A STATISTICAL F-TEST. IF EPS = -1 , 
THE ROUTINE WILL AUTOMATICALLY CHOOSE A SIGNIFICANCE 
LEVEL BASED ON THE NUMBER OF DATA POINTS AND THE 
MAXIMUM DEGREE OF POLYNOMIAL TO BE CONSIDERED. IF 
EPS IS INPUT AS -.01, -.05, OR -.10, SIGNIFICANCE 
LEVELS OF 1 PERCENT,S PERCENT, OR 10 PERCENT, 
RESPECTIVELY, WILL BE USED. 

*.* RECOMMENDATION *** UNLESS YOU KNOW ENOUGH ABOUT 
YOUR DATA TO MAKE A GOOD ESTIMATE OF THE RMS IROOT 
MEAN SQUAREI ERROR 

RMS = SORTI SUMDIF/MI, WHERE 
SUMDIF = SUMII=1,MIIWEIGHTIII*IPIXIIII-YIIII**21 

THEN THE BEST, AND EASIEST, WAY TO USE CNPFIT IS TO 
SET EPS = -1.0 

121 IF EPS IS SET TO 0.0 , CNPFIT SIMPLY COMPUTES THE 
POLYNOMIAL OF DEGREE MAXDEG. 

131 IF EPS IS INPUT POSITIVE, EPS IS THE RMS ERROR 
TOLERANCE WHICH MUST BE SATISFIED BY THE FITTED 
POLYNOMIAL. CNPFIT WILL INCREASE THE ORDE~ OF THE 
FIT UNTIL THIS OCCURS OR UNTIL THE MAXIMUM ORDER, 
MAXDEG, IS REACHED. 

***** OUTPUT PARAMETERS .**** 

Y - IF M .GT. 0 AND MAXDEG .GT. N-l THEN EACH YIII 
IS MODIFIED BY SUBTRACTING FROM IT THE VALUE AT XIII 
OF THE POLYNOMIAL THAT SATISFIES JUST THE CONSTRAINTS. 
LATER THAT VALUE IS ADDEO TO THE MODIFIED YIII TO RESTORE 
ITS VALUE. NOTE THAT THE RESTORED VALUE OF EACH YIII 
IS NOT NECESSARILY IDENTICAL TO ITS INPUT VALUE, 
BUT USUALLY WILL BE EOUAL OR NEARLY EOUAL TO THAT VALUE. 

EPS - IF M .GT. 0 AND MAXDEG .GT. N-l THEN THE RMS ERROR 
OF THE POLYNOMIAL FIT OF DEGREE NORD IS RETURNED IN EPS. 

R - AN ARRAY CONTAINING THE VALUES OF THE POLYNOMIAL FIT OF 
CRDER NORD. RIll, I=l, ••• ,M CONTAINS THE VALUE OF THF 
FIT AT XIII. 

NORD - THE HIGHEST ORDER OF POLYNOMIAL WHICH WAS CALCULATED. 
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IER - OUTPUT ERROR FLAG WITH THE FOLLOWING POSSIBLE VALUES: 
1 INOICATES NORMAL EXECUTION. I.E. EITHER 

(1) THE INPUT VALUE OF EPS WAS NEGATIVE, AND THE 
COMPUTED POLYNOMIAL FIT OF ORDER NORD SATISFIES 
THE SPECIFIED F-TEST. OR 

IZI THE INPUT VALUE OF EPS WAS 0, AND THE FITS OF ALL 
ORDERS UP TO MAXDEG ARE COMPLETE, OR 

131 THE INPUT VALUE OF EPS WAS POSITIVE, AND THE 
POLYNOMIAL OF ORDER NORD SATISFIES THE RMS ERROR 
REQUIREMENT. 

2 INDICATES THAT MAXDEG WAS LESS THAN N-l IFATAL ERROR) 
: 3 INDICATES THAT EPS IS GREATER THAN OR EQUAL TO ZERO 

AND ~AXOEG IS GREATER THAN M+N-l. (FATAL ERROR) 
= 4 INDICATES THAT EPS IS LESS THAN ZERO AND MAXDEG IS 

GREATER THAN OR EQUAL TO M+N-l. (FATAL ERRORI 
= 5 INDICATES THAT EPS IS LESS THAN -1 AND IS. THEREFORE. 

MEANINGLESS. (FATAL ERRORI 
= 6 INDICATES THAT THE RMS ERROR REQUIREMENT ISET BY 

CHOOSING EPS GREATER THAN ZERO) CANNOT BE SATISFIED 
WITH A POLYNOMIAL OF DEGREE NO GREATER THAN MAXDEG. 
THE FIT OF OEGREE MAXDEG IS RETURNED INORD = MAXDEGI. 

= 7 INDICATES THAT THE STATISTICAL TEST FOR SIGNIFICANCE 
(CHOSEN BY SETTING EPS LESS THAN ZERO) CANNOT BE 
SATISFIED USING THE CURRENT VALUE OF MAXDEG. IN THIS 
CASE NORD WIll HAVE ONE OF THE FOLLOWING VALUES: 
MAXDEG, MAXDEG-l, OR MAXDEG-Z. RERUNNING THE PROBLEM 
WITH A LARGER VALUE FOR MAXDEG MAY RESULT IN A 
BETTER FIT. 

*** NOTE. ERRCHK PROCESSES DIAGNOSTICS FOR CODES Z.3,4t5~ 
A - WORK AND OUTPUT ARRAY WHICH MUST BE DIMENSIONED BY AT 

lEAST ZN + Z + MAXIMUM 13M + 3MAXOEG - 3N + 4, 2N + 2). 
VALUES IN A ARE NEEDED IF CNPVAL OR CNPCOF ARE TO BE 
CALLED SUBSEQUENTLY. 

***** DIMENSIONING INFORMATION ***** 

THE ARRAYS X. Y, WEIGHT, AND R MUST BE DIMENSIONED BY AT LEAST M 
IN THE CALLING PROGRAM. 
THE ARRAYS XX, yy, AND IS MUST BE DIMENSIONED BY AT LEAST N IN THE 
CALLING PROGRAM. 
THE ARRAY A MUST BE DIMENSIONED BY AT LEAST 

2N + Z + MAXIMUMI3M + 3MAXDEG - 3N + 3 , ZN + 21 
IN THE CALLING PROGRAM. 

CNPVAL CNPVAL CNPVAL CNPVAl 
**************************************** 

****************************** 
******************** 

********** 

CNPVAl CNPVAL 

SUBROUTINE CNPVALIL,NDER,XFIT,YFIT,YP,NDRD,N,XX,A,WORK,IERRI 
WRITTEN BY ROBERT E. HUDDLESTON, SANDIA LABORATORIES, LIVERMORE 

***** ABSTRACT ***** 
SUBROUTINE CNPVAL EVALUATES THE CONSTRAINED LEAST - SQUAR~S 

POLYNO~IAL FIT PROCUCED BY CNPFIT. 

***** INPUT PARAMETERS ***** 

L - THE ORDER OF POLYNOMIAL TO BE EVALUATED. L MUST BE GREATER 
THAN OR EQUAL TO N-l AND LESS THAN OR EQUAL TO NORD. THE 
CONSTRAINTS FORCE THE FITTING POLYNOMIAL TO BE OF DEGREE 
N-l AT A MINIMUM. THE LEAST SQUARES INFLUENCE ON THE FIT 
ACTUALLY TAKES PLACE BETWEEN OROER N AND NORD. CHOOSING 
L = N-l WILL RETURN THE VALUE OF THE POLYNOMIAL DEFINED BY 
THF CONSTRAINTS EXCLUSIVE OF THE X,Y DATA. NOTE THAT l 
~UST BE GREATER THAN OR EQUAL TO ZERO CEVEN IF N=DI. 
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NDER - THE NUMBER OF DERIVATIVES TO BE EVALUATED. 

XFIT - THE ABSCISSA AT WHICH THE FITTING POLYNOMIAL AND ITS 
DERIVATIVES ARE TO BE EVALUATED. 

NORD - ••••• 

N 
• • • 

NORD , N , XX , AND A MUST REMAIN UNCHANGED BETWEEN 
THE CALL TO CNPFIT AND THE CALL TO CNPVAL. 

xx • 
• 

A ••••• 

••••• OUTPUT PARAMETERS ••••• 

YFIT - THE VALUE OF THE fITTING POLYNOMIAL AT XFIT 

YP - THE ARRAY OF DERIVATIVES OF THE FITTING POLYNOMIAL 
EVALUATED AT XFIT. THE DERIVATIVE Of ORDER J IS STORED 
IN YPIJI , J=l.NDER. 

IERR - OUTPUT ERROR fLAG WITH THE FOLLOWING POSSIBLE VALUES: 
--NORMAL CODE 
= 1 INDICATES NORMAL EXECUTION 
--ABNORMAL CODES 
= 2 INDICATES THAT l IS lESS THAN N-l 
= 3 INDICATES THAT l IS GREATER THAN NORD 

••••• STORAGE PARAMETER •••• * 

WORK - THIS IS AN ARRAY TO PROVIDE INTERNAL WORKING STORAGE. IT 
MUST BE DIMENSIONED BY AT LEAST 3*NDER + 2*N 

COLODE CDLODE COlODE COlODE CDlODE 
•••••••••••••••••••••••••••••••••••••••• 

••••••••••••••••• * •••••• * ••• * • 
•••••••••••••••••••• ••••• * •• *. 

CDLODE eOlODE 

SUBROUTINE COLODEIF,JACSUB.CONSTJ,NEQN.Y.T,TFIN,EPSREL.EPSABS. 
1 KflAG,NCOLPT. IQUAD,IRETRN. IWORK,WORK,NWRKDI 

WRITTEN BY B. L. HUL~E AND S. L. DANIEL. 

ABSTRACT. 
CGlODE IS A COLLOCATION CODE fOR SYSTEMS OF ORDINARY 

DIfFERENTIAL EQUATIONS OF THE FORM 
DY/DT=FIT.YI1'.YI21, •••• YINEQNI,. 

IT IS RECOMMENDED PRIMARILY FOR SOLVING STIfF EQUATIONS. SINCE THE 
IMPLICIT, ONE-STEP COLLOCATION METHODS ARE A-STABLE. HIGHLY 
ACCURATE. AND RELATIVELY EXPENSIVE. COlODE WILL ALSO SOLVE 
NON-STIFF PROBLEMS, BUT PROBABLY LESS EFfICIENTLY THAN, SAY. A 
GOOD VARIABLE ORDER ADAMS CODE. 

THE SUBROUTINE IS CESIGNED TO INTEGRATE FROM T TO TFIN WITH 
RETURNS TO THE USER EITHER AFTER EACH PAIR OF STEPS, OR ONLY AT 
T=TFIN. IF IRETRN=.T •• THEN EACH CALL OF COLOOE RESULTS IN 
INTEGRATION OVER TWO STEPS OF LENGTH H. A RETURN TO THE USER WITH 
T=T+2H. Y=YITI. WORKI4 ••••• 3+NEQNI=YIT-HI. AND ALL PARAMETERS SET 
FOR CONTINUATION. THE USER NEEDS ONLY TO CALL COLDDE REPEATEDLY 
UNTIL KFLAG=2, INDICATING THAT T=TFIN. IF IRETRN=.F., THEN EACH 
CALL OF CDLODE RESULTS IN INTEGRATION OVER IT.TFINI, A RETURN TO 
THE USER WITH T=TFIN, Y=YITI, AND ALL PARAMETERS SET FOR 
CONTINUATION. THE STEP SIZE H IS INITIALIZED BY COLODE AND VARIED 
AT EACH PAIR OF STEPS IN AN ATTEMPT TO KEEP THE ESTIMATED LOCAL 
ERROR PER STEP SMALLER THAN THE USER SPECIFIED TOLERANCE. 

TWO DOlEN DIFFERENT COLLOCATION METHODS ARE AVAILABLE TO THE 
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USER. THEY CORRESPOND TO COLLOCATION AT THE ABSCISSAS OF 
DIFFERENT QUADRATURE FORMULAS MAPPED ONTO EACH STEP. THE METHOD 
USED IS CHOSEN BY EITHER THE USER OR COLODE FROM AMONG THE 
GAUSS-LEGENDRE OR RADAU (RIGHT END POINT) QUADRATURES USING ONE 
TO TWELVE POINTS. rOUAD INDICATES THE TYPE OF QUADRATURE POINTS, 
AND NCOLPT INDICATES THE NUMBER. THE GAUSS-LEGENDRE METHODS ARE 
A-STABLE AND ARE OF ORDER 2*NCOLPT, WHILE THE RADAU METHODS ARE 
STRONGLY A-STABLE AND ARE OF ORDER 2*NCOLPT-l. (SEE REFERENCE.) 
COLO DE MAKES NO ATTEMPT TO VARY THE METHOD DURING INTEGRATION. 

THE ITERATIVE SOLUTION OF THE GENERALLY NONLINEAR COLLOCATION 
EQUATIONS REQUIRES SOME KNOWLEDGE OF THE JACOBIAN OF F WITH 
RESPECT TO Y. THE USER MAY EITHER SUPPLY A JACOBIAN SUBROUTINE 
OFDY. OR ELSE LET CGLODE APPROXIMATE THE 
MAT~IX BY DIFFERENCES. THE USER*S CHOICE IS INDICATED BY JACSUB. 
IN ADDITION, CONSTJ INDICATES WHETHER OR NOT THE JACOBIAN IS 
CONSTANT, SINCE CONSTANT JACOBIAN PROBLEMS CAN BE TREATED MORE 
EFFICIENTLY. FOR SUCH PROBLEMS THERE IS NO REASON FOR THE USER 
TO WRITE A JACOBIAN SUBROUTINE, SINCE THE PROBLEM IS NECESSARILY 
LINEAR AND THE FIRST DIFFERENCES ARE EXACT, EXCEPT FOR ROUNDOFF. 

REFERENCE. 
B. L. HULME.**DISCRETE GALERKIN AND RELATED ONE-STEP METHODS FOR 
ORDINARY DIFFERENTIAL EQUATIONS,**MATH.COMP •• V.2b,1972,PP.881-891. 

SUBROUTINES. 
COLOOE CALLS TWOSTP, WHICH CALLS F AND POSSIBLY DFOY. COLODE ALSO 
CONTAINS THREE CALLS, AND TWOSTP ONE CALl.DF ERRCHK,A LOCAL LIBRARY 
SUBROUTINE FOR PROCESSING ERROR MESSAGES. 

DUMMY ARGUMENTS. 
F 
JACSUB 
CONSTJ 
NEQN 
YI*) 
T 
TFIN 
EPSREL 
EPSABS 
KfLAG 
NCOLPT 
IQUAD 
IRETRN 
IWORKI*' 
WDRKI*) 
NWRKD 

- THE NAME OF THE DERIVATIVE SUBROUTINE. 
THE JACOBIAN SUBROUTINE INDICATOR. 
THE CO~STANT JACOBIAN INOICATOR. 
THE NUMBER OF EQUATIONS IN THE SYSTEM. 
THE APPROXIMATE SOLUTION VECTOR AT T. 
THE INDEPENDENT VARIABLE. 
THE FINAL POINT OF THE INTEGRATION INTERVAL. 
THE RELATIVE LOCAL ERROR TOLERANCE PER STEP. 
THE ABSOLUTE LOCAL ERPOR TOLERANCE PER STEP. 
THE FLAG fOR COMMUNICATION 8ETWEEN COLOOE AND USER. 
THE NUMBER Of COLLOCATION POINTS PER STEP. 
THE TYPE OF QUADRATURE ABSCISSAS USED FOR COLLOCATION. 
THE INTERMEDIATE RETURN INDICATOR. 
THE INTEGER WORK VECTOR. 
THE REAL WORK VECTOR. 
THE DIMENSION OF WORK. 

ACTUAL ARGUMENTS. 
THE ONLY ARGUMENTS WHICH MAY BE CONSTANTS OR EXPRESSIONS ARE 

THOSE CORRESPONDING TO THE DUMMY ARGUMENTS JACSUB, CONSTJ, NEON, 
TFIN, IPETRN. AND NWRKO. ALL OTHERS MUST BE NAMES. 
THE ARGUMENTS JACSUB, CONSTJ, AND IRETRN ARE TYPE LOGICAL. 
If VARIABLES ARE USED FOR THESE PARAMETERS THEY MUST BE 
DECLARED AS TYPE LOGICAL. 

INPUT. 
F 

JACSUB 

CONSTJ 

NEON 
YI*) 
T 
TFIN 
EPSREL 
EPSABS 

- NAME OF SUBROUTINE FIT,Y,YPI TO STORE OYIJ)/DT IN 
YP(J). THIS NAME MUST BE DECLARED IN AN EXTERNAL 
STATEMENT • 
• T •• IF THE USER SUPPLIES A JACOBIAN SUBROUTINE 

DFD~(T,y,PD,NPDIM) TO ~TORE THE P~RTI~LDERtVA
TIVES OF FIJ) WITH RESPECT TO Y(JI INTO PO(I,JI, 
FOR 1.LE.I,J.LE.NEQN. PO MUST BE DIMENSIONED 
PCINPDIM,NPDIM). REGARDLESS OF THE VALUE OF NEQN • 

• F., OTHERWISE • 
• T., IF THE JACOBIAN IS CONSTANT, 

= .F., OTHERWISE. 
THE NUMBER OF EQUATIONS. 

= THF INITIAL VALUES. 
: THE INITIAL POINT. 
~ THE FINAL POINT. 
s THE RELATIVE LOCAL ERROR TOLERANCE PER STEP. 
s THE ABSOLUTE LOCAL ERROR TOLERANCE PER STEP. 

PRIOR TO ACCEPTANCE OF A PAIR OF STEPS, COLOOf TESTS 



KFLAG 

NCOLPT 

IQUAD 

IRETRN 

IWORKI*I 

WORK 1*1 
NWRKO 

OUTPUT. 
YI*) 
T 
EPSREL 

EPSASS 

KFU\G 

NCOLPT 
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THE ESTIMATED LOCAL ERROR IN Y(JI RELATIVE TO 
EPSREl*ASS(YIJII+EPSASS. 

z 1, START, OR RESTART WITH SOME CHANGE IN THE 
ARGUMENTS OTHER THAN TFIN. 

= 2, CONTINUE WITH ARGUMENTS UNCHANGED EXCEPT FOR TFIN. 
= 3, CONTINUE WITH ARGUMENTS UNCHANGED. 

4, CONTINUE WITH ARGUMENTS UNCHANGED. 
= 5, RESTART WITH ARGUMENTS UNCHANGED EXCEPT FOR TFIN. 

0, IF COLOOE IS TO SEL.ECT NCOLPT ANO IQUAO, 
1, ••• ,12, IF THE USER SELECTS NCOLPT. 

GENERALLY, USE BETWEEN 2 AND 1 POINTS. 
= 0, IF COLODE IS TO SELECT IQUAD, 
= 1, FOR GAUSS-LEGENDRE POINTS, 
= 2. FOR RADAU IRIGHT-ENDI POINTS. 

GENERALLY, GAUSS-LEGENDRE POINTS ARE BETTER FOR 
NON-STIFF PROBLEMS. A SIMPLE RULE FOR STIFF 
PROBLEMS IS TO USE GAUSS-LEGENDRE POINTS WITH 
ABSOLUTE ERROR TOLERANCES AND RADAU POINTS WITH 
RELATIVE ERROR TOLERANCES. IF THE PROBLEM SEEMS 
VERY STIFF, USE RADAU POINTS. 

= .T., IF COLODE IS TO RETURN AFTER EACH PAIR OF STEPS. 
= .F., IF COLODE IS TO RETURN ONLY AT T=TFIN. 
- THE NAME OF THE INTEGER WORK VECTOR. THE DIMENSION OF 

IWORK MUST BE .GE. NEQN*NCOLPT. 
- THE NAME OF THE REAL WORK VECTOR. 
s THE OIMENSION OF WORK. 

NWRKD.GE.INEQN*NEQN+21*NCOLPT*NCOLPT 
+INEQN*NEQN+5*NEQN+21*NCOlPT 

+6*NEQN+3. 
IN ORDER TO DIMENSION IWORK AND WORK WHEN COLODE 
IS TO SELECT NCOLPT. THE USER MAY SIMPLV TAKE 
NCOLPT TO BE 1, THE LARGEST VALUE COLODE WILL 
EVER SELECT. TO MINIMIZE STORAGE •. HOWEVER, THE 
ACTUAL VALUE OF NCOLPT SHOULD BE USED. 
SEE DESCRIPTION OF OUTPUT VALUE OF NCOLPT, BELOW. 

= THE APPROXIMATE SOLUTION AT T. 
= THE END OF THE LAST SUCCESSFUL PAIR OF STEPS. 
: ABSOLUTE VALUE OF THE INITIAL EPSREL NORMALLY. IF 

KFLAG=4 ANO EPSREL.NE.O., THEN EPSREL=I.42E-14. 
ABSOLUTE VALUE OF THE INITIAL EPSABS NORMALLY. IF 
KFLAG=4 AND EPSREL.EQ.O •• THEN EPSABS z l.42E-14*NORM Y. 

= 2, INTEGRATION WAS COMPLETED TO T.EQ.TFIN. 
= 3. TWO STEPS WERE TAKEN. AND T.NE.TFIN. 
= 4. EITHER EPSREL OR EPSABS WAS TOO SMALL AND HAS BEEN 

INCREASED TO TWO UNITS OF ROUNDOFF. NO STFPS WERE 
TAKEN, AND COLODE IS SET FOR CONTINUATION. 

= 5. H IS MORE THAN FIVE ORDERS OF MAGNITUDE SMALLER 
THAN ITS VALUE AT THE LAST START OR RESTART. NO 
DIFFICULTV IS EXPECTED. THE USER MAY RETURN TO 
COLODE. PERHAPS WITH A NEW TFIN, AND THE 
INTEGRATION WILL PROCEED. 

= 6. CONVERGENCE ANDIOR LOCAL ERROR FAILURES CONTINUED 
TO OCCUR EVEN AFTER H WAS REDUCED FIVE ORDERS OF 
MAGNITUDE BELOW ITS VALUE AT THE LAST ST_RT OR 
RESTART. THE USER MUST CHANGE THE METHOD ANDIOR 
THE TOLERANCE BEFORE RETURNING TO COLODE. IF 
NCOLPT IS INCREASED. THE USER MUST BE SURE NWRKD IS 
LARGE ·ENOUGH. 

: 1. CANNOT PROCEED BECAUSE OF EITHER ILLEGAL INPUT OR 
SINGULAR MATRICES. FOR DETAILS SEE THE DIAGNOSTIC 
MESSAGE PRINTED BY THE SUBROUTINE ERRCHK. 
NOTICE THAT THE OUTPUT VALUES KFLAG=2.3,4.5 HAVE 
BEEN COORDINATED WITH THE INPUT VALUES. AFTFR 
INITIALIZING KFLAG=l. THE USER NEED NOT RESET 
KFLAG UNTIL EITHER HE WISHES TO START A NEW 
INTEGRATION OR HE ENCOUNTERS KFLAG=6,7. 

= THE NUMBER OF COLLOCATION POINTS USED. 
WHEN THE INPUT VALUE NCOLPT.EQ.O, COLODE RESETS 
NCOLPT AS FOLLOWS. FOR EPSREL.EQ.O. 

NCOLPT=MINOI7.MAXOI2.INT(I-ALOGIOIEPSABS/AII*.51,. 
WHERE A IS THE MAGNITUOE OF THE LARGEST ELEMENT IN Y 
lOR 1. IF V IS ZEROI, AND FOR EPSREL.NE.O. 
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NCOLPT=MINO(7,MAXO(3,INTCCI4.-ALOGI0CEPSRELI)*.25)). 
ALSO, WHEN NWRKD FAILS TO SATISFY THE ABOVE 
INEQUALITY, NCOLPT [S REDUCED SO THAT IT IS SATISFIED. 

10UAD = 1, IF GAUSS-LEGENDRE POINTS WERE USED. 
= 2. IF RADAU POINTS WERE USED. 

IQUAD IS RESET BY COLODE IF NCOLPT.EQ.D OR IQUAD.EQ.D. 
FOR EPSREl.EQ.O, IQUAD=l, AND FOR EPSREL,NE.O, [OUAD=2 

IWORK(*) = THE INTEGER WORK VECTOR. 
WORKC*) THE REAL WORK VECTOR. 

SPECIAL AUXILIARY OUTPUT. 

COSH 

CPOR 

CERTAIN USERS MAY WANT SOME OF THE AUXILIARY OUTPUT VARIABLES 
WORK(l) = H - STEP SIZE. 
WORK(Z) = ELE - RATIO OF ESTIMATED LOCAL ERROR TO TOLERANCE. 
WORK(3) = HMIN - 1.E-5 TIMES H AT THE LAST START OR RESTART. 
WORK(4) YTMH(*) - APPROXIMATE SOLUTION AT T-H, IF KFLAG=2,3. 

COSH COSH COSH COSH COSH COSH 
**************************************** 

****************************** 
******************** 

********** 
FUNCTION COSHCXI 
WRITTEN BY CARL B. BA[lEY, NOVEMBER 1971 

ABSTRACT 

COSH EVALUATES THE HYPERBOL[C COSINE FUNCTION. THAT IS, 
COSHCXI = (EXP(X) + EXPI-X)' I 2 

ACTUALLY, COSHIABSIX)) IS COMPUTED TO REDUCE THE ROUND-OFF 
ERROR [NCURRED WHEN X IS NEGATIVE. 

DESCRIPTION OF ARGUMENT 

X - ANY REAL VALUE FOR WHICH EXPIABSIX)) IS REPRESENTABLE. 

CPQR CPQR CPQR CPOR CPOR 
**************************************** 

****************************** 
******************** 

********** 
SUBROUT[NE CPQRCNDEG.CR,CI,WR,wI,IERR) 

CPQR 

COSH 

CPQR 

THIS ROUTINE IS AN INTERFACE TO AN E[GENVAlUE ROUTINE IN EISPACK. 
THIS INTERFACE WAS WRITTEN BY WILLIAM R. GAVIN. 

ABSTRACT 

THIS ROUTINE COMPUTES All ZEROS OF A POLYNOMIAL 
OF DEGREE TWENTY OR LESS WITH COMPLEX COEFFICIENTS 
BY COMPUTING THE EIGENVALUES OF THE COMPANION MATRIX. 

DESCRIPTION OF PARAMETERS 
THE USER MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL LIST 

CRINDEG+l), CI(NOEG+l), WRINOEGI, WICNDEG' 

--INPUT--
NDEG DEGREE OF POLYNOMIAL 

CR.CI REAL ANt IMAGINARY PARTS CF COEFFIC[ENTS [N 
DESCENDI~G ORDER. I.E •• 
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P(ll = (CR(ll+I*CIIl)I*ll**NDEGI + ••• 
+ (CR(NCEG)+I*CIINDEGII*Z + ICRINDEG+l)+I*CIINDEG+l)) 

--OUTPUT--
WR,WI REAL AND IMAGINARY PARTS OF COMPUTED ROOTS 

IERR OUTPUT ERROR COOE 
- NOR~AL CODE 

o MEANS THE ROOTS WERE CQ~PUTED. 
- ABNORMAL CODES 

1 MORE THAN 30 QR INTERATIONS ON SOME 
EIGENVALUt OF THE COMPANION MATRIX 

2 CRIl'=O.O AND CI(I'=O.O 
3 NOEG GREATER THAN 20 OR LESS THAN 1 

DAIRY DAIRY DAIRY DAIRY DAIRY 
**************************************** 

****************************** 
******************** 

********** 
FUNCTION DAIRYIX,KODE,Nll 

WRITTEN BY D.E. AMOS AND S.l. DANIEL, FEBRUARY,1974 

REFERENCE SAND-75-0147 

ABSTRACT 

DAIRY DAIRV 

DAIRY COMPUTES THE DERIVATIVE OF THE AIRY FUNCTION AIIXI, X 
REAL, WITH AN CPT ION FOR SCALED VALUES FOR X.GE.O. CHEBVSHEV 
SUMS, ASYMPTOTICALLY SCALED FOR SMALL AND LARGE ABSIXI, ARE 
USED ON INTERVALS X.LT.O AND X.GE.O WITH 0.LE.C.LE.5 AND 
C.GT.5 WHERE C=2*IABSIXI**1.51/3. THE INTERVAL X.GE.O AND 
0.LE.C.LE.5 IS FURTHER SUBDIVIDED AT X=1.2. THE UNDERFLOW TEST 
IS C.LE.ELIM FO~ X.GT.O, WHICH CORRESPONDS TO 
X.LE.IOO.033330556172 WITH ELIM=661. 

DESCRIPTION CF ARGU~ENTS 

INPUT 
X 
KODE 

OUTPUT 
DAIRY 
Nl 

- X.LE.IOO.03333+ FOR KODE=l, UNRESTRICTED FOR KOOE=2 
- A PARAMETER TO INDICATE THE SCALING OPTION 

KODE=l RETURNS OAIRY=DERIVATIVE OF A[IXI, 
X.LE.IOO.033330556172 

KODE=2 RETURNS DAIRY=DERIVAT[VE OF A[IX), X.LT.O 
DAIRY=(DERIVATIVE OF AIIXII*EXPICI, 
X.GE.O WHERE C=2*(X**1.51/3 

- DERIVATIVE OF AI(X), SCALED ACCORDING TO KCOE 
- UNDERFLOW INDICATOR 

NI=C ,NORMAL RETURN, COMPUTATICN COMPLETED 
NI.NE.O, DAIRY SET TO lERD DUE TO UNDERFLOW WITH 

KODE=l AND X.GT.I00.03333055172 

ERROR CONDITIONS 
IMPROPER INPUT ARGUMENTS - A FATAL ERROR 
UNDERFLOW WITH KODE=1 - A NON-FATAL ERRORINI.NE.OI 
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DBAIRy DBA!Ry DBAIRY DBAIRY OBAIRY DBA!RY DBAIRY 

ERF 

•••••••••••••••••••••••••••••••••••••••• •••••••••••••••••••••••••••••• •••••••••••••••••••• •••••••••• 
FUNCTION DBAIRYIX.KODEI 

WRITTEN BY D.E. AMOS AND S.l. DANIEL, FEBRUARY,1974 

REFERENCE SAND-75-0150 

ABSTRACT 
DBAIRY COMPUTES THE DERIVATIVE OF THE AIRY FUNCTION BIIXI, X 
REAL, WITH AN OPTION FOR SCALED VALUES FOR X.GE.O. CHEBYSHEV 
SUMS, ASYMPTOTICAllY SCALED FOR SMALL AND lARGE ABSIXI. ARE 
USED ON INTERVALS X.lT.O WITH O.lE.C.lE.5 AND C.GT.5 AND 
X.GE.O WITH O.lE.C.lE.8 AND C.GT.8 WHERE C=2.IABSIXI •• 1.51/3. 
THE INTERVAL X.GE.O AND O.lE.C.lE.B IS FURTHER SUBDIVIDED AT 
Xa 2.5. THE OVERFLOW TEST IS C.LE.ELIM FOR X.GE.O. WHICH 
CORRESPONDS TO X.lE.I00.033330556172 WITH ElIM=667. 

DESCRIPTION OF ARGUMENTS 

INPUT 
X 
KODE 

- X.lE.lOO.03333+ FOR KODE=l, UNRESTRICTED FOR KODE=2 
- A PARAMETER TO INDICATE THE SCALING OPTION 

KODE=l RETURNS D8AIRV a DERIVATIVE OF BIIXI, 
X.LE.lOO.033330556172 

KODE=2 RETURNS D8AIRY=DERIVATIVE OF 8IIX'. X.lT.D. 
08AIRY-IDERIVATIVE OF 81IXII.EXPI-CI 
X.GE.O WHERE C=2.'X •• 1.51/3 

OUTPUT 
DBAIRY - DERIVATIVE OF BIIXI, SCALED ACCORDING TO KODE 

ERROR CONDITIONS 
IMPROPER INPUT ARGUMENTS - A FATAL ERROR 
OVERFLOW WITH KODE=] - A FATAL ERROR 

ERF ERF ERF ERF ERF ERF ERF 
•••••••••••••••••••••••••••••••••••••••• •••••••••••••••••••••••••••••• •••••••••••••••••••• •••••••••• 

FUNCTION ERFIXXI 

ERF ERF 

~RITTEN BY J.E. VOGEL FROM APPROXIMATIONS DERIVED BY W.J. CODY. 

ABSTRACT 

ERFIX' COMPUTES 2.0/SQRTIPII TIMES THE INTEGRAL FROM 0 TO X 
OF EXPI-X •• ZI. THIS IS DONE USING RATIONAL APPROXIMtTIONS. 
ELEVEN CORRECT SIGNIFICANT FIGURES ARE PROVIOED. 

DESCRIPTION OF PARAMETERS 

X MAY 8E ANY REAL VALUE 

ERF IS DOCU~ENTED COMPLETELY IN SC-M-70-275 
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ERFC ERFC ERFC ERFC ERFC ERFC ERFC ERFC 
•••••••••••••••••••••••••••••••••••••••• •••••••••••••••••••••••••••••• •••••••••••••••••••• •••••••••• 

FUNCTION ERFCIXXI 
WRITTEN BY J.E. VOGEL FROM APPROXIMATIONS DERIVED BY W.J. CODY. 

ABSTRACT 

ERFCIXI COMPUTES 2.0/SQRTIPII TIMES THE INTEGRAL FROM X TO 
INFINITY OF EXP(-X •• 21. THIS IS DONE USING RATIONAL APPROX
IMATIONS. ELEVEN CORRECT SIGNIFICANT FIGURES ARE PROVIDED. 

DESCRIPTION OF PARAMETERS 

X MAY BE ANY REAL VALUE 

ERFC IS DOCUMENTED COMPLETELY IN SC-M-70-275. 

ERRCHK ERRCHK ERRCHK ERRCHK ERRCHK ERRCHK ERRCHK 

•••••••••••••••••••••••••••••••••••••••• •••••••••••••••••••••••••••••• •••••••••••••••••••• •••••••••• 
SUBROUTINE ERRCHKINCHARS,NARRAY' 
ORIGINAL 6600 VERSION WRITTEN BY CARL B. BAILEY IN DECEMBER, 196B. 
LATEST REVISION OF COMMENTS BY R. E. JONES, NOVEMBER 1975 

ABSTRACT 
THE ROUTINES ERRCHK, ERXSET, AND ERRGET TOGETHER PROVIDE 
A UNIFORM METHOD WITH SEVERAL OPTIONS FOR THE PROCESSING 
OF DIAGNOSTICS AND WARNING MESSAGES WHICH ORIGINATE 
IN THE MATHEMATICAL PROGRAM lIBRARY ROUTINES. 

DESCRIPTION OF ARGUMENTS 
IBOTH ARGUMENTS ARE INPUT ONLY.) 
NCHARS - NUMBER OF CHARACTERS IN HOLLERITH MESSAGE •. 

IF NCHARS IS NEGATEO, ERRCHK WILL UNCONDITIONALLY 
PRINT THE MESSAGE AND STOP EXECUTION. OTHERWISE, 
THE BEHAVIOR OF ERRCHK MAY BE CONTROLLED BY 
AN APPROPRIATE CALL TO ERXSET. 

NARRAY - NAME OF ARRAY OR VARIABLE CONTAINING THE MESSAGE, 
OR ELSE A LITERAL HOLLERITH CONSTANT CONTAINING 
THE MESSAGE. BY CONVENTION, ALL MESSAGES SHOULD 
BEGIN WITH .IN SUBNAM, •••• , WHERE SUBNAM IS THE 
NAME OF THE ROUTINE CALLING ERRCHK. 

EXAMPLES 
1. TO ALLOW CONTROL BY CALLING ERXSET, USE 

CALL ERRCHKI30,30HIN QUAD, INVALID VALUE OF ERR.I 
2. TO UNCONDITIONAllY PRINT A MESSAGE AND STOP EXECUTION, USE 

CALL ERRCHKI-30,30HIN QUAD, INVALID VALUE OF ERR.) 
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ERR GET ERRGET ERRGET ERR GET ERRGET ERRGET ERRGET 
*********.** •••• ****.*****.***.*****.**. 

**.** •• *.*.** •• **.***** ••• ** •• 
*.*** •••• *.*.****.** 

********** 
SUBROUTINE ERRGET(NFATAL,NTRACEI 
ORIGINAL 6600 VERSION WRITTEN BY CARL B. BAILEY IN DECEMBER, 1968. 
LATEST REVISION OF COMMENTS BY R. E. JONES, NOVEMBER 1975 

ABSTRACT 
THE ROUTINES ERRCHK, ERXSET, AND ERRGET TOGETHER PROVIDE 
A UNIFORM METHOD WITH SEVERAL OPTIONS FOR THE PROCESSING 
OF DIAGNOSTICS AND WARNING MESSAGES WHICH ORIGINATE 
IN THE MATHEMATICAL PROGRAM LIBRARY ROUTINES. 

DESCRIPTION OF ARGUMENTS 

ERXSET 

BOTH ARGUMENTS ARE OUTPUT ARGUMENTS OF DATA TYPE INTEGER. 
NFATAL - CURRENT VALUE OF FATAL-ERROR I MESSAGE-LIMIT FLAG 

(SEE DESCRIPTION OF ERXSETI 
NTRACE - CURRENT VALUE OF WALKBACK TRACE FLAG. 

(SEE DESCRIPTION OF ERXSETI 

ERXSET ERXSET ERXSET ERXSET 
**************************************** 

****************************** 
******************** 

ERXSET ERXSEl 

********** 
SUBROUTINE ERXSET(NFATAL,NTRACEI 
ORIGINAL 6600 VERSION WRITTEN BY CARL B. BAILEY IN DECEMBER, 196B. 
LATEST REVISIDN OF COMMENTS BY R. E. JONES, NOVEMBER 1975 

ABSTRACT 
THE ROUTINES ERRCHK, ERXSET, AND ERRGET TOGETHER PROVIDE 
A UNIFORM METHOD WITH SEVERAL OPTIONS FOR THE PROCESSING 
OF DIAGNOSTICS AND WARNING MESSAGES WHICH ORIGINATE 
IN THE MATHEMATICAL PROGRAM LIBRARY ROUTINES. 

DESCRIPTION OF ARGUMENTS 
BOTH ARGUMENTS ARE INPUT ARGUMENTS OF DATA TYPE INTEGER. 
NFATAL - IS A FATAL-ERROR I MESSAGE-LIMIT FLAG. A NEGATIVE 

VALUE DENOTES THAT DETECTED DIFFICULTIES ARE TO BE 
TREATED AS FATAL ERRORS. NONNEGATIVE MEANS NONFATAL. 
A NONNEGATIVE VALUE IS THE MAXIMUM NUMBER OF NONFATAL 
WARNING MESSAGES WHICH WILL BE PRINTED BY ERRCHK, 
AFTER WHICH NONFATAL MESSAGES WILL NOT BE PRINTED. 
(OEFAULT VALUE IS -1.1 

NTRACE - .GE.l WILL CAUSE A TRACE-BACK TO BE GIVEN, • 
• LE.O WILL SUPPRESS ANY TRACE-BACK, EXCEPT FOR 

CASES WHEN EXECUTION IS TERMINATED. 
(DEFAULT VALUE IS 0.1 

*NOTE* -- SOME CALLS TO ERRCHK WILL CAUSE UNCONDITIONAL 
TERMINATION OF EXECUTION. ERXSET HAS NO EFFECT ON SUCH CALLS. 

EXAMPLES 
1. TO PRINT UP TO 100 MESSAGES AS NONFATAL WARNINGS USE 

CALL ERXSET(lOD,OI 
2. TO SUPPRESS ALL MATHLTB WARNING MESSAGES USE 

CALL ERXSETCD,OI 
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FCENT FCENT FCENT FCENT FCENT 
•••••••••••••••••••••••••••••••••••••••• •••••••••••••••••••••••••••••• •••••• ** •••••••••••• 

••••• * •• *. 
fUNCTION FCENTIX,FN,KODE,Nll 
CDC 6600 ROUTINE 

WRITTEN BY D.E. AMOS AND S.L. DANIEL, OCTOBER, 1974. 

REFEPENCE SC-DR-73 0333 

ABSTRACT 

FCENT FCENT 

FCENT COMPUTES THE CUMULATIVE T DISTRIBUTION FIXI OR ITS 
COMPLEMENT I.-FIX) FOR A RANDOM VARIABLE T=U/SQRTIV/N) WHERE 
U IS NORMALIO,ll AND V IS CHI-SQUAREINI. THE RELATION OF 
FIX) TO THE INCOMPLETE BETA FUNCTION (NORMALIlEO TO 1. AT X=ll 
IS USED FOR THE COMPUTATION IN SUBROUTINE BETAIC. 

DESCRIPTION OF ARGUMENTS 

INPUT 
X 
FN 

KODE 

OUTPUT 
FCENT 
Nl 

- ARGUMENT, UNRESTRICTED, 
- DEGREES OF FREEDOM OF THE DENOMINATOR CHI-SQUAREINl 

RANDOM VARIABLE, fN.GE.l. 
- A SELECTION PARAMETER 

KODE=l RETURNS FCENT=FIXl 
KODE=2 RETURNS FCENT=I.-FIX). 

- FIXl OR I.-FIX) DEPENDING ON KODE, 
- UNDERFLOW FLAG 

NZ=O, A NORMAL RETURN 
NZ=I, UNDERFLOW, FCENT=O.O RETURNED. 

ERROR CONDITIONS 
IMPROPER INPUT - A FATAL ERROR 
UNDERFLOW - A NON-FATAL ERROR. 

FCHISQ FCHISQ FCHISQ FCHISQ FCHISQ FCHISQ FCHISQ 
•••••••••••• * •••••••••••••• * ••••••••• * •• 

•••••••••••••••••••••••••••••• •••••••••••••••••••• •••••••••• 
FUNCTION FCHISQIX,FN.KODE,Nl) 
COC 6600 ROUTINE 

WRITTEN BY D.E. AMOS AND S.L. DANIEL. OCTOBER. 1974. 

REFERENCE SC-DR-73 0333 

ABSTRACT 
FCHISQ COMPUTES THE CUMULATIVE CHI-SQUARE DISTRIBUTION FIX) OR 
ITS COMPLEMENT 1.-FIXI WITH N DEGREES OF FREEDOM, X.GE.O AND 
N.GE.l. THE RELATION OF FIX) TO THE INCOMPLETE GAMMA FUNCTION 
INORMALIZED TO 1. AT X=INFINITYl IS USED FOR THE COMPUTATION 
IN SUBROUTINES GAMIC AND GAMTL; wITH THE CHANGE FROM ONE 
SUBROUTINE TO THE OTHER AT ARGUMENT=THE PARAMETER OF THE GAMMA 
FUNCTIONS. THIS CHANGE NOT ONLY ENSURES SIGNIFICANT OIGITS FOR 
80TH FIX) AND I.-FIX), BUT MAKES THE-COMPUTATION AS FAST AS 
POSSIBLE IN EACH SUBROUTINE. A PARAMETER REL=1.E-8 IS SET IN 
THE PROGRAM FOR 8 SIGNIFICANT DIGITS. REL CA~ BE SET AS LOW AS 
1.E-12 FOR 12 SIGNIFICANT DIGITS. 
fCHISQ USES GAMIC, GAMTL, GAMLN. 

DESCRIPTION OF ARGUMENTS 

INPUT 
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x - ARGU~ENT, X.GE.O.O 
FN - DEGREES OF FREEDOM OF THE CHI-SQUAREIN) 

DISTRIBUTION, FN.GE.l. 
KODE - A SELECTION PARAMETER 

OUTPUT 

KODE=1 RETURNS FCHISQ=FIXI 
KODE=2 RETURNS FCHISQ=l.-FIXI 

FCHISQ - FIXI OR l.-FIX), DEPENDING ON KODE. 
NZ - UNDERFLOW FLAG 

NZ.EQ.O. A NORMAL RETURN. 
NZ.NE.O, UNDERFLOW, FCHISQ=O.O RETURNED. 

ERROR CONOITIONS 

FCIRCV 

IMPROPER INPUT - A FATAL ERROR 
UNDERFLOW - A NON-FATAL ERROR. 

FCIRCV FcrRCv FcrRCV FCIRCV 

•••••••••••••••••••••••••••••••••••••••• •••••••••••••••••••••••••••••• •••••••••••••••••••• 

FCIRCV FCIRCV 

•••••••••• 
FUNCTION FCIRCVIR,T,KDDE) 

CDC 6600 ROUTINE 

WRITTEN BY D.E. AMOS AND S.L. DANIEL. JANUARY. 1975. 

REFERENCE SLA-73-0333 

ABSTRACT 
THE CIRCULAR COVERAGE FUNCTION GIVES THE PROBABILITY OF 
COVERING A POINT TARGET BY A WEAPON OF RADIUS A WHEN THE 
OFFSET AIM IS 0, AND THE DISTRIBUTION OF AIMING ERRORS IS 
CIRCULAR NORMAL WITH STANDARD DEVIATION SIG. THIS PROBABILITY 
CAN BE EXPRESSED IN TERMS OF 

peR.T)=lNTEGRAL ON 10.RI OF X.EXPI-(T.T+X.XI/21.I/SUBIO)/IXTI 

WHERE R=A/SIG, TaD/SIG AND I IS A MODIFIED BESSEL FUNCTION. 
FCIRCV COMPUTES PIR,TI OR l-PIR,TI BY SUMMING QUADRATURES OF 
LENGTH It TO THE LEFT OR RIGHT OF R. TRADE-OFFS ON THE WORK 
REQUIRED ARE MAOE AT XR=T+4 OR XL=T-4, SINCE THE INTEGRAND HAS 
A MAXIMUM NEAR X=T AND THE MAJOR CONTRIBUTIONS TO PIR,TI OR 
l-PIR,TI ARE OBTAINED TO THE LEFT OF XR OR THE RIGHT OF XL. 
ECONOMY IS ACHIEVED FOR PIR.T) WITH R.GT.XR BY COMPUTING 
l-PIR,TI AND USING PIR.TI:I-Il-PIR,TII. SIMILARLY, peR,TI IS 
COMPUTED FOR R.LT.Xl AND THE RESULT SUBTRACTED FROM 1 WH.EN 
l-PIR,T' IS REQUESTED. OTHERWISE DIRECT .QUADRATURE TO THE LEFT 
OF XR OR TO THE RIGHT OF XL GETS PIR,TI OR I-PfR,T) 
RESPECTIVELY. THE QUADRATURE SUMS ARE TERMINATEO AT x=o OR 
A RELATIVE ERROR TEST ON A TERM BEING ADDED. IF T=O, 
PIR,OI=l-EXPI-R.R/Z) AND THE POWER SERIES FOR EXP FUNCTION IS 
USED FOR R.LE.O.l. ERR=5.E.e FOR GAUSe QUADRATURES. 
FCIRCV CALLS BESIOl AND GAUS8. GAUSe CALLS FUNCTION FElIX. 

DESCRIPTION OF ARGUMENTS 

INPUT 
R 
T 
KODE 

OUTPUT 

- RADIUS, STANDARDIZED BY SIG, R.GE.O 
- OFFSET AtM, STANDARDIZED BY SIG, T.GE.O 
- A SELECTION PARAMETER 

KODE=l RETURNS FCIRCVaPIR,T. 
KODE=2 RETURNS FCIRCV=l.-PIR,T) 

FCIRCV - PIR,T) OR l.-PIR,TI DEPENDING ON KODE 
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ERROR CONDITIONS 
IMPROPER INPUT PARAMETERS - A FATAL ERROR 
DIAGNOSTICS FROM GAUSB. 

FFOIST FFDIST FFDIST FFDIST FFDIST 
*************************** ••• **.******* 

********* •••••••• * ••• ** •• ** •• * 
**.***.** •• **.* ••••• 

• **.**.*.* 
FUNCTION FFDISTIX,FM,FN,KODE,NlI 
CDC 6600 ROUTINE 

FFDIST 

WRITTEN BY O.E. AMOS AND S.L. DANIEL. OCTOBER. 1974. 

REFERENCE SC-DR-73 0333 

ABSTRACT 

FFDIST 

FFDIST COMPUTES THE CUMULATIVE F DISTRIBUTION FIXI OR ITS 
COMPLEMENT 1.-FIX' fOR A RANDOM VARIABLE F=IU/MI/IV/NI WHERE 
U IS CHI-SQUAREI~I ANO V IS CHI-SQUAREINI. THE RELATION OF 
FIXI TO THE INCOMPLETE BETA FUNCTION INORMALIZED TO 1. AT X=ll 
IS USED FOR THE COMPUTATION IN SUBROUTINE BETAIC. 

DESCRIPTION OF ARGUMENTS 

INPUT 
X 
FM 

FN 

KODE 

OUTPUT 
FFOIST 
Nl 

- ARGUMENT, X.GE.O.O. 
- DEGREES OF FREEDOM OF THE NUMERATOR CHI-SQUAREIMI 

RANOOM VARIABLE. FM.GE.1. 
- DEGREES OF FREEDOM OF THE DENOMINATOR CHI-SQUAREINI 

RANDOM VARIABLE, FN.GE.l. 
- A SELECTION PARAMETER 

KDDE=} RETURNS FFDIST=FIXI 
KODE=2 RETURNS FFDIST=l.-FtX) 

- FIX' OR l.-FIX). DEPENDING ON KOOE 
- UNDERfLOW FLAG 

NZ=O, A NORMAL RETURN, 
Nl=l. UNDERFLOW, FFDIST=O.O RETURNED 

ERROR CONDITIONS 
IMPROPER t~PUT - A fATAL ERROR 
UNDERFLOW - A NON-FATAL ERROR. 
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FNORM FNORM FNORM FNORM FNORM 
••••• **.**** •• *********** •••• *.****.**** 

**.** ••• **.****** •••• **.*.***. 
*.*.* •••• *********.* 

.* ••••••• '" 
FUNCTION FNORMIX,KODE,NZI 

CDC 6bOO ROUTINE 

WRITTEN BY D.E. AMOS AND S.L. DANIEL, OCTOBER, 1974 

REFERENCE SC-DR-72-0918 

ABSTRACT 

FNORM FNORM 

FNORM COMPUTES THE CUMULATIVE NORMAL DISTRIBUTION FIX! OR 
ITS COMPLEMENT 1.-FIXI. CHEBYSHEV EXPANSIONS FOR ERFIZI ON 
O.LE.Z.LT.2 AND ERFCIZI ON 2.LE.Z.LE.4 AND Z.GT.4 ARE 
USED FOR EVALUATION. THE RELATIONS 

FIXI=.5.ERFCIZI , Z=-X/SQRTIZI , X.LT.-2.*SQRTIZI 
FIXlz.5-.5*ERFIZI , Z=-X/SQRTI21 ,-Z*SQRTIZI.LE.X.LT.O 
FIXI=.5+.5*ERF(ZI , Z= X/SQRT(ll , O.LE.X.LT.2*SQRTlll 
FIXI=l.-.5.ERFCIZI , Z=X/SQRTIZI , 2.LE.l.LT.6 
FIXI=!. , X.GE.6*SQRTC11 
FI-XI=l.-FIX) , 

ARE USED TO COMPLETE THE DEFINITION ON THE REAL LINE SO THAT 
SIGNIFICANT DIGITS ARE RETAINED OVER THE FULL EXPONENT RANGE. 

DESCRIPTION OF ARGUMENTS 

INPUT 
X 
KODE 

OUTPUT 
FNORM 
NZ 

- ARGUMENT OF THE DISTRIBUTION 
- A SELECTION PARAMETER 

KODE=l RETURNS FNORM=fIX) 
KODE=Z RETURNS FNORM=l.-FIXI 

- ANSWER FOR FIXI OR I.-FIX) DEPE~DING ON KODE. 
- UNDERFLOW flAG 

NZ=O, A NORMAL RETURN 
NZsI, UNDERFLOW, FNORM=O.O RETURNED 

ERROR CONDITIONS 

FNORMB 

IMPROPEP. INPUT FOR KODE- A FATAL ERROR 
UNDERFLOW - A NON-FATAL ERROR, XLIM:-3b.5444845898331 IS THE 
CRITI CAL VALUE. 

FNORMB FNORMB FNORMB FNORMB FNORMB 
**.** •• **.**."'**.****.******.*******.**. 

*"'.***.**.*** •••• ***.**.****** 
***.**************** 

*******.*. 
FUNCTION FNORMBIXI,Xl,RHOI 
CDC MOO ROUTINE 

WRITTEN BY D.E. AMOS AND S.L. DANIEL, JANUARY, 1975. 

REFERENCE SLA-73-0334 

ABSTRACT 
FNORMB COMPUTES THE CUMULATIVE BIVARIATE NORMAL PROBABILITY 
PIRl.LE.Xl,R2.LE.X2,RHOI=NIXl,X2,RHOI FOR RANDOM VARIABLES 
RI AND R2 WITH CORRELATION RHO. A VARIETY OF FUNCTIONAL 
RELATIONSHIPS ARE USED TO COVER THE IXl,Xl) PLANE. FOR A 
GENERAL TRIPLE, THE PROBLEM IS RE~UCED TO NIX,O,ALPHAI SINCE 

NIXl,X2.RHOI=NIXl.O,GAMMA)+NIX2.0.BETAI+H 
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WHERE GAMMA. BETA, AND H ARE SIMPLE FUNCTIONS OF Xl.X2. AND 
RHO. SUBROUTINE FXXRHO COMPUTES NIX,Q,ALPHAI BY M~ANS OF THE 
THA INTEGRAL OF OWEN. SUBROUTINE THA COMPUTES THIS INTEGRAL 
BY QUADRATURE WITH GAUse AND FUNCTION FTHA. FOR X.GT.l. THE 
THA INTEGRAL CAN BE RELATED TO THE SAME INTEGRAL FOR AN 
ARGUMENT LESS THAN 1, KEEPING THE RANGE FOR GAUS8 WELL SCALED. 
FNORMB USES SUBROUTINES FXXRHO, THA AND FUNCTIONS FNORM 
ERF, ERFC, ASIN. FNORMB RETURNS APPROXIMATELY 8 DECIMAL 
PLACE ACCURACY. 

DESCRIPTION OF ARGUMENTS 

- ARGUMENT, UNRESTRICTED 
- ARGU~ENT, UNRESTRICTED 

INPUT 
Xl 
X2 
RHO - CORRELATION COEFICIENT, -l.LE.RHD.LE.l 

OUTPUT 
FNORMB - CUMULATIVE NORMAL PROBABILITY, P 

ERROR CONDITIONS 
IMPROPER INPUT PARAMETERS- A FATAL ERROR 
DIAGNOSTICS FROM GAuse 

FDURT FOURT FOURT FOURT FOURT 
**************************************** 

****************************** 
*.*.******** •• *.***. 

****.**.** 
SUBROUTINE FOURTIDATA,NN.NOI~,ISIGN,IFORM.WORKI 
WRITTEN BY N M BRENNER. MIT LINCOLN LAB 
PREPARED FOR THE MATH LIBRARY BY R E JONES 

ABSTRACT 

FOURT FOURT 

FOURT PERFORMS AN N-DIMENSIONAL FAST FOURIER TRANSFORM ON AN 
N-DIMENSIONAL ARR~Y OF COMPLEX DATA. THE TRANSFORM PERFORMED 
MAY BE EXPRESSED AS FOLLOWS --

TRANSFORMIJl.J2 •••• I=SUMIDATAII1.12, ••• I.Wl**I(11-11*1Jl-ill 
*W2*·CII2-ll*IJ2-111 
*. .. , 

WHERE 11 AND Jl RUN FROM 1 TO NNCI,. AND 
12 AND J2 RUN FROM 1 TO NNIZI, ETC. 

AND 
WI = EXPIISIGN*2*PI*SQRTI-II/NNllll , ETC. 

FOR ONE DIMENSION. THE TRANSFORM IS PRECISELY 

TPANSFORfo'IJ11 = SUMICATAIIlI*WI**IIIl-lI*IJl-llll 

FOURT IS F.ASTEST WHEN THE NUMBER OF DATA VALUES IN EACH 
DIMENSION IS A HIGHLY COMPOSITE (FACTORABLE) NUMBER. 

FOR FAST FOURIER TRANSFORMS OF DATA WHICH IS REAL lIN THE 
TIME DOMAINI SEE SUBROUTINES FOURTR AND FOURTH. 

DESCRIPTION Of PARAMETERS 
DATA COMPLEX ARRAY IN WHICH THE DATA TO BE TRANSFORMED 

IS PLACED. UPON RETURN TO CALLING PROGRAM DATA 
CONTAINS THE TRANSFORM VALUES. 

NN - INTEGER ARRAY GIVING THE IPOSITIVEI NUMBER OF POINTS. 
OR VALUES, IN EACH DIMENSION. RESPECTIVELY. 

NOIM - NUMBER OF DIMENSIONS (INTEGERI NDTM.GE.l 
ISIGN - INTEGER GIVING DIRfCTION OF TRANSFORM TO BE DONE. 

= ~l I~PLIES FORWARD 
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= +1 IMPLIES BACKWARD 
IFORM - INTEGER PARAMETER DESCRIBING THE FORM OF THE DATA. 

= 1 IMPLIES THE DATA IS COMPLEX tNoN-TRIVIAllYI. 
= 0 I~PLIES THE DATA IS ACTUALLY REAL. I.E., THE 

I"AGINARY PART OF EACH COMPLEX ELEMENT OF DATA 
IS lERo. FoURT IS SIGNIFICANTLY FASTER WHEN 
IFoRM:O. 

WORK - COMPLEX WORK ARRAY. WORK MUST BE DIMENSIONED AS 
LARGE AS THE LARGEST DIMENSION OF DATA WHICH IS NOT 
A POWER OF TWO. IF ALL DIMENSIONS OF DATA ARE 
POWERS OF TWO THEN WORK NEED NOT BE DIMENSIONED. 

FOURTH FOURTH FOURTH FOURTH 
••••••• *.*.*.* •• ** •• **.**.********* •• *** 

** •• *.~***.*** ••• *.*.*.**.**** 
*.* ••• ** ••• * •• * •• *** 

FOURTH FOURTH 

***.** •• ** 
SUBROUTINE FOURTHtDATA,NN,lSIGN,WORKI 
WRITTEN BY RONDALL E JONES 
REFERENCE-- COOLEY, LEWIS, AND WELSH, *THE FAST FOURIER TRANSFORM 
AND ITS APPLICATIONS* IIBM RESEARCH PAPER RC-17431 SECTION Z.6 

ABSTRACT 

FOURTH PERFORMS ONE DIMENS IO'NAl INVERSE FAST FOUR IER 
TRANSFORMS. GIVEN FOURIER COEFFICIENTS IN THE FORM RETURNED 
BY FoURTR lOR BY FOURT, IF THE FORWARD TRANSFORM WAS DONE 
USING NoIM=I, NN A MULTIPLE OF 4, AND IFORM=OI. 
SPECIFICALLY, THE INVEPSE TRANSFORM DONE AMOUNTS TO THE 
FOLLOWING. FOR K=l TO NN. 
IDATA ON THE RIGHT SIDE OF THE EQUALITY REFERS TO INPUT 
VALUES. DATA ON lEFT REFERS TO COMPUTED VALUES.I 

DATAtKI = DATAlll 
+ Z.SUMI DATAIZ.I+ll*COStZ*PI*I*IK-I./NNI 

- ISIGN*Z.SUMt DATAIZ.I+Z.*SINIZ*PI*I*IK-II/NNI 
+ DATAINN+ll.COSIPI*IK-lll 

WHERE SUMS ARE FROM 1=1 TO NN/2-1. 
THUS, FOR 1=0 TO NN/2, THE INPUT DATAI2*I+ll AND DATAI2*1+2' 
MUST BE THE COSINE ANO SINE COEFFICIENTS FOR THE FREQUENCY OF 
I*OF, WHERE OF IS THE FREQUENCY SPACING. 
NOTE THAT THE INPUT OATAI21 AND OATAINN+21 ARE ASSUMED TO = O. 

DESCRIPTION OF ARGUMENTS 
THE USER MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL LIST 

DATAINN+Z), IWORKINNI ONLY IF NN IS NOT A POWER OF TWOI 

INPUT---
DATA - ARRAY CONTAINING THE NN+2 FOURIER COEFFICIENTS, 

IN THE FORM RETURNED BY FOURTR. 
NN THE NUMBER OF FOURIER COEFFICIENTS IS NN+2. 

NN MUST BE A MULTIPLE OF 4, AND ,.UST BE AT LEAST B. 
ISIGN - NORMAllY SHOULD BE + 1. IN SOME SPECIAL CASES, IT 

MAY NEEO TO BE -1 ISEE DEFINING EQUATIONS ABOVE •• 

OUTPUT--
DATA - WILL CONTAIN THE NN REAL VALUES OF THE INVERSE 

TRANSFORM. IDATAtNN+l' AND DATAINN+ZI WILL BE ZERO.' 
THE TI,.E SPACING OF THESE VALUES IS DT = I/lNN*DFI. 

WORK----
WORK - IF NN IS NOT A POWER OF TWO. WORK MUST BE AN ARRAY 

OF AT LEAST NN WORDS. IF NN IS A POWER OF TWO, 
THEN WORK NEED NOT BE DI~ENSIONED. 
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FOURTR FOURTR FOURTR FOURTR FOURTR FOUR TR FOURTR 
•••••••••••••••••••••••••••••••••••••••• •••••••••••••••••••••••••••••• •••••••••••••••••••• •••••••••• 

SUBROUTINE FOURTRIDATA,NN,ISIGN,WORKI 
WRITTEN BY RONDALL E JONES 
REFERENCE-- COOLEY. LEWIS. AND WELSH •• THE FAST FOURIER TRANSFORM 
AND ITS APPLICATIONS. (IBM RESEARCH PAPER RC-17431 SECTION 2.6 

ABSTRACT 

FOURTR PERFORMS A ONE-DIMENSIONAL FAST FOURIER TRANSFORM 
OF AN ARRAY OF NN REAL DATA VALUES, WHERE NN IS A MULTIPLE 
OF 4. FOURTR RETURNS ONLY THE NON-REDUNDANT COEFFICIENTS 
II.E., THE COEFFIENTS FOR FREQUENCIES 0 TO NN/2 CYCLESI. 
THESE COEFFICIENTS ARE DEFINED AS FOLLOWS (FOR K=O TO NN/21 
lDATA ON THE RIGHT SIDE OF THE EQUALITY REFERS TO INPUT 
VALUES. DATA ON LEFT REFERS TO COMPUTED VALUES •• 

DATAl2.K+11 • SUM I OATA(II.CDS(2.PI.II-11.K/NNI 
OATA(2.K+21 =ISIGN.SUM ( DATA(I'.SINIZ.PI.(I-11.K/NN, 

WHERE SUMS ARE FROM 1=1 TO NN. 
THUS. FOR 1=1 TO NN. THE INPUT DATAII) MUST BE THE TIME DOMAIN 
VALUE FOR THE TIME (I-11.0T. WHERE OT IS THE TIME SPACING. 
NOTE THAT THE COMPUTED OATA(Z) AND DATAINN+ZI WILL ALWAYS = O. 

ISEE FOURTH FOR CORRESPONDING INVERSE TRANSFORMS.I 

DESCRIPTION OF ARGUMENTS 
THE USER MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL LIST 

DATAINN+21. (WORKINNI ONLY IF NN IS NOT A POWER OF TWOI 

INPUT--
DATA - REAL ARRAY WHICH CONTAINS THE DATA TO BE TRANSFORMED. 

OATA MUST BE DIMENSIONED AT LEAST NN+2, THE FIRST NN 
WOROS CONTAINING THE VALUES TO BE TRANSFORMED. 

NN NUMBER OF VALUES IN DATA TO BE TRANSFORMEO. 
NN MUST BE A MULTIPLE OF 4, AND MUST BE AT LEAST B. 

ISIGN - NORMALLY SHOULD BE -1. IN SOME SPECIAL CASES IT 
MAY NEED TO BE +1 (SEE DEFINING EQUATIONS ABOVEI. 

OUTPUT--
DATA - WILL CO~TAIN THE NN+2 REAL COSINE AND SINE 

COFFICIENTS OF THE DISCRETE FOURIER TRANSFORM. 
(DATAI21 AND DATAINN+21 WILL BE ZERO.) 
THE FREQUENCY SPACING OF THESE VALUES IS DF=1/lNN.DTI. 

WORK----
WORK - IF NN IS NOT A POWER OF TWO. WORK MUST BE AN ARRAY 

OF AT LEAST NN WORDS. IF NN IS A POWER OF TWO, 
THEN WORK NEED NOT BE DIMENSIONED. 
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FXX~HO FXXRHO FXXRHO FXXRHO FXXRHO FXXRHO FXXRHO 

GAMFN 

**************************************** 
****************************** 

******************** 
********** 

SUBROUTINE FXXRHOIXB,RHOB,PROBI 
FXXRHO COMPUTES THE BIVARIATE NORMAL FOR TRIPLES (XX,O.,RHOI BY 
MEANS OF OWENS FORMULA. 

CDC 6600 SUBROUTINE 
FXXRHO USES ROUTINES FNORM, THA, FTHA, GAUSS AND ERRCHK. 

GAMFN GAMFN GAMFN GAMFN 
**************************************** 

****************************** 
******************** 

********** 
FUNCTION GAMFNIX,IERRI 

A CDC 6600 SUBROUTINE 

WRITTEN BY D.E. AMOS, JANUARY, lQ76. 

REFERENCE 

ABSTRACT 

GAMFN GAMFN 

GAMFN COMPUTES THE GAMMA FUNCTION ON THE INTERVAL (-16Q,+1701 
EXCEPT AT lERO OR THE NEGATIVE INTEGERS WHERE THE GAMMA 
FUNCTION HAS POLES. A RATIONAL CHEBYSHEV APPROXIMATION IS 
USED ON 12,31 WITH FORWARD RECURSION ON 

GAMMAIX+ll = X*GAMMAIXI 

UP TO X=10 AND BACKWARD RECURSION DOWN TO X=O. FOR X GREATER 
THAN 10, ANOTHER RATIONAL CHEBYSHEV APPROXIMATION IS USED FOR 
THE LOG OF THE GAMMA FUNCTION. FOR X NEGATIVE ANO NOT AN 
INTEGER, THE REFLECTION FORMULA 

GAMHAC-XI=-PI/ISINIPI*XI*GAMMAI1+XII, X.GT.O 
• IS USEO. FOP X=1.,2., ••• ,100., A TABLE LOOK-UP IS PERFORMED 

ON THE GAM VECTOR FOR FACTORIALS. IF LARGE POSITIVE VALUES OF 
X ARE ANTICIPATED, GAMLN FOR THE NATURAL LOG OF THE GAMMA 
FUNCTION MAY BE MORE APPROPRIATE FOR SCALING PURPOSES. 

DESCRIPTION OF ARGUMENTS 

INPUT 
X 

OUTPUT 

- ARGUMENT, -169.LT.X.LE.+170 

GAMFN - A VALUE FOR GAMMAIXI 
IERR - AN ERROR FLAG 

IERR = 0 , NORMAL RETURN, AT LEAST 11 SIGNIFICANT 
DIGITS 

IERR.NE.O, X IS WITHIN 0.01 OF A NEGATIVE INTEGER 
RESULTING IN REDUCED SIGNIFICANCE BY 
APPROXIMATELY IERR DIGITS. OR 14-IERR 
SIGNI~ICANT OIGITS RETAINEO. 

ERROR CONDITIONS 
IMPROPER INPUT ARGUMENT - A FATAL ERROR 
X IS lERO OR A NEGATIVE INTEGER - A FATAL ERROR 
X WITHIN 0.01 OF A NEGATIVE INTEGER - A NON-FATAL ERROR. 
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GAMIC GAMIC GAMIC GAMIC GAMIC 
•••••••••••••••••••••••••••••••••••••••• 

•••••••••••••••••••••••••••••• 
•••••••••••••••••••• 

•••••••••• 
SUBROUTINE GAMICIX,ALPHA,REL.N.Y,NZI 

GAMIC 

WRITTEN BY D.E. AMOS AND S.L. DANIEL, NOVEMBER, 1914. 

REFERENCE SC-DR-72 0303 

ABSTRACT 

GAM IC 

GAMIC COMPUTES AN N MEMBER SEQUENCE OF INCOMPLETE GAMMA 
FUNCTIONS NORMALIZED SO THAT AT X=INFINITY, THE INCOMPLETE 
GAMMA FUNCTION HAS THE VALUE 1. THE SEQUENCE IS DENOTED BY 

VCKI=INCGAMMACALPHA+K-1,XI/GAMMACALPHA+K-11. K=1.2, •••• N 

AND IS COMPUTED TO A RELATIVE ERROR REL OR BETTER WHERE ALPHA 
.GT.O. IF ALPHA+N-l.GE.X. THE LAST MEMBER IS COMPUTED BY THE 
CONFLUENT HYPERGEOMETRIC SERIES WITH THE OTHER MEMBERS 
COMPUTED BY BACKWARD RECURSION ON A TWO-TERM FORMULA. 

YCK-lI=YCKI+EXP( CALPHA+K-11.ALOG(X I-X-GAMLNI ALPHA+KII. 

IF ALPHA+N-1.LT.X, AN INTEGER M IS ADDEO SO THAT 
ALPHA+N-l+M.GE.X AND THE FIRST PROCEDURE IS APPLIED. SPECIAL 
PROCEDURES APPLY FOR ALPHA.EQ.l OR AN UNDERFLOW OCCURS OR 
X EXCEEDS A CRITICAL VALUE. APTEST. WHERE ALL MEMBERS ARE 1. 
TO THE WORD LENGTH OF THE CDC 6600. GAMIC USES GAMLN. 

DESCRIPTION OF ARGUMENTS 

INPUT 
X 
ALPHA 
REL 

N 

OUTPUT 
Y 

NZ 

- ARGUMENT, X.GE.O.O 
- PARAMETER. ALPHA.GT.D.D 
- RELATIVE ERROR TOLERANCE. REL=l.E-S FOR S 

SIGNIFICANT DIGITS 
- NUMBER OF GAMMA FUNCT IONS IN THE SEQUENCE 

BEGINNING AT PARAMETER ALPHA, N.GE.l 

- A VECTOR CONTAINING AN N MEMBER SEQUENCE 
YIKI= INCGAMMA(ALPHA+K-l.XI/GAMMA(ALPHA+K-ll. 
K=l ••••• N TO A RELATIVE ERROR REL. 

- UNDERFLOW FLAG 
NZ.EO.D, A NORMAL RETURN 
NZ.NE.D. UNDERFLOW. Y(KI=D.O, K=N-NZ+1.N RETURNED 

ERROR CONDITIONS 
IMPROPER INPUT PARAMETERS - A FATAL ERROR 
UNDERFLOW - A NON-FATAL ERROR. 
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GAMLN GAMLN GAMLN GAMLN GAMLN GAMLN GAMLN GAMLN 
•••••• * •• *****.* •••• * •••••••••• * •••••••• 

**.**** •• ** ••• *****.***.**.*.* 
*****.*****.***.**** 

*******.** 
FUNCTION GAMLNIXI 

WRITTEN BY D.E. AMOS AND S.L. DANIEL. JANUARY. 1976. 

REFERENCE SAND-75-0152 

ABSTRACT 
GAMLN COMPUTES THE NATURAL LOG OF THE GAMMA FUNCTION FOR 
X.Gl.O. A RATIONAL CHEBYSHEV APPROXIMATION IS USED ON 
8.LT.X.LT.lOOO •• THE ASYMPTOTIC EXPANSION FOR X.GE.IOOO. AND 
BACKWARD RECURSION FOR a.LT.X.LT.B FOR NON-INTEGRAL X. FOR 
X=l ...... lOO •• GAMLN IS SET TO NATURAL LOGS OF F4CTORIALS. 

DESCRIPTION OF ARGUMENTS 

INPUT 
X - X.GT.O 

OUTPUT 
GAMLN - NATURAL LOG OF THE GAMMA FUNCTION AT X 

ERROR CONDITIONS 
I~PROPER INPUT ARGUMENT - A FATAL ERROR 

GAMMAl GAMMAl GAMMAl GAMMAl GAMMAl GAMMAl GAMMAl 
*******.**********.***.*****.*********** 

**.******.***.**************** 
******************** 

*******.** 
SUBROUTINE GAMMAlIZR,II,GR,GI,IERRI 
FROM A CO-OP LIBRARY ROUTINE ORIGINALLY WRITTEN BY W.H.K. LEE. 
PREPARED AND MODIFIED (CHECKS FOR POLES, REGION CF APPLICABILITY, 
AND ADDITION OF THE ASYMPTOTIC SECTIONI FOR THE SAND[A 
MATHEMATICAL LIBRARY BY RONALD D. HALBGEWACHS, OCTOBER 14,1968. 

ABSTRACT 

THIS ROUTINE COMPUTES THE GAMMA FUNCTION FOR COMPLEX 
ARGUMENTS. RECURRENCE AND REFLECTION FORMULAS ARE USED 
TO REDUCE THE ARGUMENT TO THE UNIT SQUARE. WHERE A 
PADE APPROXIMATION IS APPLIED. FOR LARGE ARGUMENTS 
STIRLING-S ASYMPTOTIC EXPANSION IS USED. APPROXIMATELY 
EIGHT CORRECT SIGN[FICANT F[GURES ARE PROVIDED. 
FOR REAL ARGUMENTS SEE SUBROUTINE GAMMA. 

DESCRIPTION OF PARAMETERS 

IR = INPUT, REAL PART OF THE COMPLEX ARGUMENT. 
THE BOUNDS ON IR DEPEND ON THE VALUE OF II. 
IF ZI [S ZERO. THE LOWER BOUND ON ZR IS -160.b 
AND THE UPPER BOUND IS 175. AS II INCREASES IN 
MAGNITUDE, THE BOUNDS ON lR [NCREASE ALGEBRAICALLY. 
[F THE ARGUMENT IS STRICTLY REAL THEN ZR MUST 
NOT BE WITHIN 1.OE-07 OF A NEGATIVE [NTEGER 
OR ZERO. 

II = INPUT. IMAGINARY PART OF THE COMPLEX ARGUMENT. 
THE COMPLEX ARGUMENT «lR,ZI' MUST NOT BE WITHIN 
1.OE-7 OF A NEGATIVE INTEGER OR ZERO. 

GR = OUTPUT, REAL PART OF THE RESULTANT GA~MA FUNCTION 
VALUE. 
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GI OUTPUT. IMAGINARY PART OF THE RESULTANT GAMMA 
FUNCTION VALUE. 

IERR = OUTPUT, ERROR FLAG FOR THE CONDITIONS 

NORMAL CODE 
=1, NORMAL - NO ERRORS 
ABNORMAL CODES 
=2, IlR.l!) IS WITHIN 1.0E-1 OF A NEGATIVE 

INTEGER OR ZERO. 
=3, ARGUMENT IS TO THE LEFT OF THE LEFT BOUNDS 
=4, ARGUMENT IS TO THE RIGHT OF THE RIGHT BOUNDS 
=5, ABSIZI) .GT. 1800 AND RESULTS MAY BE 

GAMTL 

INACCURATE. 

GAMTL GAMTL GAMTL GAMTL GAMTL 
**************************************** 

****************************** 
******************** 

********** 
SUBROUTINE GAMTLIX,B,REL,N,Y,NZ) 

CDC 6600 ROUTINE 

WRITTEN BY D.E. AMOS AND S.L. DANIEL, OCTOBER,1974 

REFERENCE SC-DR-12 0303 

ABSTRACT 

GAMTL 

GAMTL COMPUTES AN N ~EMBER SEQUENCE OF COMPLEMENTARY 
GAMMA FUNCTIONS 

YtKI=l.-INCGAMMAIB+K-l,X)/GAMMAIB+K-ll, K=l ••••• N, 

GAMTL 

TO A RELATIVE ERROR REL FOR X.GE.O AND B.GT.O. THE CONTINUED 
FRACTION IS EVALUATED FOR BO.GT.O., BD=B-INTEGER PART OF 
B, FOLLOWED BY FORWARD RECURSION ON ITS TWO TERM RELATION TO 
RAISE BO TO B+N-l. THE CONVERGENCE IS BEST FOR LARGE 
X .GE. MAXll.BOI. WHERE SPEED IS A CONSIDERATION, EVALUATE 
Y(KI BY SUBTRACTING THE INCOMPLETE GAMMA FUNCTION FROM 1. 
USING SUBROUTINE GAMIC FOR X.LT.MAXIl,B+K-ll AND GAMTL FOR 
X.GE.MAXIl,B+K-ll. 

DESCRIPTION OF ARGUMENTS 

INPUT 
X 
B 
REL 

N 

OUTPUT 
Y 

NZ 

- ARGUMENT, X.GE.O.O 
- PARAMETER, B.GT.O.O 
- RELATIVE ERROR REQUIREMENT, 

REL=l.E-S FOR S SIGNIFICANT DIGITS, 0.LE.S.LE.12 
- NUMBER OF COMPLEMENTARY FUNCTIONS IN THE SEQUENCE 

BEGINNING AT PARAMETER B. N.GE.l 

- A VECTOR CONTAINING AN N MEMBER SEQUENCE 
YIKI=l.-INCGAMMAIB+K-l,XI/GAMMAIB+K-l', K=l ••••• N 
TO A RELATIVE ERROR REL. 

- UNDERFLOW FLAG 
NZ.EO.O, A NORMAL RETURN 
NZ.NE.O, UNDERFLOW. YIKI=O.O, K=l,Nl RETURNED. 

ERROR CONDITIONS 
IMPROPER INPUT - A FATAL ERROR 
CONTINUED FRACTION DOES NOT CONVERGE - A FATAL ERROR. 
UNDERFLOW - A NON-FATAL ERROR. 
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GAUSS GAUSS GAUSS GAUse GAUSS 
**.***************.********** •• ********* 

*****.*.*.* ••••••••••••••••••• • * •••••••••••••••••• 
•••• *** ••• 

SUBROUTINE GAUSS CFUN,A,B,ERR.ANS,IERRI 
BY RONDAlL E JONES, SANDIA LABORATORIES 

GAUSS GAUSe 

SALIENT FEATURES -- INTERVAL BISECTION, COMBINED RELATIVE/ABSOLUTE 
ERROR CONTROL, COMPUTED MAXIMUM REFINEMENT LEVEL WHEN A IS 
CLOSE TO B. 

ABSTRACT 
GAUSS INTEGRATES REAL FUNCTIONS OF ONE VARIABLE OVER FINITE 
INTERVALS, USING AN ADAPTIVE S-POINT LEGENDRE-GAUSS ALGORITHM. 
GAUSS IS INTENDED PRIMARILY FOR HIGH ACCURACY INTEGRATION 
OR INTEGRATION OF SMOOTH FUNCTIONS. FOR LOWER ACCURACY 
INTEGRATION OF FUNCTIONS WHICH ARE NOT VERY SMOOTH, 
EITHER QNC3 OR QNC7 MAY BE MORE EFFICIENT. 

DESCRIPTION OF ARGUMENTS 

INPUT--
FUN -

A 
B 
ERR -

NAME OF EXTERNAL FUNCTION TO BE INTEGRATED. THIS NAME 
MUST BE IN AN EXTERNAL STATEMENT IN THE CALLING PROGRAM. 
FUN MUST BE A FUNCTION OF ONE REAL ARGUMENT. THE VALUE 
OF THE ARGUMENT TO FUN IS THE VARIABLE OF INTEGRATION 
WHICH RANGES FROM A TO B. 
LOWER LIMIT OF INTEGRAL 
UPPER LIMIT OF INTEGRAL IMAY BE lESS THAN AI 
IS A REQUESTED ERROR TOLERANCE. NORMALLY PICK A VALUE OF 
ABSIERRI.LT.1.E-3. ANS WILL NORMALLY HAVE NO MORE ERROR 
THAN ABSIERRI TIMES THE INTEGRAL OF THE ABSOLUTE VALUE 
OF FUNCXI. USUALLY, SMALLER VALUES FOR ERR YIELD 
MORE ACCURACY AND REQUIRE MORE FUNCTION EVALUATIONS. 
A NEGATIVE VALUE FOR ERR CAUSES AN ESTIMATE OF THE 
ABSOLUTE ERROR IN ANS TO BE RETURNED IN ERR. 

OUTPUT--
ERR - WILL BE AN ESTIMATE OF THE ERROR IN ANS IF THE INPUT 

VALUE OF ERR WAS NEGATIVE. THE ESTIMATED ERROR IS SOLELY 
FOR INFORMATION TO THE USER AND SHOULD NOT BE USED AS 
A CORRECTION TO THE COMPUTED INTEGRAL. 

ANS - COMPUTED VALUE OF INTEGRAL 
IERR- A STATUS CODE 

--NORMAL CODES 
1 ANS MOST lIKELY MEETS REQUESTED ERROR TOLERANCE, 

OR A=B. 
-1 A AND B ARE TOO NEARLY EQUAL TO ALLOW NORMAL 

INTEGRATION. ANS IS SET TO ZERO. 
--ABNORMAL CODE 

2 ANS PROBABLY DOES NOT MEET REQUESTED ERROR TOLERANCE. 
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GERK GERK GERK GERK GERK 
•••••••••• ** ••• * •••••••••••••••••••••••• 

•••••••••••••••••••••••••••••• •••••••••••••••••••• •••••••••• 

GERK 

SUBROUTINE GERKIF,NEON,Y,T,TOUT,RELERR.ABSERR,IFLAG.GERROR, 
1 WORK,IWORKI 

FEHLBERG FOURTHIFIFTHI ORDER RUNGE-KUTTA METHOD WITH 
GLOBAL ERROR ASSESSMENT 

WRITTEN BY H.A.WATTS AND L.F.SHAMPINE 
SANDIA LABORATORIES 

GERK 

GERK IS DESIGNED TO SOLVE SYSTEMS OF DIFFERENTIAL EQUATIONS WHEN 
IT IS IMPORTANT TO HAVE A READILY AVAILABLE GLOBAL ERROR ESTIMATE. 
PARAllEL INTEGRATICN IS PERFORMED TO YIELD TWO SOLUTIONS ON .. 
DIFFERENT MESH SPACINGS AND GLOBAL EXTRAPOLATION IS APPLIED TO 
PROVIDE AN ESTIMATE OF THE GLOBAL ERROR IN THE MORE ACCURATE 
SOLUTION • 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
ABSTRACT 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
SUBROUTINE GERK INTEGRATES A SYSTEM OF NEON FIRST ORDER 
ORDINARY DIFFERENTIAL EQUATIONS OF THE FORM 

DYII'/DT = FIT,YI1'.YI2' •••• ,YINEQNI' 
WHERE THE YII' ARE GIVEN AT T • 

TYPICALLY THE SUBROUTINE IS USED TO INTEGRATE FROM T TO TOUT BUT IT 
CAN BE USED AS A ONE-STEP INTEGRATOR TO ADVANCE THE SOLUTION A 
SINGLE STEP IN THE DIRECTION OF TOUT. ON RETURN.AN ESTIMATE OF THE 
GLOBAL ERROR IN· THE SOLUTION AT T IS PROVIDED AND THE PARAMETERS IN 
THE CALL LIST ARE SET FOR CONTINUING THE INTEGRATION. THE USER HAS 
ONLY TO CALL GERK AGAIN lAND PERHAPS DEFINE A NEW VALUE FOR TOUTI. 
ACTUALLY. GERK IS MERELY AN INTERFACING ROUTINE WHICH ALLOCATES 
VIRTUAL STORAGE IN THE ARRAYS WORK,IWORK AND CALLS SUBROUTINE GERKS 
FOR THE SOLUTION. GERKS IN TURN CALLS SUBROUTINE FEHL WHICH 
COMPUTES AN APPROXIMATE SOLUTION OVER ONE STEP. 

GERK USES THE RUNGE-KUTTA-FEHLBERG 14.5' METHOD DESCRIBED 
IN THE REFERENCE 
E.FEHLBERG , LOW-ORDER CLASSICAL RUNGE-KUTTA FORMULAS WITH STEPSIZE 

CONTROL , NASA TR R-315 

THE PARAMETERS REPRESENT-
F -- SUBROUTINE FIT.Y.YPI TO EVALUATE DERIVATIVES YPIII:DYII!/DT 
NEQN -- NUMBER OF EQUATIONS TO BE INTEGRATED 
YI., -- SOLUTION VECTOR AT T 
T -- INDEPENOENT VARIABLE 
TOUT -- OUTPUT POINT AT WHICH SOLUTION IS DESIRED 
RELERR.ABSERR -- RELATIVE AND ABSOLUTE ERROR TOLERANCES FOR LOCAL 

ERROR TEST. AT EACH STEP THE CODE REQUIRES THAT 
ABSILOCAL ERROR' .LE. RELERR.ABSIY! + ABSERR 

FOR EACH COMPONENT OF THE LOCAL ERROR AND SOLUTION VECTORS 
IFLAG -- INDICATOR FOR STATUS OF INTEGRATION 
GERRORI., -- VECTOR WHICH ESTIMATES THE GLOBAL ERROR AT T. THAT 

IS. GERRORIII APPROXIMATES YII'-TRUE SOLUTIONI!). 
WORKt.! -- ARRAY TO HOLD INFORMATION INTERNAL TO GERK WHICH IS 

NECESSARY FOR SUBSEQUENT CALLS. MUST BE DIMENSIONED 
AT LEAST 3+S.NEQ 

IWORKI.! -- INTEGER ARRAY USED TO HOLD INFORMATION INTERNAL TO 
GERK WHICH IS NECESSARY FOR SUBSEQUENT CALLS. MUST BE 
DIMENSIONED AT LEAST 5 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
fIRST CALL TO GERK 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
THE USER MUST PROVIDE STORAGE IN HIS CALLING PROGRAM FOR THE ARRAYS 
IN THE CALL LIST YINEQN' , WORKI3+S.NEON' ,IWORKI5' , 
DECLARE F IN AN EXTERNAL STATEMENT. SUPPLY SUBROUTINE FIT,Y,yP' AND 
INITIALIZE THE FOLLOWING PARAMETERS- . 
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NEQN -- NUMBER OF EQUATIONS TO BE INTEGRATED. (NEQN .GE. 11 
YI*I -- VECTOR OF INITIAL CONDITIONS 
T -- STARTING POINT OF INTEGRATION, MUST BE A VARIABLE 
TOUT -- OUTPUT POINT AT WHICH SOLUTION IS OESIRED. 

T=TOUT IS ALLOWED ON THE FIRST CALL ONLY,IN WHICH CASE GERK 
RETURNS WITH IFLAG=2 IF CONTINUATION IS POSSIBLE. 

RELERR.ABSERR -- RElATIVE ANO ABSOLUTE LOCAL ERROR TOLERANCES 
WHICH MUST BE NON-NEGATIVE BUT MAY BE CONSTANTS. WE CAN 
USUALLY EXPECT THE GLOBAL ERRORS TO BE SOMEWHAT SMALLER 
THAN THE REQUESTED LOCAL ERROR TOLERANCES. TO AVOID 
LIMITING PRECISION DIFFICULTIES THE CODE ALWAYS USES THE 
LARGER OF RELERR AND AN INTERNAL RELATIVE ERROR PARAMETER 
WHICH IS MACHINE DEPENDENT. 

IFLAG -- +1,-1 INCrCATOR TO INITIALIZE THE CODE FOR EACH NEW 
PROBLEM. NORMAL INPUT IS +1. THE USER SHOULD SET IFLAG=-l 
ONLY WHEN ONE-STEP INTEGRATOR CONTROL IS ESSENTIAL. IN THIS 
CASE,'GERK ATTEMPTS TO ADVANCE THE SOLUTICN A SINGLE STEP 
IN THE OIRECTION OF TOUT EACH TIME IT IS CALLED. SINCE THIS 
MODE OF OPERATION RESULTS IN EXTRA COMPUTING OVERHEAD, IT 
SHOULD BE AVOIDED UNLESS NEEDED. 

**********************.**.*** ••• *** ••• *****.*************************** 
OUTPUT FROM GERK 

**************.***.*** •• *********************************************** 

Y(*' -- SOLUTION AT T 
T -- LAST POINT REACHED IN INTEGRATION. 
IFLAG = 2 INTEGRATION REACHEO TOUT.INDICATES SUCCESSFUL RETURN 

AND IS THE NORMAL MODE FOR CONTINUING INTEGRATION. 
=-2 A SINGLE SUCCESSFUL STEP IN THE DIRECTION OF TOUT 

HAS BEEN TAKEN. NORMAL ~ODE FOR CONTINUING 
INTEGRATION ONE STEP AT A TIME. 

3 INTEGRATION WAS NOT COMPLETED BECAUSE MORE THAN 
9000 DERIVATIVE EVALUATIONS WERE NEEDED. THIS 
IS APPROXIMATELY 500 STEPS. 

= 4 -- INTEGRATION WAS NOT COMPLETED BECAUSE SOLUTION 
VANISHED MAKING A PURE RELATIVE ERROR TEST 
IMPOSSIBLE. MUST USE NON-ZERO ABSERR TO CONTINUE. 
USING THE ONE-STEP INTEGRATION MODE FOR ONE STEP 
IS A GOOD WAY TO PROCEED. 

5 -- INTEGRATION WAS NOT COMPLETEO BECAUSE REQUESTED 
ACCURACY COULD NOT BE ACHIEVED USING SMALLEST 
ALLOWABLE STEPSIZE. USER MUST INCREASE THE ERROR 
TOLERANCE BEFORE CONTINUED INTEGRATION CAN BE 
ATTEMPTED. 

= 6 -- GERK IS BEING USED INEFFICIENTLY IN SOLVING 
THIS PROBLEM. TOO MUCH OUTPUT IS RESTRICTING THE 
NATURAL STEPSIlE CHOICE. USE THE ONE-STEP 
INTEGRATOR MODE. 

= 1 -- INVALID INPUT PARAMETERS (FATAL ERROR UNLESS 
OVERRIDDEN BY CALL TO ERXSETI 
THIS INDICATOR OCCURS IF ANY OF THE FOLLOWING IS 
SATISFIED - NEQN .LE. 0 

TaTOUT AND IFLAG .NE. +1 OR -1 
RELERR OR ABSERR .LT. O. 
IFLAG .EQ. 0 OR .LT. -2 OR .GT. 1 

GERRORI*I -- ESTIMATE OF THE GLOBAL ERROR IN THE SOLUTION AT T 
WORKI*I.IWORKI*I -- INFORMATION WHICH IS USUALLY OF NO INTEREST 

TO THE USER BUT NECESSARY FOR SUBSEQUENT CALLS. 
WORKIIl, •••• WORKINEQNI CONTAIN THE FIRST DERIVATIVES 
OF THE SOLUTION VECTOR Y AT T. WORKCNEQN+11 CONTAINS 
THE STEPsrZE H TO BE ATTEMPTED ON THE NEXT STEP. 
(WORKIll CONTAINS THE DERIVATIVE EVALUATION COUNTER. 

***********.*.*.*** •••• ***.*.****.** ••••• **.***************.*********.* 
SUBSEQUENT CALLS TO GERK 

*****.*** •• **** •• *****.***** •• ******.********************************** 

SUBROUTINE GERK RETURNS WITH ALL INFORMATION NEEDED TO CONTINUE THE 
INTEGRATION. IF THE INTEGRATION REACHED TOUT. THE USER NEED ONLY 
DEFINE A NEW TOUT ANO CALL GERK AGAIN. IN THE ONE-STEP INTEGRATOR 
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MODE IIFLAG=-2) THE USER MUST KEEP IN MIND THAT EACH STEP TAKEN IS 
IN THE DIRECTION OF THE CURRENT TOUT. UPON REACHING TOUT (INOICATED 
BY CHANGING IFLAG TO 2).THE USER MUST THEN DEFINE A NEW TOUT AND 
RESET IFLAG TO -2 TO CONTINUE IN THE ONE-STEP INTEGRATOR MODE. 

IF THE INTEGRATION WAS NOT COMPLETED BUT THE USER STILL WANTS TO 
CONTINUE IIFLAG=3 CASE), HE JUST CALLS GERK AGAIN. THE FUNCTION 
COUNTER IS THEN RESET TO 0 AND ANOTHER 9000 FUNCTION EVALUATIONS 
ARE ALLOWED. 

HOWEVER,IN THE CASE IFLAG=4, THE USER MUST FIRST ALTER THE ERROR 
CRITERION TO USE A POSITIVE VALUE OF ABSERR BEFORE INTEGRATION CAN 
PROCEED. IF HE DOES NOT,EXECUTION IS TERMINATED. 

ALSO,IN THE CASE IFLAG=5. IT IS NECESSARV FOR THE USER TO RESET 
IFLAG TO 2 COR -2 WHEN THE ONE-STEP INTEGRATION MODE IS BEING USEO) 
AS WELL AS INCREASING EITHER A8SERR,RELERR OR BOTH BEFORE THE 
INTEGRATION CAN BE CONTINUED. IF THIS IS NOT DONE, EXECUTION WILL 
BE TERMINATED. THE OCCURRENCE OF IFLAG-5 INOICATES A TROUBLE SPOT 
(SOLUTION IS CHANGING RAPIDLV,SINGULARITY MAY BE PRESENT) AND IT 
OFTEN IS INADVISABLE TC CONTINUE. 

IF'IFLAG=6 IS ENCOUNTERED, THE USER SHOULD USE THE ONE-STEP 
INTEGRATION MODE WITH THE STEPSllE DETERMINED BV THE CODE. IF THE 
USER INSISTS UPON CONTINUING THE INTEGRATION WITH GERK IN THE 
INTERVAL MODE, HE MUST RESET IFLAG TO 2 BEFORE CALLING GERK AGAIN. 
OTHERWISE,EXECUTION WILL BE TERMINATED. 

IF IFLAG-7 IS OBTAINED, INTEGRATION CAN NOT BE CONTINUED UNLESS 
THE INVALID INPUT PARAMETERS ARE CORRECTED. 

IT SHOULD BE NOTED THAT THE ARRAYS WORK,IWORK CONTAIN INFORMATION 
REQUIRED FOR SUBSEQUENT INTEGRATION. ACCORDINGLY, WORK AND IWORK 
SHOULD NOT BE ALTERED • 

••••••••••••••••••••••••••••••••• * ••••••••••••••••••••••••••••••••••••• 

HRMITE HRMITE HRMITE HRMITE HRMITE 
•••••••••••••••••••••••••••••••••••••••• •••••••••••••••••••••••••••••• •••••••••••••••••••• •••••••••• 

SUBROUTINE HRMITE (N,X,Y,IS,C,D) 

HRMITE HRMITE 

WRITTEN BY ROBERT E. HUDDLESTON, SANDIA LABORATORIES, LIVERMORE 

•••• ABSTRACT ••••• 
SUBROUTINE HRMITE IS DESIGNED TO PRODUCE A POLYNOMIAL FIT WHICH 

PASSES THROUGH GIVEN POINTS AND TAKES ON PRESCRIBED VALUES OF ITS 
DERIVATIVES. TO BE MORE SPECIFIC LET THE FOLLOWING N PIECES OF 
CATA BE GIVEN: 

K 

1 
2 
3 

N1 
NI+I 
NI+2 
NI+3 

Nl+N2 

X(K) 

II 
II 
Zl 

• 

Zl 
Z2 
Z2 
l2 

Z2 

Y(KI 

YII' 
YC21 
Y(3' 

YCNll 
YINl+ll 
YINI+21 
VCNl+31 

• 
YINl+N21 

ISCKI 

o 
I 
2 

Nl-1 
o 
1 
2 

N2-1 
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Nl+N2+1 Z3 yl Nl +N2+1! o 

N 

LET IKIP(ZI DENOTE THE DERIVATIVE Of ORDER K Of THE FUNCTION P 
EVALUATED AT l. THEN HRMITE DETERMINES A POLYNOMIAL P SUCH THAT 

(IS(KIIP(X(KII = Y(K) • K=1.2 ••••• N. 
P IS DETERMINED IN THE FORM 

PilI = C(lI + C(Z).Cl-XIlII + C(3).(l-XIlII.Il-X(ZII + ••• 
+ CCNI·CZ-XIlll·Cl-X(2)1· ••• ·Cl-XIN-1)) 

SUBROUTINE POLYVl CAN 8E USED TO EVALUATE P ANO ITS DERIVATIVES. 
SUBROUTINE POLCOF CAN BE USEO TO DETERMINE THE COEFfICIENTS OF P 
IN A MURE STANDARO fORM. 

EACH OF THE ARRAYS X, Y. IS, C, AND 0 MUST BE DIMENSIONEO AT LEAST 
N. 0 IS A WORK ARRAY. 

MINA MINA MINA MINA MINA MINA MINA 
•••••••••••••••••••••••••••••••••••••••• 

•••••••••••••••••••••••••••••• 
•••••••••••••••••••• 

•••••••••• 
SUBROUTINE MINACFN,NV,NDIV,DEL.A.GUESS,X,FOfX,IERRI 
ORIGINAL ROUTINE WAS HZ SAND MIN, BY Z. BE1SINGER AND S. BELL 
PRESENT VERSION BY R E JONES 

ABSTRACT 
MINA FINDS AN APPROXIMATE MINIMUM Of A REAL FUNCTION OF 
NV VARIABLES, GIVEN AN INITIAL ESTIMATE OF THE POSITION Of 
THE MINIMUM AND PANGES FOR EACH Of THE VARIABLES. 
MINA USES A SELECTIVE DIRECTED SEARCH Of A SURROUNDING 
NV-DIMENSIONAl GRID Of POINTS TO fIND A DIRECTION IN WHICH 
THE FUNCTION DECREASES. IT THEN PROCEEDS IN THIS DIRECTION 
AS fAR AS THE fUNCTION DECREASES, THEN DETERMINES A NEW 
DIRECTION TO TRAVEL. WHEN NO SUCH DIRECTION IS fOUND THE 
SEARCH INCREMENT FACTOR IS DECREASED AND THE PROCESS 
IS REPEATED. 

DESCRIPTION Of ARGUMENTS 

MINA 

THE USER MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL LIST 
AINV,21, GUESS(NV), XCNVI 

I NPUT--
FN - NAME OF FUNCTION OF NV VARIABLES TO BE MINIMIZED. 

(THIS NAME MUST APPEAR IN AN EXTERNAL STATEMENT. I 
FORM OF THE CALLING SEQUENCE MUST BE fUNCTION fNIX), 
WHERE X IS AN ARRAY OF NV VARIABLE VALUES. THE 
ORDERING OF THE VARIABLES IS ARBITRARY, EXCEPT 
THAT IT MUST AGREE WITH THE ORDERING USED IN 
ARRAYS A AND GUESS. 

NV NUMBER OF VARIABLES. (NV .GE. 1) 
NDIV - NUMBER OF REfINEMENTS Of THE SEARCH INCREMENTS TO USE. 

AT EACH REFINEMENT, THE INCREMENT IN EACH DIMENSION 
IS DIVInED BY 10. IUSUALlY NOIV IS ABOUT 3 OR ~.) 

DEL FRACTION OF VARIABLE RANGE lIN EACH DIMENSION) TO USE 
AS THE INITIAL INCREMENT lIN THAT DIMENSIONI 

A ARRAY OF SEARCH BOUNDS. DIMENSIONEO NV BY 2. 
AII,11 SHOULD BE THE LOWER BOUND OF THE I-TH VARIABLE. 
A(I,2) SHOULD BE THE UPPER BOUND OF THE I-TH VARIABLE. 

GUESS- ARRAY OF NV INITIAL VALUES. GUESSIII SHOULD BE THE 
INITIAL VALUE TO USE FOR THE I-TH VARIABLE. 

OUTPUT--
X - ARRAY (DIMENSIONED NVI GIVING THE VALUES OF THE 

VARIABLES AT THE MINIMUM. XIII WILL BE THE VALUE 
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OF THE I-TH yARIABLE. 
FOFX - FUNCTION VALUE AT THE ~INI~UM 
IERR - A STATUS CODE 

-NORMAL CODE 
=1 MEANS THE SEARCH FOR A ~INIMU~ PROCEEDED FOR THE 

SPECIFIED NUMBER OF REFINEMENTS. 

NNlS 

-ABNORMAL CODES 
=2 MEANS NY IS GREATER THAN 50 
=3 MEANS A RANGE MINIMUM IS GREATFR THAN THE 

CORRESPONDING MAXIMUM 

NNLS NNLS NNLS NNlS NNLS 
••••• **.*.* •• **********.*.****.*.*** •• ** 

******.***.*******.******.**** 
***.** •• ************ 

********** 
SUBROUTINE NNLS IA,MDA,M,N,B,X,RNORM,W,ZZ,INCEX,MODEI 
DIMENSION AIMDA,N),BIMI,XIN),WIN),ZZIM),!NDEXIN) 

NNLS NNLS 

WRITTEN BY C. L. LAWSON AND R. J. HANSON, FROM THE BOOK SOLVING 
LEAST SQUARES PROBLEMS, PRENTICE-HALL, INC. (1974). FOR FURTHER 
ALGORITHMIC DETAILS SEE ALGORITH~ NNLS IN CHAPTER 23. 

ABSTRACT 

GIVEN AN M BY N MATRIX A AND AN M VECTOR B THIS SUBPROGRAM 
COMPUTES THE SOLUTION TO THE LEAST SQUARES PROBLEM AX = B SUBJECT 
TO X.GE.O. THE INEQUALITY CONSTRAINT X.GE.O MEANS THAT EVERY 
COMPONENT OF THE SOLUTION WILL BE NONNEGATIVE. 

EITHER M.GE.N OR M.LT.N IS PERMITTEO. THIS PROBLEM ALWAYS HAS A 
SOLUTION BUT IT IS NOT UNIQUE IF THE RANK OF A IS .LT. N. 

THE USER MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL LIST •• 
AIMDA,N),BIM),XIN),WIN),ZZIM),INDEXIN •• THIS PERMITS T~E SOLUTION 
OF A RANGE OF PROBLEMS IN THE SAME ARRAY SPACE. 

THE PARAMETERS FOR NNLS ARE 

INPUT .. 

BI*. 

OUTPUT •• 

AI*,*I,81*. 

XI*' 

RNORM 

THE ARRAY ~I.,*. IS DOUBLY SUBSCRIPTED WITH 
FIRST DIMENSIONING "PARAMETER EQUAL TO MDA. 
THE ARRAY AI*,*) INITIALLY CONTAINS THE M BY 
N MATRIX A. EITHER M.GE.N DR M.LT.N IS 
PERMITTED. THE FIRST DIMENS10NING PARAMETER 
MUST SAT1SFY ~DA.GE.M. 

THE CONDITION MDA.LT.M IS CONSIOEREO AN 
ERROR. 

THE ARRAY BI*' CONTAINS THE M-VECTOR B. 

THE CONTENTS OF THE ARRAYS AI*,.) AND BI*. 
WILL BE MODIFIED BY THE SUBROUTINE. THESE 
CONTENTS ARE GENERALLY NOT REQUIRED BY THE 
USER. 

ON TERMINATION THIS ARRAY CONTAINS A VECTOR 
X.GE.O. IF MODE=l, XI*' CONTAINS A SOLUTION 
VECTOR. IF MOOE=3, XI.' CONTAINS A NONNEGATIVE 
APPROXIMATE SOLUTION AND RNORM CONTAINS THE 
CORRESPOND1NG RESIDUAL VECTOR NORM. IF 
MOOE=2, XI*' IS NOT DEFINEC. 

ON TERMINATION RNORM CONTA1NS THE EUCLIDEAN 
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LENGTH OF THE FINAL RESIDUAL VECTOR B-AX. 

W(.' ,ll(.' ,INDEXC.' 
ON OUTPUT WC.) CONTAINS THE N-VECTOR OF DUAL 
COEFFICIENTS W=CTRANSPOSE OF A'IB-4XI. THE 
4RRAYS Ill.) AND INDEX C.) ARE WORKING SPACE 
WHOSE CONTENTS ARE NOT GENERALLY REQUIRED BY 
THE USER. 

MODE THIS FL4G IS SET BY THE SUBROUTINE TO INDICATE 
THE STATUS OF THE COMPUTATION ON COMPLETION •• 

MODE=1, SUCCESSFUL 
MODE=Z, BAD DIMENSIONS. ONE OF THE 

CONDITIONS M.LE.O OR N.LE.O OCCURRED. 
MODE=3, MAXIMUM NUMBER C3.N. ITERATIONS HAS 

BEEN EXCEEDED. 

THE SOLUTION IS USUALLY OBTAINED IN ABOUT N/2 
ITERATIONS. A RETURN WITH MOOE=3 MAY INDICATE 
THAT THE OATA MATRIX CONTAINS IMPROPERLY 
DEFINED ENTRIES. 

ODE ODE ODE ODE ODE ODE ODE 
•••••••••••••••••••••••••••••••••••••••• ••••• * •••• * ••••••••• * ••••••••• 

•••••••••••••••••••• •••••••••• 

DOE 

SUBROUTINE ODECF,NEQN,Y,T,TOUT,RELERR,ABSERR,IFLAG,WORK,IWORK) 
WRITTEN BY L. F. S~AMPINE AND M. K. GORDON 

ABSTRACT 

SUBROUTINE ODE INTEGRATES A SYSTEM OF NEQN FIRST ORDER 
ORDINARY DIFFERENTIAL EQUATIONS OF THE FORM 

DY( 1I10T = F{T,YIl)'Y(Z' , ••• ,YINEQNI) 
YII) GIVEN AT T. 

DOE 

THE SUBROUTINE INTEGRATES FROM T TO TOUT. ON RETURN THE 
PARAMETERS IN THE CALL LIST ARE SET FOR CONTINUING THE INTEGRATION. 
THE USER HAS ONLY TO OEFINE A NEW VALUE TOUT AND CALL ODE AGAIN. 

THE DIFFERENTIAL EQUATIONS ARE ACTUALLY SOLVED BY A SUITE OF CODES 
DE, STEPl, AND INTRP. ODE ALLOCATES VIRTUAL STORAGE IN THE 
ARRAYS WORK AND IWORK AND CALLS DE. DE IS A SUPERVISOR WHICH 
DIRECTS THE SOLUTION. IT CALLS ON THE ROUTINES STEPl AND INTRP 
TO ADVANCE THE INTEGRATION AND TO INTERPOLATE AT OUTPUT POINTS. 
STEPl USES A MODIFIED DIVIDED DIFFERENCE FORM OF THE ADAMS PECE 
FORMULAS AND LOCAL EXTRAPOLATION. IT ADJUSTS THE ORDER AND STEP 
SIZE TO CONTROL THE LOCAL ERROR PER UNIT STEP IN A GENERALIZED 
SENSE. NORMALLY EACH CALL TO STEPl ADVANCES THE SOLUTION ONE STEP 
IN THE DIRECTIaN OF TOUT. FOR REASONS OF EFFICIENCY DE 
INTEGRATES BEYOND TOUT INTERNALLY, THOUGH NEVER BEYOND 
T+10.CTOUT-TI, ANO CALLS INTRP TO INTERPOLATE THE SOLUTION AT 
TOUT. AN OPTION IS PROVIDED TO STOP THE INTEGRATION AT TOUT BUT 
IT SHOULD BE USED ONLY IF IT IS IMPOSSIBLE TO CONTINUE THE 
INTEGRATION BEYONO TOUT. 

THIS COOE IS COMPLETELY EXPLAINED AND DOCUMENTED IN THE TEXT, 
COMPUTER SOLUTION OF ORDINARY DIFFERENTIAL EQUATIONS: THE INITIAL 
VALUE PROBLEM BY L. F. SHAMPINE AND M. K. GORDON. 

THE PARAMETERS REPRESENT --
F -- SUBROUTINE FIT,Y,YP) TO EVALUATE DERIVATIVES YPCI'=DYIII/OT 
NEQN -- NUMBER OF EQUATIONS TO BE INTEGRATED 
YI •• -- SOLUTION VECTOR AT T 
T -- INDEPENDENT VARIABLE 

• 
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TOUT -- POINT AT WHICH SOLUTION IS DESIRED 
RELERR,ABSERR -- RELATIVE AND ABSOLUTE ERROR TOLERANCES FOR LOCAL 

ERROR TEST. AT EACH STEP THE CODE REQUIRES 
ABSILOCAL ERRORI .LE. ABSIYI*RELERR + ABSERR 

FOR EACH COMPONENT OF THE LOCAL ERROR AND SOLUTION VECTORS 
IFLAG -- INDICATES STATUS OF INTEGRATION 
WORKI*I,IWORKI*I -- ARRAYS TO HOLD INFORMATION INTERNAL TO CODE 

WHICH IS NECESSARY FOR SUBSEQUENT CALLS 

FIRST CALL TO ODE --

THE USER MUST PROVIDE STORAGE IN HIS CALLING PROGRAM FOR THE ARRAYS 
IN THE CALL LIST, 

YINEQNI, WORKI100+21*NEQNI, IWORKe5l, 
DECLA~E F IN AN EXTERNAL STATEMENT, SUPPLY THE SUBROUTINE 
FIT,Y,VP) TO EVALUATE 

DYltl/DT : YPIII = FIT,YI1',Y(2l, ••• ,YINEQNII 
AND INITIALIZE THE PARAMETERS --

NEQN -- NUMBER OF EQUATIONS TO BE INTEGRATED 
YI*I -- VECTOR OF INITIAL CONDITIONS 
T -- STARTING POINT OF INTEGRATION 
TOUT -- POINT AT WHICH SOLUTION IS DESIRED 
RELERR,ABSERR -- RELATIVE ANO ABSOLUTE LOCAL ERROR TOLERANCES 
IFLAG -- +1,-1. INDICATOR TO INITIALIZE THE CODE. NORMAL INPUT 

IS +1. THE USER SHOULD SET IFLAG=-l ONLY If IT IS 
IMPOSSIBLE TO CONTINUE THE INTEGRATION BEYOND TOUT • 

ALL PARAMETERS EXCEPT F, NEQN AND TOUT MAY BE ALTERED BY THE 
CODE ON OUTPUT SO MUST BE VARIABLES IN THE CALLING PROGRAM. 

OUTPUT FROM ODE 

NEQN -- UNCHANGED 
YI*I -- SOLUTION AT T 
T -- LAST POINT REACHED IN INTEGRATION. NORMAL RETURN HAS 

T = TOUT • 
TOUT -- UNCHANGED 
RELERR,ABSERR -- NORMAL RETURN HAS TOLERANCES UNCHANGED. IFLAG~3 

SIGNALS TOLERANCES INCREASEO 
IFLAG 2 NORMAL RETURN. INTEGRATION REACHED TOUT 

= 3 INTEGRATION 010 NOT REACH TOUT BECAUSE ERROR 
TOLERANCES TOO SMALL. RELERR, ABSERR INCREASED 
APPROPRIATELY FOR CONTINUING 

= 4 -- INTEGRATION 010 NOT REACH TOUT BECAUSE MORE THAN 
500 STEPS NEEDED 

5 -- INTEGRATION 010 NOT REACH TOUT BECAUSE EQUATIONS 
APPEAR TO BE STIFF 

= 6 INTEGRATION DID NOT REACH TOUT BECAUSE SOLUTION 
VANISHED MAKING PURE RELATIVE ERROR IMPOSSIBLE. 
MUST USE NON-ZERO ABSERR TO CONTINUE • 

• 7 -- INVALID INPUT PARAMETERS (FATAL ERROR) 
THE VALUE OF IFLAG IS RETURNEO NEGATIVE WHEN THE INPUT 
VALUE IS NEGATIVE AND THE INTEGRATION DOES NOT REACH TOUT, 
I.E., -3, -4, -5, -6. 

WORKI*I,IWORKI*I -- INFORMATION GENERALLY OF NO INTEREST TO THE 
USER BUT NECESSARY FOR SUBSEQUENT CALLS. 

SUBSEQUENT CALLS TO ODE 

SUBROUTINE ODE RETURNS WITH ALL INFORMATION NEEDED TO.CONTINUE 
THE INTEGRATION. IF THE INTEGRATION REACHED TOUT, THE USER NEED 
ONLY OEFINE A NEW TOUT AND CALL AGAIN. IF THE INTEGRATION 010 NOT 
REACH TOUT AND THE USER WANTS TO CONTINUE, HE JUST CALLS AGAIN. 
IN THE CASE IFLAG=6, THE USER MUST ALSO ALTER THE ERROR CRITERION. 
THE OUTPUT VALUE OF IFlAG IS THE APPROPRIATE INPUT VALUE FOR 
SUBSEQUENT CALLS. THE ONLY SITUATICN IN WHICH IT SHOULD BE ALTERED 
IS TO STOP THE INTEGRATION INTERNALLY AT THE NEW TOUT, 1.£., 
CHANGE OUTPUT IFLAG-Z TO INPUT IFLAG--Z. ERROR TOLERANCES MAY 
BE CHANGED BY THE USER BEFORE CONTINUING. ALL OTHER PARAMETERS MUST 
REMAIN UNCHANGED. 
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DOERT OOERT OOERT ODERT ODERT ODERT OOERT ODERT 
* •• *********.***.** •• **** •••••••• **** •• * 

**** •• ***.** •• * ••• *.* •••• * •••• 
••• *** •••••• **.* •••• 

•••••••••• 
SUBROUTINE ODERTIF,NEQN,y,T,TDUT,RELERR,ABSERR,IFLAG,WORK,IWORK, 

1 G,REROOT.AEROOTI 

WRITTEN BY M. K. GORDON, 5122 

•••••••• * •••• *.*.** •• *** •• *.***.*.*.**.* •••••••• * ••••••••••• ** •••• * •••• 
ABSTRACT 

••••••••••• * •• *.***.** •• ********** •• **.******.*.**.***.****.* ••••• *.*.* 
SUBROUTINE ODERT INTEGRATES A SYSTEM OF NEQN FIRST ORDER 
ORDINARY DIFFERENTIAL EQUATIONS OF THE FORM 

DYClltDT = FIT,YI11, •••• YINECNII 
Ylll GIVEN AT T. 

THE SUBROUTINE INTEGRATES FROM T IN THE DIRECTION OF TOUT UNTIL 
IT LOCATES THE FIRST ROOT OF THE NONLINEAR EQUATION 

GIT,YI1I, •••• YINECNI.YPIll, ••• ,YPINEONII = O. 
UPON FINDING THE ROOT, THE CODE RETURNS WITH ALL PARAMETERS IN THE 
CALL LIST SET FOR CONTINUING THE INTEGRATION TO THE NEXT ROOT OR 
THE FIRST ROOT OF A NEW FUNCTION G IF NO ROOT IS FOUND, THE 
INTEGRATION PROCEEDS TO TOUT. AGAIN ALL PARAMETERS ARE SET TO 
CONTINUE. 

THE DIFFERENTIAL EQUATIONS ARE ACTUALLY SOLVED BY A SUITE OF COOES, 
DERT, STEPl, AND INTRP. ODERT ALLOCATES VIRTUAL STORAGE IN 
THE WORK ARRAYS WORK AND IWORK AND CALLS DERT. DERT IS A 
SUPERVISOR WHICH DIRECTS THE INTEGRATION. IT CALLS ON STEPl TO 
ADVANCE THE SOLUTION AND INTRP TO INTERPOLATE THE SOLUTION AND 
ITS DERIVATIVE. STEP1 USES A MODIFIED DIVIDED DIFFERENCE FORM OF 
THE ADAMS PECE FORMULAS AND LOCAL EXTRAPOLATION. IT ADJUSTS THE 
ORDER AND STEP SIZE TO CONTROL THE LOCAL ERROR PER UNIT STEP IN A 
GENERALIZED SENSE. NORMALLY EACH CALL TO STEP1 ADVANCES THE 
SOLUTION ONE STEP IN THE DIRECTION OF TOUT. FOR REASONS OF 
EFFICIENCY ODERT INTEGRATES BEYOND TOUT INTERNALLY. THOUGH 
NEVER BEYOND T+10*ITOUT-TI, AND CALLS INTRP TO INTERPOLATE THE 
SOLUTION AND DERIVATIVE AT TOUT. AN OPTION IS PROVIDED TO STOP 
THE INTEGRATION AT TOUT BUT IT SHOULD BE USED ONLY IF IT IS 
IMPOSSIBLE TO CONTINUE THE INTEGRATION BEYOND TOUT. 

AFTER EACH INTERNAL STEP, DERT EVALUATES THE FUNCTION G AND 
CHECKS FOR A CHANGE IN SIGN IN THE FUNCTION VALUE FROM THE 
PRECEDING STEP. SUCH A CHANGE INDICATES A ROOT LIES IN THE 
INTERVAL OF THE STEP JUST COMPLETED. DERT THEN CALLS SUBROUTINE 
ROOT TO REDUCE THE BRACKETING INTERVAL UNTIL THE ROOT IS 
DETERMINED TO THE DESIRED ACCURACY. SUBROUTINE ROOT USES A 
COMBINATION OF THE SECANT PULE AND BISECTION TO DO THIS. THE 
SOLUTION AND DERIVATIVE VALUES REQUIRED ARE OBTAINED BY 
INTERPOLATION WITH INTRP. THE CODE LOCATES ONLY THOSE ROOTS 
FOR WHICH G CHANGES SIGN IN IT.TOUTI AND FOR WHICH A 
BRACKETING INTERVAL EXISTS. IN PARTICULAR, IT WILL NOT DETECT A 
ROOT AT THE INITIAL POINT T. 

THE CODES STEPl, INTRP , ROOT , AND THAT PORTION OF DERT 
WHICH DIRECTS THE INTEGRATION ARE EXPLAINED AND DOCUMENTED IN THE 
TEXT, COMPUTER SOLUTION OF ORDINARY DIFFERENTIAL EQUATIONS, THE 
INITIAL VALUE PROBLE~, BY L. F. SHAMPINE AND M. K. GORDON. 

DETAILS OF THE USE OF DOERT ARE GIVEN IN SAND-75-0211. 

*.** •• **.*** •••• ****.************.****.*** ..... *.*.************** •• **.** 
THE PARAMETERS FOR ODERT ARE 

* •••••••• **** •• ***.*****.**.*********.** •• ****.************************ 
F -- SUBROUTINE F(T,Y,YPI TO EVALUATE DERIVATIVES YPII'=DYllltDT 
NEQN -- NUMBER OF EQUATIONS TO BE INTEGRATED 
YI*I -- SOLUTION VECTOR AT T 
T -- INDEPENDENT VARIABLE 
TOUT -- ARRITRARY POINT BEYOND THE ROOT DESIRED 
RELERR.ABSERR -- RELATIVE AND ABSOLUTE ERROR TOLERANCES FOR LOCAL 

ERROR TEST. AT EACH STEP THE CODE REQUIPES 
ABSILOCAL ERRORI .LE. ABSIYI*RELERR + ABSERR 

FOR EACH COMPONENT OF THE LOCAL ERROR AND SOLUTION VECTORS 
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IFLAG -- INDICATES STATUS OF INTEGRATION 
WORK.IWORK -- ARRAYS TO HOLD INFORMATION INTERNAL TO THE CODE 

WHICH IS NECESSARY FOR SUBSEQUENT CALLS 
G - FUNCTION OF T. YI.). YPI.I WHOSE ROOT IS DESIRED. 
REROOT. AEROOT -- RELATIVE AND ABSOLUTE ERROR TOLERANCES FOR 

ACCEPTING THE ROOT. THE INTERVAL CONTAINING THE ROOT IS 
REDUCED UNTIL IT SATISFIES 

O.5.ABSILENGTH OF INTERVAL' .LE. REROOT.ABSIROOTI+AEROOT 
WHERE ROOT IS THAT ENDPOINT YIELDING THE SMALLER VALUE OF 
G IN MAGNITUDE. PURE RELATIVE ERROR IS NOT RECOMMENDEO 
IF THE ROOT MIGHT BE ZERO • 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
FIRST CALL TO ODERT--

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
THE USER MUST PROVIDE STORAGE IN HIS CALLING PROGRAM FOR THE 
ARRAYS IN THE CALL LIST, 

YCNEQN'. WORKCIOO+21.NEQN'. IWORKC51 
AND DECLARE F, G IN AN EXTERNAL STATEMENT. HE MUST SUPPLY THE 
SUBROUTINE FIT.Y,YP) TO EVALUATE 

DY(lIIOT = YPlIl = FCT.Y(lI .... ,YCNEQNII 
AND THE FUNCTION GIT.Y.YPI TO EVALUATE 

G = GIT.YI1) ••••• YCNEQN),YPI1), •••• YPCNEQNI). 
NOTE THAT THE ARRAY YP IS AN INPUT ARGUMENT AND SHOULD NOT BE 
COMPUTED IN THE FUNCTION SUBPROGRAM. FINALLY THE USER MUST 
INITIALIZE THE PARAMETERS 

NEQN -- NUMBER OF EQUATIONS TO BE INTEGRATED 
YC.I -- VECTOR OF INITIAL CONDITIONS . 
T -- STARTING POINT OF INTEGRATION 
TOUT -- ARBITRARY POINT BEYOND THE ROOT DESIRED 
RELERR.ABSERR -- RELATIVE AND ABSOLUTE LOCAL ERROR TOLERANCES 

FOR INTEGRATING THE EQUATIONS 
IFLAG -- +1.-1. INDICATOR TO INITIALIZE THE CODE. NORMAL INPUT 

IS +1. THE USER SHOULD SET IFLAGz-l ONLY IF IT IS 
IMPOSSIBLE TO CONTINUE THE INTEGRATION BEYOND TOUT. 

REROOT.AEROOT -- RELATIVE AND ABSOLUTE ERROR TOLERANCES FOR 
COMPUTING THE ROOT OF G 

ALL PARAMETERS EXCEPT F. G, NEQN. TOUT, RERoOT AND AERoOT MAY BE 
ALTERED BY THE CODE ON OUTPUT SO MUST BE VARIABLES IN THE CALLING 
PROGRAM • 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
OUTPUT FROM ODERT--

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
NEQN -- UNCHANGED 
YI.' -- SOLUTION AT T 
T -- LAST POINT REACHED IN INTEGRATION. NORMAL RETURN HAS 

T = TOUT OR T = ROOT 
TOUT --UNCHANGED 
RELERR,ABSERR -- NORMAL RETURN HAS TOLERANCES UNCHANGED. IFLAG=3 

SIGNALS TOLERANCES INCREASEO 
IFlAG s 2 NORMAL RETURN. INTEGRATION REACHED TOUT 

3 INTEGRATION DID NOT REACH TOUT BECAUSE ERROR 
TOLERANCES TOO SMALL. RELERR. ABSERR INCREASED 
APPROPRIATELY FOR CONTINUING 

s 4 -- INTEGRATION DID NOT REACH TOUT BECAUSE MORE THAN 
500 STEPS NEEDED 

= 5 -- INTEGRATION DID NOT REACH TOUT BECAUSE EQUATIONS 
APPEAR TO BE STIFF 

= 6 INTEGRATION DID NOT REACH TOUT BECAUSE SOLUTION 
VANISHED MAKING PURE RELATIVE ERROR IMPOSSIBLE. 
MUST USE NON-ZERO ABSERR TO CONTINUE 

= 1 INVALID INPUT PARAMETERS CFATAl ERROR) 
B NORMAL RETURN. A ROOT WAS FOUND WHICH SATISFIED 

THE ERROR CRITERION OR HAD A ZERO RESIDUAL 
: 9 ABNORMAL RETURN. AN ODD ORDER POLE OF G WAS 

FOUND. 
=10 ABNORMAL RETURN. TOO MANY EVALUATIONS OF G WERE 

REQUIRED CAS PROGRAMMED 500 ARE ALLOWED.) 
THE VALUE OF IFLAG IS RETURNED NEGATIVE WHEN THE INPUT 
VALUE IS NEGATIVE AND THE INTEGRATION DOES NOT REACH 
TOUT, I.E •• -3, ••• ,-6,-8,-9,-10. 

WORKC.I.IWORKC.I -- INFORMATION GENERALLY OF NO INTEREST TO THE 
US~R BUT NECESSARY FOR SUBSEQUENT CALLS 

RERoor.AEROOT -- UNCHANGED 
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••••• *** ••••• * •••• ***.* •• ***.** •••• **.******** •• **.****** •• *.* ••••• ** •• 
SUBSEQUENT CALLS TO ODERT--

•••• *.*.*.** ••••••••• * ••••••• * •••••• **.* ••• **.**** •• *********.********* 
SUBROUTINE ODERT RETURNS WITH ALL INFORMATION NEEDED TO CONTINUE 
THE INTEGRATION. IF THE INTEGRATION DID NOT REACH TOUT AND THE 
USER WANTS TO CONTINUE. HE JUST CALLS AGAIN. IF THE INTEGRATION 
REACHED TOUT. THE USER N~ED ONLY DEFINE A NEW TOUT AND CALL 
AGAIN. THE OUTPUT VALUE OF IFLAG IS THE APPROPRIATE INPUT VALUE 
FOR SUBSEQUENT CALLS. THE ONLY SITUATION IN WHICH IT SHOULD BE 
~LTERED IS TO STOP THE INTEGRATION INTERNALLY AT THE NEW TOUT. 
I.E •• CHANGE OUTPUT IFLAG=Z TO INPUT IFLAG=-Z. ONLY THE ERROR 
TOLERANCES AND THE FUNCTION G MAY BE CHANGEO BY THE USER BEFORE 
CONTINUING. ALL OTHER PARAMETERS MUST REMAIN UNCHANGED. A NEW 
FUNCTION G IS DETECTED AUTOMATICALLY BY COMPARING ITS VALUE AT A 
SPECIFIED INTERNAL POINT WITH A STORED VALUE FOR THE PRECEDING 
FUNCTION EVALUATED AT THE SAME POINT. 

PCOEF PCOEF PCOEF PCOEF PCOEF pCOEF PCOEF PCOEF 
*** •• ******.****.*.***.**.**********.*.* 

**.*********.*** •• ******.**.** 
*.* ••• **.** ••• ****** 

********** 
SUBROUTINE PCOEF Il.C,TC,AI 
WRITTEN BY l. F. SHAMPINE AND S. M. OAVENPORT. 

ABSTRACT 

POlFIT COMPUTES THE LEAST SQUARES PCLYNOMIAL FIT OF ORDER l AS 
A SUM OF ORTHOGONAL POLYNOMIALS. PCOEF CHANGES THIS FIT TO ITS 
TAYLOR EXPANSION ABOUT ANY POINT C, I.E. WRITES THE POLYNOMIAL 
AS A SUM OF POWERS OF (X-CI. TAKING C=O. GIVES THE POLYNOMIAL 
IN POWERS OF X. BUT 'A SUITABLE NON-lERO C OFTEN LEADS TO 
POLYNOMIALS WHICH ARE BETTER SCALED AND MORE ACCURATELY EVALUATED. 

THE PARAMETERS FOR PCOEF ARE 

INPUT 
L -

C -

A -

OUTPUT 
TC -

INDICATES THE ORDER OF POLYNOMIAL TO BE CHANGED TO 
ITS TAYLOR EXPANSION. TO OBTAIN THE TAYLOR 
COEFFICIENTS IN REVERSE ORDER. INPUT L AS THE 
NEGATIVE OF THE ORDER DESIRED. THE ABSOLUTE VALUE OF 
l MUST BE lESS THAN OR EQUAL TO NORD. THE HIGHEST 
ORDER POLYNOMIAL FITTED BY POLFIT. 
THE POINT ABOUT WHICH THE TAYLOR EXPANSION IS TO BE 
MADE. 
WORK AND OUTPUT ARRAY CONTAINING VALUES FROM lAST 
CALL TO POL FIT. 

VECTOR CONTAINING THE FIRST lL+l TAYLOR COEFFICIENTS 
WHERE LL=IABSILI. IF L.GT.O. THE COEFFICIENTS ARE 
IN THE USUA~ TAYLOR SERIES ORDER. I.E. 

PIXI = TCIll + TCIZI*lx-CI + ••• + TCIN+ll*IX-CI**N 
IF l .LT. O. THE COEFFICIENTS ARE IN REVERSE ORDER. 
I.E. 

PIXI = TCIll*IX-C)**N + ••• + TCINI*IX-C) + TCIN+ll 
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POLCOF POLCOF POLCOF POLCOF POLCOF 
****************** ••• ***.***.**** ••• **** 

*.***** ••• ***.*********.** •• ** 
**.*.*.***********.* 

*.******.* 
SUBROUTINE POLCOF IXX,N,X,C,D,WORKI 

POLCOF POLCOF 

WRITTEN BY ROBERT E. HUDDLESTON, SANDIA LABORATORIES, LIVERMORE 

ABSTRACT 
SUBROUTINE POLCOF COMPUTES THE COEFFICIENTS OF THE POLYNOMIAL 

FIT (INCLUDING HER~ITE POLYNOMIAL FITS I PROOUCED BY A PREVIOUS 
CALL TO HRMITE OR POLINT. THE COEFFICIENTS OF THE POLYNOMIAL, 
EXPANDED ABOUT XX, ARE STOREC IN THE ARRAY D. THE EXPANSION IS OF 
THE FORM 
PIZI = 0(11 + DI21.(Z-XXI +DC31.1(I-XXI**ZI + ••• + 

DINI*ICZ-XXI**IN-l". 
BETWEEN THE CALL TO POLINT lOR TO HRMITEI AND THE CALL TO POLCOF 
THE VARIABLE N AND THE ARRAYS X AND C MUST NOT BE ALTERED. 

***** INPUT PARAMETERS 

XX - THE POINT ABOUT WHICH THE TAYLOR EXPANSION IS TO BE MADE. 

N - .*** 
* X - * 
* C - **** 

N, X, AND C MUST REMAIN UNCHANGED BETWEEN THE 
CALL TO POLINT OR THE CALL TO HRMITE AND THE 
CAll TO POLCOF. 

***** OUTPUT PARAMETER 

D - THE ARRAY OF COEFFICIENTS FOR THE TAYLOR EXPANSION AS 
EXPLAINED IN THE ABSTRACT 

* •• ** STORAGE PARAMETER 

WORK - THIS IS AN ARRAY TO PROVIDE INTERNAL WORKING STORAGE. IT 
MUST BE DIMENSIONED BY AT LEAST 2*N IN THE CALLING PROGRAM. 

**** NOTE - THERE ARE TWO METHODS FOR EVALUATING THE FIT PRODUCED 
BY POLINT OR HRMITE. YOU MAY CALL POLYVL TO PERFORM THE TASK, OR 
YOU MAY CALL POLCOF TO OBTAIN THE COEFFICIENTS OF THE TAYLOR 
EXPANSION AND THEN WRITE YOUR OWN EVALUATION SCHEME. DUE TO THE 
INHERENT ERRORS IN THE COMPUTATIONS OF THE TAYLOR EXPANSION FROM 
THE NEWTON COEFFICIENTS PRODUCED BY POLINT OR HRMITE, MUCH MORE 
ACCURACY MAY BE EXPECTED BY CALLING POLYVL AS OPPOSED TO WRITING 
YOUR OWN SCHEME. 

POLFlT POLFIT POLFIT POLFIT POLF IT 
.* •••••••••• * •••••••••••••• ****.* •• ***.* 

.**.* ••• *.*******.****.*****.* 
*****************.** 

.********* 

POLFIT 

SUBROUTINE POLFIT IN,X,Y,W,MAXORD,NORD,EPS,R,IERR,AI 

POLFIT 

WRITTEN BY L. F. SHAMPINE AND S. M. DAVENPORT. THE STATISTICAL 
OPTIONS PROVIDED WERE WRITTEN BY R. E. HUDDLESTON. 

ABSTRACT 

GIVEN A COLLECTION OF POINTS XIII AND A -SET OF VALUES YIII WHICH 
CORRESPOND TO SOME FUNCTION OR MEASUREMENT AT EACH OF THE XCI), 
SUBROUTINE POLFIT COMPUTES THE WEIGHTED LEAST-SQUARES POLYNOMIAL 
FITS OF ALL ORDERS UP TO SOME ORDER EITHER SPECIFIED BY THE USER 
OR DETERMINED BY THE ROUTINE. THE FITS THUS OBTAINED ARE IN 
ORTHOGONAL POLYNOMIAL FORM. SUBROUTINE PVALUE MAY THEN BE 
CALLED TO EVALUATE TPE FITTED POLYNOMIALS AND ANY OF THEIR 
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DERIVATIVES AT ANY POINT. THE SUBROUTINE PCOEF MAY BE USED TO 
EXPRESS THt POLYNOMIAL FITS AS POWERS OF (X-CI FOR ANY SPECIFIED 
POINT C. 

THE PARAMETERS FeR POLFIT ARE 

INPUT 
N -

x -

Y -
W -

MAXORO -

EPS -

OUTPUT -
NORD -
EPS -
R -

IERR -
1 --

2 --

3 

4 --

THE NUMBER OF DATA POINTS. THE ARRAYS X, y, w, P 
MUST BE DIMENSIONED AT LEAST N (N .GE. 11. 
ARRAY OF VALUES lF THE INDEPENDENT VARIABLE. THESE 
VALUES MAY APPEAR IN ANY ORDER AND NEED NOT ALL BE 
DISTINCT. 
ARRAy OF CORRESPONDING FUNCTION VALUES. 
ARRAY OF POSITIVE VALUES TO BE USED AS WEIGHTS. IF 
WIll IS NEGATIVE, POLFIT WILL SET ALL THE WEIGHTS 
TO 1.0, WHICH MEANS ABSCLUTE ERROR WILL BE MINIMIZED. 
TO MINIMIZE RELATIVE ERROR, THE USER SHOULD SET 
WEIGHTS TO: W( 11 = 1.0/Y(lI**2, I = 1, ... ,N • 
MAXIMUM ORDFR TO BE ALLOWEO FOR POLYNOMIAL FIT. 
MAXORD MAY BE ANY NON-NEGATIVE INTEGER LESS THAN N. 
NOTE -- MAXORD CANNOT BE EQUAL TO N-l WHEN A 
STATISTICAL TEST IS TO BE USED FOR ORDER SELECTION, 
I.E., WHEN INPUT VALUE OF EPS IS NEGATIVE. 
SPECIFIES THE CRITERION TO BE USED IN DETERMINING 
THE ORDER OF FIT TO BE COMPUTED: 
(1) IF EPS IS INPUT NEGATIVE, POLFIT CHOOSES THE 

ORDER BASED ON A STATISTICAL F TEST OF 
SIGNIFICANCE. ONE OF THREE POSSIBLE 
SIGNIFICANCE LEVELS WILL BE USED: .01, .05 OR' 
.10. IF EPS=-l.O, THE ROUTINE WILL 
AUTO~ATICALLY SELECT ONE OF THESE LEVELS BASED 
ON THE NUMBER OF OATA POINTS AND THE MAXIMU~ 
ORDER TO BE CONSIDERED. IF EPS IS INPUT AS 
-.01, -.05, OR -.10, A SIGNIFICANCE LEVEL OF 
.01, .05, OR .10, RESPECTIVELY, WILL BE USED. 

(2) IF EPS IS SET TO 0., POLFIT COMPUTES THE 
POLYNOMIALS OF ORDERS 0 THROUGH. MAXORD • 

(31 IF EPS IS INPUT POSITIVE, EPS IS THE RMS 
ERROR TOLERANCE WHICH MUST BE SATISFIED BY THE 
FITTED POLYNOMIAL. POLFIT WILL INCREASE THE 
ORDER OF FIT UNTIL THIS CRITERION IS MET OR 
UNTIL THE MAXIMUM CRDER IS REACHED. 

O~DER OF THE HIGHEST ORDER FIT COMPUTED. 
RMS ERROR OF THE POLYNOMIAL OF ORDER NORD. 
VECTOR CONTAINING VALUES Of THE FIT OF ORDER NORD 
AT EACH OF THE X( I). EXCEPT WHEN THE STATISTICAL 
TEST IS USED, THESE VALUES ARE MORE ACCURATE THAN 
RESULTS FROM SUB~OUTINE PVALUE NORMALLY ARE. 
ERROR FLAG WITH THE FOLLOWING POSSIBLE VALUES: 
INDICATES NORMAL EXECUTION, I.~. EITHER 
(11 THE INPUT VALUE OF EPS WAS NEGATIVE, AND THE 

COMPUTED POLYNOMIAL FIT OF ORDER NORD 
SATISFIES THE SPECIFIED F TEST, OR 

(2) THE INPUT VALUE OF EPS WAS 0., AND THE FITS OF 
ALL ORDERS UP TO MAXORD ARE COMPLETE, OR 

(3) THE INPUT VALUE OF EPS WAS POSITIVE, AND THE 
POLYNOMIAL OF ORDER NORD SATISFIES THE RMS 
ERROR REQUIREMENT. 

INVALID INPUT PARAMETER. AT LEAST ONE OF THE INPUT 
PARAMETERS HAS AN ILLEGAL VALUE AND MUST BE CORRECTED 
BEFORE POLFIT CAN PROCEED. VALID INPUT RESULTS 
WHEN THE FOLLOWING RESTRICTIONS ARE OBSERVED: 

N • GE. 1 
o .LE. MAXORD .LE. N-l FOR EPS .GE. O. 
o .l.E. MAXORD .LE. N-2 FOR EPS .LT. O. 
W(ll=-J..O OR WIll .GT. 0., 1=1, ... ,N • 

CANNOT SATISFY THE RMS ERROR REQUIREMENT WITH A 
POLYNOMIAL OF ORDER NO GReATER THAN MAXORD. BEST 
FIT FUUND IS OF ORDER MAXORD. 
CANNOT SATISFY THE TEST FOR SIGNIFICANCE USING 
CURRENT VALUE OF MAXORO. STATISTICALLY, THE 
BEST FIT FOUND [S OF ORDER NURD. lIN THIS CASE, 
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NORD WILL HAVE ONE OF THE VALUES: MAXORD-2, 
MAXORO-l, OR MAXORDI. USING A HIGHER VALUE OF 
MAXOPD MAY RESULT IN PASSING THE TEST. 

A - WORK AND OUTPUT ARRAY HAVING AT LEAST 3N+3MAXORO+3 
LOCATIONS 

NOTE - POLFIT CALCULATES ALL FITS OF ORDERS UP TO AND INCLUDING 
NORD. ANY OR ALL OF THESE FITS CAN BE EVALUATED OR 
EXPRESSED AS POWERS OF CX~C) USING PVALUE AND PCOEF 
AFTER JUST ONE CALL TO POLFIT. 

poll NT POll NT POLl NT POllNT POLINT 
•••••••••••••••••••••••••••••••••••••••• 

•••••••••••••••••••••••••••••• •••••••••••••••••••• •••••••••• 
SUBROUTINE POLINT (N,X,Y,CI 

POLINT POll NT 

WRITTEN BY ROBERT E. HUDOLESTON, SANDIA LABORATORIES, LIVERMORE 

ABSTRACT 
SUBROUTINE POlINT IS DESIGNEO TO PRODUCE THE POLYNOMIAL WHICH 

INTERPOLATES THE DATA eXII),YIII), t~l, ••• ,N. POLINT SETS UP 
INFORMATION IN THE ARRAY C WHICH CAN BE USEO BY SUBROUTINE POlYVL 
TO EVALUATE THE POLYNOMIAL AND ITS DERIVATIVES AND BY SUBROUTINE 
POLCCF TO PRODUCE THE COEfFICIENTS. 

FORMAL PARAMETERS 
N - THE NUMBER OF DATA POINTS eN .GE. 11 
X - THE ARRAY OF ABSCISSAS (ALL OF WHICH MUST BE DISTINCT) 
Y - THE ARRAY OF ORDINATES 
C - AN ARRAY Of INfORMATION USED BY SUBROUTINES 
••••••• DIMENSIONING INFORMATION ••••••• 
ARRAYS X,Y, AND C MUST BE DIMENSIONED AT LEAST N IN THE CALLING 
PROGRAM. 

POLyVL POLYVL POLYVL POLYVl POLYVL 
•••••••••••••••••••••••••••••••••••••••• 

•••••••••••••••••••••••••••••• •••••••••••••••••••• •••••••••• 

POLYVL 

SUBROUTINE POLYVL CNOER,XX,YFIT,YP,N,X,C,WORK,IERR) 

POLYVL· 

WRITTEN BY ROBERT E. HUDDLESTON, SANDIA LABORATORIES, LIVERMORE 

ABSTRACT -
SUBROUTINE POLYVL CALCULATES THE VALUE OF THE POLYNOMIAL AND 

ITS fIRST NDER DERIVATIVES WHERE THE POLYNOMIAL WAS PRODUCED BY 
A PREVIOUS CALL TO HRMITE OR POLINT. 

TtlE VARUBLE N AND THE ARRAYS X AN£) c MU.ST NOT BE AL TERJ;O 
BE,TIIEEN THE CALL TO HRMIrE OR POLtNT AND THE CALL TO POLYVL. 

•••••• DIMENSIONI~G INFORMATION ••••••• 

yp 
X 
C 
WORK 

MUST 
MUST 
MUST 
MUST 

BE OI~ENSIONEO BY AT LEAST NDER 
BE DIMENSIONEO BY AT LEAST N (SEE THE ABSTRACT 
8E DIMENSIONEO BY AT LEAST 101 (SEE THE ABSTRACT 
BE DIMENSIONED 8Y AT LEAST 2.N IF NDER IS .GT. D. 

••• NOTE ••• 
IF NDER s 0 NEITHER YP NOR WORK NEED TO BE DIMENSIONED VARIABLES 
IF NOER = 1 YP DOES NOT NEED TO 8E A DIMENSIONED VARIABLE 
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••••• INPUT PARAMETERS 

NDER - THE NUMBER OF DERIVATIVES TO BE EVALUATED 

xx 

N 

x 

C 

- THE ARGUMENT AT WHICH THE POLYNO~IAL AND ITS DERIVATIVES 
ARE TO BE EVALUATED. 

- .* •• * 
* - . 
* - •• *.* 

N, X, AND C MUST NOT BE ALTERED BETWEEN THE CALL 
TO HER~ITE (OR THE CALL TO POLINT) AND THE· CALL 
TO POLYVL. 

***** OUTPUT PARAMETERS 

YFIT - THE VALUE OF THE POLYNOMIAL AT XX 

YP - THE DERIVATIVES OF THE POLYNOMIAL AT XX. THE DERIVATIVE OF 
ORDER J AT XX IS STORED IN YP(J) , J = 1, ••• ,NDER. 

IERR - OUT~UT ERROR FLAG WITH THE FOLLOWING POSSIBLE VALUES: 
1 INDICATES NORMAL EXECUTION 

***** STORAGE PARAMETERS 

WORK THIS IS AN ARRAY TO PROVIDE INTERNAL WORKING STORAGE FOR 
POLYVL. IT MUST BE DI~ENSIONED BY AT LEAST 2*N IF NOER IS 
.GT. O. IF NDER=O, WOPK DOES NOT NEED TO BE A DIMENSIONED 
VARIABLE. 

PS~THl PS~THl PSMTHl PSMTHl PSMTHI PSMTHl 
**************************************** 

********* ••• *.*.* •••••••••• **. 
*.* •• *.******* ••• *.* 

* •• ******* 
SUBROUTINE PSMTHIIX,Y,NTOTAL,NDERIV,WEIGHT,LPARAM,WORK,YPI 
WRITTEN BY ROBERT E. HUDDLESTON, SANDIA LABORATORIES, LIVERMORE 

.*.** ABSTRACT ***.* 

GIVEN DATA (XII),YI.II), I=l, ••• ,NTOTAL WHICH IS GENERALLY 
ASSUMED TO BE NOISY (BCT NOT SO NECESSARILYI, SUBROUTINE PSMTHl IS 
DESIGNED TO CALCULATE SMOOTHED YIII VALUES (AND DERIVATIVES AT 
THE X(II IF NDERIV IS GREATER THAN ZERO I. THE SIMPLEST WAY TO 
USE THIS ROUTINE IS TO CHOOSE THE DEFAULT VALUES FOR LPARA~ (SEE 
THE EXPLANATION OF LPARAM BELOW). IF YOU WISH TO CHANGE THE 
DEFAULT VALUES, THEN YOU SHOULD READ THE REST OF THIS A~STRACT 
AND THE EXPLANATION OF LPARAM. IN ADDITION THERE IS A REFERENCE 
DOCUMENT, SAND74-8200, AVAILABLE FROM ROBERT E. HUDDLESTON 
DIVISION 8322 , EXT. 2120. 

THE SUBROUTINE FITS ONLY IPTS POINTS (DEFAULT VALUE IS 9) 
AT A TIME. THESE POINTS ARE FIT WITH LEAST SQUARE 
POLYNOMIALS OF DEGREE Q,1.2, ••• ,NDEG IDEFAULT VALUE = 3) 
AND A STATISTICAL DECISION SUBROUTINE IS THEN CALLED TO 
SELECT THE MOST REPRESE~TATIVE DEGREE LESS THAN OR EQUAL 
TO NDEG BASED ON AN F DISTRIBUTION TEST. USING THIS DEGREE 
OF POLYNOMIAL A ROUTINE IS THEN CALLED WHICH EVALUATES 
NDERIV DERIVATIVES OF THE POLYNOMIAL. THESE DERIVATIVES 
ARE EVALUTED AT NEVAL POINTS (DEFAULT VALUE = 3) CENTERED 
ABOUT THE MIDDLE OF THE IPTS USED IN THE POLYNOMIAL FITS. 
(NOTE THAT ~EVAL AND IPTS ARE BOTH 000.1 THE FITTING 
POINTS ARE THEN SHIFTED BY NEVAL POINTS AND THE PROCESS 
CARRIED OUT REPEATEDLY UNTIL NTOTAL POINTS HAVE BEEN 
PROCESSED. THE NON-SYMMETRIES AT THE LEFT END AND RIGHT 
END OF THE DATA STRING ARE T~KEN CARE OF AUTOMATICALLY 
UNLESS IFLAG IS CHANGED FROM ITS DEFAULT VALUf OF 4. 

. . 
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•••• INPUT PARAMETERS •••••• 

x - SINGLY DIMENSIONED INPUT ARRAY OF ABSCISSAS. THE XCII ARE 
ASSUMED TO BE MONOTONICALLY NON-DECREASING. IF THEY ARE NOT. 
YOU SHOULD MAKE A CALL TO A SORTING ROUTINE SUCH AS SSORT 
IAVAILABLE ON THE SANDIA MATHEMATICAL PROGRAM LIBRARYI. X MUST 
BE DIMENSIONED BY AT LEAST NTDTAL. 

Y - SINGLY DIMENSIONED INPUT ARRAY OF ORDINATES CORRESPONDING TO 
THE X ARRAY. Y MUST BE DIMENSIONED BY AT LEAST NTOTAL. 

NTOTAL - THE NUMBER OF I NPUT POINTS IN EACH OF X AND Y. 
NDERJV - THE NUMBER OF DERIVATIVES ONE WISHES TO COMPUTE. 
WEIGHT - WEIGHTING FOR ABSOLUTE OR RELATIVE ERROR IN THE 

POLYNOMIAL FITS: 
SET WEIGHT z -1.0 FOR ABSOLUTE ERROR 
SET WEIGHT z 1.0 FOR RELATIVE ERROR 

LPARAM - AN INTEGER ARRAY CONTAINING CERTAIN PARAMETERS WHICH ARE 
DESCRIBED IN THE ABSTRACT BELOW. LPARAM MUST BE 
DIMENSIONED BY AT LEAST 4 IN THE CALLING PROGRAM • 
••••• IF THE USER SETS (PARAMII) • 0 • I .1 ••••• 4 IN 
••••• THE CALLING PROGRAM, SUBROUTINE PSMTHI WILL USE 
••••• DEFAULT VALUES FOR THE PARAMETERS. 
THE ELEMENTS OF THE ARRAY LPARAM CORRESPOND TO : 

LPARAMlll = IPTS IIPTS MUST BE 000. THE DEFAULT VALUE 
OF IPTS IS 9 I 

LPARAMI21 • NEVAL INEVAL MUST BE 000. THE DEFAULT 
VALUE OF NEVAL IS 3 I 

LPARAMI31 = NDEG INDEG MUST BE LESS THAN OR EQUAL 
TO IPTS-l. IT MUST BE LESS THAN 
IPTS-l IF ANY SMOOTHING IS TO BE 
ACHIEVED. THE DEFAULT VALUE FOR 
NDEG IS 3 I 

LPARAM(4) = IFLAG ITHE DEFAULT VALUE OF IFLAG IS 4 • 
THIS SHDULD NOT BE ALTERED UNLESS 
YOU HAVE READ SAND74-8200 I 

•••• OUTPUT PARAMETERS •••••• 

Y - CONTAINS THE SMOOTHED VALUES OF THE ORDINATES II.E. YIII 
CONTAINS THE VALUE OF THE LEAST SQUARE POLYNOMIAL FIT 
eVALUATED AT XlIII. 

YP - SINGLY DIMENSIONED OUTPUT ARRAY OF DERIVATIVES. THE J TH 
DERIVATIVE EVALUATED AT THE ABSCISSA XIII IS LOCATED IN 
YPII + IJ-ll.NTOTALI. YP MUST BE DIMENSIONED BY AT LEAST 
NTOTAL.DERIV. AN ALTERNATIVE IS FOR YP TO BE A TWO 
DIMENSIONAL ARRAY DIMENSIONED YPINTOTAL,NDERIVI. THEN 
YPII.JI IS THE J TH DERIVATIVE AT XCII. 

•••• STORAGE PARAMETER •••• 

WORK - SINGLY DIMENSIONED WORK ARRAY TO PROVIDE THE NECESSARY 
INTERNAL STORAGE FOR THE SUBROUTINE. IT MUST BE 
DIMENSIONED BY AT LEAST 5.IPTS + 3.NDEG + 3. 
IF ONE USES THE DEFAULT VALUES FOR IPTS AND NDEG, THEN 
WORK MUST BE DIMENSIONED BY AT LEAST 57. 

•••• NOTE. INVALID INPUT IS DIAGNOSED AND THE DIAGNOSTICS ARE 
PROCESSED BY ERRCHK. 
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PVALUE PVALUE PVALUE PV ALUE PVALUE 

ON 

**************************************** 
****************************** 

******************** 
*********. 

SUBROUTINE PVALUE IL,NDER.X,YFIT,YP.AI 
WRITTEN BY L. F. SHAMPINE "AND S. M. DAVENPORT. 

ABSTRACT 

THE SUBROUTINE PVALUE USES THE COEFFICIENTS GENERATED BY POLFIT 
TO EVALuATE THE POLYNOMIAL FIT OF ORDER L, ALONG WITH THE FIRST 
NDER OF ITS DEPIVATIVES. AT A SPECIFIED POINT. COMPUTATIONALLY 
STABLE RECURRENCE RELATIONS ARE USEe TO PERFORM THIS TASK. 

THE PARAMETERS FOR PVALUE ARE 

INPUT 
L -

NDER -

x -

A -

DUTPUT -
YFIT -
YP -

ON ON 

THE ORDER OF POLYNOMIAL TO BE EVALUATEO. L MAY BE 
ANY NON-NEGATIVE INTEGER WHICH IS LESS THAN OR EQUAL 
TO NORO, THE HIGHEST ORDER POLYNOMIAL PROVIDED 
BY POLFIT. 
THE NUMBER OF DERIVATIVES TO BE EVALUATED. NDER 
MAY BE 0 OR ANY POSITIVE VALUE. IF NDER IS LESS 
THAN 0, IT WILL BE TREATED AS O. 
THE ARGUMENT AT WHICH T~E POLYNOMIAL AND ITS 
DERIVATIVES ARE TO BE EVALUATED. 
WORK AND OUTPUT ARRAY CONTAINING VALUES FROM LAST 
CALL TO POLFIT. 

VALUE OF THE FITTING 
ARRAY CONTAINING THE 
OF THE POLYNOMIAL OF 
DIMENSIONED AT LEAST 

POLYNOMIAL OF ORDER L AT X 
FIRST THROUGH NDER DERIVATIVES 
ORDER L. YP MUST BE 

NDER IN THE CALLING PROGRAM. 

QN ON QN ON ON QN QN QN QN 
*****.*** •• *********.*********.********* 

***.*.****** •• * •• ******.****** 
******************** 

********** 
SUBROUTINE QNIFOFX,NEON,x.MBAND,OISMAX.RELERR.ABSERR.IFLAG.RES. 

1 WORK.IWORKI 

WRITTEN BY L. F. SHAMPINE AND M. K. GORDON, 5122 

*********************************************************************** 
ABSTRACT 

*********************************************************************** 
SUBROUTINE ON SOLVES A SYSTEM OF NEON SIMULTANEOUS, NONLINEAR 
EQUATIONS IN NEQN UNKNOWNS. THAT IS. IT SOLVES THE PROBLEM FIX) = 0 
WHERE X IS A VECTOR WITH COMPONENTS Xlll, •••• XCNEQNI AND F IS A 
VECTOR OF NONLINEAR FUNCTIONS FI1, •••• ,FfNEQNI EACH OF THE FORM 

FIIIIXIl, •••• ,XINEQNII = 0.0 

THE SOLUTION VECTOR X IS LOCATED BY A QUASI-NEWTON ITERATION 
SCHEME IN WHICH THE EQUATIONS ARE REPEATEDLY LINEARIZED AND SOLVED 
UNTIL SUCCESSIVE ITERATES CONVERGE. THE USER SUPPLIES AN INITIAL 
GUESS FOR THE SOLUTION AND A REGION ABOUT THAT GUESS KNOWN TO 
CONTAIN THE SOLUTION. 

DETAILS OF THE USE OF THE CODE AND OF THE ALGORITHM ARE FOUND IN 
SAND 75-0450. 

***********************.*********************************************** 
OECLARATIONS 
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••••••••• * •••••••••••••• * •••• * ••••••••••• * ••••••••• *.* •••••••••••• *.* •• 
IN THE CALLING PROGRAM THE USER MUST DECLARE FDFX IN AN 
EXTERNAL STATEMENT AND OI~ENSIGN THE ARRAYS X AND DISMAX 
AT LEAST NEQN. THE ARRAY WORK AT LEAST Z.NEQN •• Z+S.NEQN+4 
AND IWORK AT LEAST NEQN+1 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
ON INPUT THE PARAMETERS IN THE CALL LIST ARE 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
FDFX - EXTERNAL SUBROUTINE OF THE FORM FOFXIX.FI TO 

EVALUATE THE EQUATIONS 
FIIIIXC1'.XIZI ••••• XCNEQN)I=O,Y-1 ••••• NEQN 

NEQN - NUMBER OF EQUATIONS TO BE SOLVED. (DIMENSION OF 
X AND F IN FOFX) 

XI.) - VECTOR CONTAINING AN INITIAL GUESS FOR THE SOLUTION 
MBAND - THE SYSTEM OF EQUATIONS [S SAID TO HAVE HALF BANO 

WIDTH MBAND IF FOR EACH I, EQUATION I INVOLVES ONLY 
THE VARIABLES XIJI WITH ABSII-J) .LE. MBAND. IF THERE 
IS NO BAND STRUCTURE OR THE STRUCTURE [S NOT KNOWN, 
SET MBAND .GE. NEQN/2 

DISMAXI., - VECTOR SPECIFYING SIZE OF REGION IN WHICH 
SOLUTION IS SOUGHT. THE I-TH COMPONENT OF THE SOLUTION 
MUST BE BETWEEN XII'-DISMAXII' AND XIII+DISMAXIII. 
ALL COMPONENTS OF DISMAX MUST BE POSITIVE NUMBERS 

RELERR,ABSERR - RELATIVE AND ABSOLUTE E~ROR TOLERANCES 
RESPECTIVELY [N THE CONVERGENCE TEST. THE [TERATES ARE 
SAID TO HAVE CONVERGED WHEN THE COOE BELIEVES THAT 
ABSIERRORCIII .LE. RELERR.ABS(X(III + ABSERR 

FOR I-l,2, ••• ,NEQN 
NOTE THE DANGER OF TAKING ABSERR=O.O IF ANY SOLUTION 
COMPONENT IS ZERO 

IFLAG - INCICATOR FOR STATUS OF COMPUTATION. ON FIRST CALL 
SET IT TO 1 

WORKI., - REAL ARRAY USED FOR INTERNAL STORAGE 
IWORKI., - INTEGER ARRAY FOR INTERNAL STORAGE 

••••••••••••••••••••• *** ••• * •••••• **.* •• ** •••• * •••••••••••••••• * •••••• * 
ON OUTPUT THE ALTERED PARAMETERS ARE 

••• ** ••••••• *** •••••••••••••••• * ••• * ••••••••••• * ••• * •••• ** •• ** •••••• * •• 
X(*I - THE CURRENT APPROXIMATE SOLUTION (ITERATEI 
IFLAG INDICATOR OF STATUS OF COMPUTATION 

2 THE ITERATES CONVERGED 
= 3 THE RESIDUAL OF THE CURRENT ITERATE IS TEN 

ORDERS OF MAGNITUDE SMALLER THAN THAT OF 
INITIAL GUESS 

4 TOO MUCH WORK. THE ITERATES APPEAR TO BE 
CONVERGING SLOWLY 

5 TOO MUCH WORK. THE [TERATES DO NOT APPEAR TO BE 
CONVERGING. SEE IFLAG=6 FOR POSSIBLE REMEDIES 

= 6 THE ITERATES ARE NCT CONVERGING. POSSIBLE 
REASONS ARE 

1. A POOR INITIAL GUESS. CHOOSE 
ANOTHER INITIAL GUESS 

2. A POORLY SCALEO PROBLEM. RESCALE 
THE INOEPENDENT VARIABLES X ANDIOR THE 
DEPENDENT VARIABLES F 

3. THE ACCURACY REQUESTED IS NOT POSSIBLE 
DUE TO ERROR IN THE FUNCT[ON 
EVALUATIONS. INCREASE ERROR 
TOLERANCES OR EVALUATE FUNCTIONS 
MORE ACCURATELY. 

= 1 THE JACOBIAN MATRIX FORMED BY CIFFERENCING 
APPEARS S[NGULAR. CHOSE ANOTHER INITIAL GUESS, 
RESCALE, INCREASE DISMAX, OR REORDER THE 
EQUATIONS AND TRY AGAIN 

S SUCCESSIVE ITERATES LIE OUTSIDE THE REGION 
SPECIFIED BY D[SMAX. CHOOSE ANOTHER [NITIAL 
GUESS OR [NCREASE DISMAX AND TRY AGAIN 

= 9 INVALID INPUT. VALID INPUT IS 
NEQN .GE. 1 
MBAND .GE. 1 
DISMAXIII .GT. 0, Ial •••• ,NEQN 
RELERR .GE. O. ABSERR .GE. 0, AND 
AMAXIIRElERR,ABSERRI .GT. 0 
1 .LE. IFLAG .LE. B 

RES - THE SIZE OF THE RESIDUAL F. (THE LENGTH OF 
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THE VECTOR) 
WORKI*) - COMPONENTS 2,3, ••• ,NEQN+l CONTAIN THE ITERATE 

ASSOCIATED WITH THE SMALLEST RESIDUAL SEEN IN THE 
COMPUTATION AND WORKIl) CONTAINS THE SIlE OF 
THAT RESIDUAL. USUALLY, BUT NOT ALWAYS, THESE ARE THE 
SA~E VALUES AS STORED IN X AND RES, RESPECTIVELY. 

THE USER MAY CONTINU~ THE ITERATION PROCESS BY CALLING QN AGAIN WITH 
THE OUTPUT VALUES OF X AND IFLAG. THIS IS REASONABLE IN THE CASE 
IFLAG=3 WHEN THE SOLUTION RETURNED IS NOT SUFFICIENTLY ACCURATE; IT 
MAY BE REASONABLE W~EN IFLAG=4. WITH ALL REMAINING FLAGS FOR 
NON-CONVERGENCE. THE USER SHOULD TAKE THE SUGGESTED ACTION AND 
CALL QN AGAIN WITH IFLAG = 1 (RESTART). 

THE USER HAS THE OPTION OF EXAMINING THE SOLUTION VECTOR AND 
RESIDUAL AFTER EACH ITERATION. TO DO SO, HE MUST SUPPLY A 
SUBROUTINE NAMED QNCHK OF THE FORM SUBROUTINE QNCHK(X,RESI WHICH 
PRINTS OUT OR OTHERWISE USES THE INFORMATION. FOR EXAMPLE, 

QNC3 

SUBROUTINE QNCHKIX,RESI 
DIMENSION XIII 
PRINT 1.X,RES 

1 FORMATI ••• I 
RETURN 
E~D 

QNC3 QNC3 ONC3 QNC3 QNC3 QNC3 
**************************************** 

****************************** 
******************** 

********** 
SUBROUTINE ONC3 (FUN.A.B,ERR,ANS,IERR) 
ORIGINAL TECHNIQUE WAS ALGORITHM 182 CACM 6 (1963) 315 
PRESENT VERSION BY R E JONES. SANDIA LABORATORIES 

QNC3 QNC3 

SALIENT FEATURES -- INTERVAL BISECTION, COMBINED RELATIVE/ABSOLUTE 
ERROR CONTROL. ESTIMATION OF TOTAL QUADRATURE ERROR, COMPUTED 
MAXIMUM REFINEMENT LEVEL WHEN A IS CLOSE TO B. 

ABSTRACT 
QNC3 INTEGRATES REAL FUNCTIONS OF ONE VARIABLE OVER FINITE 
INTERVALS. USING AN ADAPTIVE SIMPSONS-RULE (3-POINT NEWTON
COTES) ALGORITHM. FOR VALUES OF ERR SMALLER THAN ABOUT 1.OE-6 
QNC3 BECOMES RELATIVELY INEFFICIENT AND QNC7 OR GAUSS SHOULD 
BE USED INSTEAD. 

DESCRIPTION OF ARGUMENTS 

INPUT--
FUN -

A 
B 
ERR -

NAME OF EXTERNAL FUNCTION TO BE INTEGRATED. THIS NAME 
MUST BE IN AN EXTERNAL STATEMENT IN THE CALLING PROGRAM. 
FUN MUST BE A FUNCTION OF CNE REAL ARGUMENT. THE VALUE 
OF THE ARGUMENT TO FUN IS THE VARIABLE OF INTEGRATION 
WHICH RANGES FROM A TO B. 
LOWER LIMIT OF INTEGRAL 
UPPER LIMIT OF INTEGRAL (MAY BE LESS THAN Al 
IS A REQUESTED ERROR TOLERANCE. NORMALLY PICK A VALUE OF 
ABS(ERR).LT.l.E-3. ANS WILL NORMALLY HAVE NO MDRE ERROR 
THAN ABSIERRI TIMES THE INTEGRAL OF THE A8S0LUTE VALUE 
OF FUNIXI. USUALLY, SMALLER VALUES FOR ERR YIELD 
MORE ACCURACY AND REQUIRE MORE FUNCTION EVALUATIONS. 
A NEGATIVE VALUE FOR ERR CAUSES AN ESTIMATE OF THE 
ABSOLUTE ERROR IN ANS TO BE RETURNED IN ERR. 

OUTPUT--
ERR - WILL BE AN ESTIMATE OF THE ERROR IN ANS IF THE INPUT 

VALUE OF ERR WAS NEGATIVE. THE ESTIMATED ERROR IS SOLfLY 
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FOR INFOR~ATION TO THE USER AND SHOULO NOT BE USED AS 
A CORRECTION TO THE COMPUTED INTEGRAL. 

ANS - CO~PUTED VALUE OF INTEGRAL 
IERR- A STATUS CODE 

--NORMAL CODES 
1 ANS MOST LIKELY MEETS REQUESTED ERROR TOLERANCE, 

OR A=B. 
-1 A AND B ARE TOO NEARLY EQUAL TO ALLOW NORMAL 

INTEGRATION. ANS IS SET TO ZERO. 
--ABNORMAL COOE 

QNC1 

2 ANS PROBABLY OOES NOT MEET REQUESTED ERROR TOLERANCE. 

QNC7 QNC1 QNC7 QNC7 

************************.* ••• * 
** •• ***.*** •••• ***** 

*.* •• ** ••• 

QNC7 QNC1 

SUBROUTINE QNC7 {FUN;A,B,ERR,ANS,IERRI 
ORIGINAL ROUTINE BY DAVID L. KAHANER, LASL 
PRESENT VERSION BY R E JONES, SANDIA LABORATORIES 
SALIENT FEATURES -- INTERVAL BISECTION, COMBINED RELATIVE/ABSOLUTE 
ERROR CONTROL, ESTIMATION OF TOTAL QUADRATURE ERROR, COMPUTED 
MAXIMUM REFINEMENT LEVEL WHEN A IS CLOSE TO B. 

ABSTRACT 
QNC1 INTEGRATES REAL FUNCTIONS OF ONE VARIABLE OVER FI~ITE 
INTERVALS, USING AN ADAPTIVE 7-POINT NEWTON-COTES ALGORITHM. 
QNC7 IS EFFICIENT OVER A WIOE RANGE OF ACCURACIES, BUT QNC3 
MAY BE MORE EFFICIENT ON DIFFICULT LOW ACCURACY PROBLEMS, 
AND GAUS8 MAY BE MORE EFFICI~NT ON HIGH ACCURACY PROBLEMS 
{ERR LESS THAN l.OE-8, SAY' OR ON PROBLEMS INVOLVING VERY 
SMOOTH FUNCTIONS. 

DESCRIPTION OF ARGUMENTS 

INPUT--
FUN -

A 
B 
ERR -

NAME OF EXTERNAL FUNCTION TO BE INTEGRATED. THIS NAME 
MUST BE IN AN EXTERNAL STATEMENT IN THE CALLING PROGRAM. 
FUN MUST BE A FUNCTION OF ONE REAL ARGUMENT. THE VALUE 
OF THE ARGUMENT TO FUN IS THE VARIABLE OF INTEGRATION 
WHICH RANGES FROM A TO B. 
LOWER LIMIT OF INTEGRAL 
UPPER LIMIT OF INTEGRAL {MAY BE LESS THAN AI 
IS A REQUESTED ERROR TOLERANCE. NORMALLY PICK A VALUE OF 
ABS(ERRI.LT.1.E-3. ANS WILL NORMALLY HAVE NO MORE ERROR 
THAN ABSCERRI TIMES THE INTEGRAL OF THE ABSOLUTE VALUE 
OF FUNCXI. USUALLY, SMALLER VALUES FOR ERR YIELD 
MORE ACCURACY ANO REQUIRE MORE FUNCTION EVALUATIONS. 
A NEGATIVE VALUE FOR ERR CAUSES AN ESTIMATE OF THE 
ABSOLUTE ERROR IN ANS TO BE RETURNED IN ERR. 

OUTPUT--
ERR - WILL BE AN ESTIMATE OF THE ERROR IN ANS IF THE INPUT 

VALUE OF ERR WAS NEGATIVE. 
ANS - COMPUTED VALUE OF INTEGRAL 
IERR- A STATUS CODE 

--NORMAL CODES 
1 ANS MOST LIKELY MEETS REQUESTED ERROR TOLERANCE, 

OR A=B. 
-1 A AND B ARE TOO NEARLY EQUAL TO ALLOW NORMAL 

INTEGRATION. ANS IS SET TO ZERO. 
--ABNORMAL CODE 

2 ANS PROeABLY DOES NOT MEET REQUESTED ERROR TOLERANCE. 
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QPPlOT QPPlOT QPPlOT QPPlOT QPPlOT QPPlOT QPPLOT 
*******.******.******* •• * •• *.* •••••••••• 

••••••••••• ****.* •••••• * ••••• * 
** •••••••• * •••••••• * 

••••••• *** 
SUBROUTINE QPPlOT IXl,Yl,Nll 

TRIVIAL INTERFACE INTO ROUTINE XPPLOT FOR LINE PRINTER 
PLOTS OF A SINGLE FUNCTION. (Xl(Il,YlIIl,I=l,Nl'. 

QTplOT QTPLOT QTPlOT QTPlOT 
***** ••••• ** •• * ••• *** •• ** ••••• * •• * •• **** 

•••• *.**.** •• *.*.*******.***** 
*.***.************** 

*******.** 

QTPLOT QTPLOT 

SUBROUTINE CTPLOT IX1,Yl.Nll 

TRIVIAL INTERFACE INTO ROUTINE XPPlOT FOR TELETYPE PLOTS 
OF A SINGLE FUNCTION IXIII',YIII',I=l,Nl'. 

RBND2 RBND2 RBND2 RBND2 
******************************.********* 

** •• ***********.** •• ********** 
******************** 

.***.**.** 
SUBROUTINE RBND2IN,COEF,WR,WI,ABSERR,RELERR,KLUST,KERI 
WRITTEN BY CARL B. BAILEY AND MODIFIED BY WILLIAM R. GAVIN 

ABSTRACT 

THIS ROUTINE COMPUTES ERROR BOUNDS AND CLUSTER COUNTS 

RBND2 

FOR APPROXIMATE ZEROS OF A POLYNOMIAL WITH REAL COEFFICIENTS. 
THE ZEROS ~AY HAVE BEEN COMPUTED BY ANY APPROPRIATE ROUTINE. 
IFOR EXAMPLE, BY RPQRl 
THE METHOD USED IS BASED ON THE FACT THAT THE VALUE OF A 
POLYNOMIAL AT ANY POINT IS EQUAL TO THE LEADING COEFFICIENT 
TIMES THE PRODUCT OF THE DISTANOES FROM THAT POINT TO EACH 
OF THE ZEROES. GIVEN THE VALUE CF THE POLYNOMIAL AT AN 
APPROXIMATE ZERO, RBND2 COMPUTES FOR EACH APPROXIMATE ZERO 
THE RADIUS OF A CIRCLE ABOUT THAT APPROXIMATE ZERO WHICH 
CONTAINS A TRUE ZERO OF THE POLYNOMIAL. USING THE KNOWN 
DISTRIBUTION OF APPROXIMATE ZEROES. AN ITERATIVE PROCEDURE 
IS USED TO SHRINK THE RADII OF THE CIRCLES. 

DESCRIPTION OF ARGUMENTS 
THE USEP MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL LIST 

COEFIN+l,. WRINl, WIINI, ABSERRINI, RELERRINl, KLUSTINl 

INPUT---
N - DEGREE OF THE POLYNOMIAL INUMBER OF ZEROS). 
COEF - REAL ARRAY OF N+l COEFFICIENTS IN ORDER OF DESCENDING 

POWERS OF Z, I.E. 
PilI = COEFlll*IZ**NI + ••• + COEFINI*Z + COEFIN+ll 

WR - REAL ARRAY OF N REAL PARTS OF APPROXIMATE lE~OS. 
WI - REAL ARRAY OF N IMAGINARY PA~TS OF APPROXIMATE lEROS. 

OUTPUT--
ABSERR - REAL ARRAY OF ABSOLUTE ERROR BOUNDS. 

THE ABSOLUTE ERROR BOUND IN THE ZERO 
RELERR - REAL ARRAY OF RELATIVE ERROR BOUNDS. 

A6SERRIII IS 
I WR I [) ,W II I II • 

RELERRIII IS 



ROET 

79 

THE ~ELATIVE ERROR BOUND IN THE ZERO IWRIII,WIIIII. 
KLUST - INTEGER ARPAY OF CLUSTER COUNTS FOR ZEROS. THE TRUE 

lERO CORRE:SPONDING TO I-TH APPROXIMATE ZERO LIES IN 
A CIRCLE OF RADIUS ABSERRIII. KLUSTIII IS THE NUMBER 
OF CIRCLES INCLUDING THE I-TH CIRCLE WHICH OVERLAP 
THE I-TH CIRCLE. THE CLUSTER COUNT OFTEN INDICATES 
THE MULTIPLICITY OF A lERO. 

KER - AN ERROR FLAG 
-NORMAL CODE 

o MEANS THE BOUNDS AND COUNTS WERE COMPUTED. 
-ABNORMAL CODES 

1 N (DEGREEI MUST BE .GE. 1 
2 LEADING COEFFICIENT IS ZERO 

ROET ROET poET RoET RDET ROET 
**************************************** 

** •• **.********** •• ***.******* 
*** ••••• *****.****** 

******.*** 
SUBROUTINE RDETINO,N,A,DET,KERI 
WRITTEN BY CARL B. BAILEY, MAY 1972. 

ABSTRACT 

ROET 

RDET EVALUATES THE DETERMINANT OF A REAL MATRIX -A-. 

pOET 

THE MATRIX -A- IS DECOMPOSED BY GAUSSIAN ELIMINATION INTO THE 
PRODUCT OF TRIANGULAR FACTORS -L- AND -U-. THE DETERMINANT OF 
-A- IS COMPUTED THEN AS THE DETERMINANT OF -L- TIMES THE 
DETERMINANT OF -U-. 

RGET SHOULD NOT BE USED TO SOLVE SYSTEMS OF LINEAR ALGEBRAIC 
EQUATIONS, SAY BY CRAMER-S RULE. SYSTEMS OF LINEAR ALGEBRAIC 
EQUATIONS SHOULD BE SOLVED OIRECTLY USING SAXB OR SAXBI. 
RDET CALLS THE ROUTINE RLUO TO PERFORM LU DECOMPOSITION. 

REFERENCE 
1. G.E.FORSYTHE AND C.B.MOLER, COMPUTER SOLUTION OF LINEAR 

ALGEBRAIC EQLATIONS, PRENTICE-HALL, 1967 

DESCRIPTION OF ARGUMENTS 
THE USER MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL LIST 

AIND,N) 

--I NPUT---:-
NO - THE ACTUAL FIRST DIMENSION OF THE ARRAY -A-. 
N - NUMBER OF ROWS IN MATRIX -A- 11 .LE. N .LE. NDI 
A - AN ARRAY DIMENSIONED WITH EXACTLY -ND- ROWS AND 

--OUTPUT--

AT LEAST -N- COLUMNS. THE -N- BY -N- LEADING 
SUBARRAY MUST CONTAIN THE COEFFICIENT MATRIX -A-. 

A - WILL BE DESTROY EO DURING EVALUATION OF A DETERMINANT. 
DET - WILL BE THE DETERMINANT OF -A- UNLESS KER .NE. O. 
KER - AN ERROR CODE 

--NORMAL CODES 
o MEANS NO ERRORS WERE DETECTED 

--ABNORMAL CODES 
1 MEANS -NO- WAS NOT IN THE RANGE 1 .lE. NO .LE. 325 
2 MEANS -N- WAS NOT IN THE RANGE l. .Li:. N .LE. NO. 
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RFFT RFFT RFFT RFFT RFFT 
•••••••••••••••••••••••••••••••••••••••• •••••••••••••••••••••••••••••• •••••••••••••••••••• •••••••••• 

I CENT RFFT 

SUBROUTINE RFFTCOATA,NI 

ABSTRACT 

RFFT 

RFFT COMPUTES THE ONE-DIMENSIONAL FAST FOURIER TRANSFORM OF 
REAL DATA OF LENGTH Nt WHERE N IS A POWER OF TWO. 

RFFT 

If N IS A POWER OF TWO, THE COMPUTATION PERFORMED BY THE CALL, 
CALL RFFTIDATA,NI 

IS EQUIVALENT TO THAT PERFORMED BY THE CALL, 
CALL FCURTRCCATA,N.-ltOI 

EXCEPT THAT RFFT IS THREE TO FIVE TIMES FASTER THAN FOURTR. 
EXECUTION TIME FOR RFFT IS ABOUT 2.8E-6.N.LOG2CNI SECONDS 
ON THE COC6600. FOR N=1024. THIS IS ABOUT Z8 MILLISECONDS. 

RFFT IS WRITTEN IN THE CDC6600 ASSEMBLY LANGUAGE. COMPASS. 
THUS, IT IS NOT CONVERTIBLE TO OTHER COMPUTER SYSTEMS. 
USERS NEEOING MACHINE INDEPENDENCE SHOULD USE THE 
FOURTR/FOURTH/FOURT PACKAGE COR OTHER COMPARABLE ROUTINES 
AVAI LABLE FROM THE MATH 1I BRARY PROJECT I INST EAD OF RFFT /RFFT I. 

RFFT COMPUTES ONLY THE NON-REDUNDANT COEFFICIENTS OF THE 
DISCRETE FOURIER TRANSFORM. THAT IS, IT COMPUTES THE 
FOURIER COSINE AND SINE COEFfICIENTS FOR 0 TO N/Z CYCLES 
OVER THE GIVEN TIME (OR'SPACEI INTERVAL. THESE TWO 
COEFFICIENTS, FOR THE FREQUENCY OF K CYCLES OVER THE GIVEN 
INTERVAL, ARE DEFINED AS FOLLOWS--

N 
COS COEFCKI SUM 
SIN COEFCKI = -SUM 

1=1 

DATACII.CCSC2.PI.CI-II.K/NI I 
DATAIII.SIN(2.PI.{I-II.K/NI I 

THESE TWO COEFFICIENTS ARE RETURNEO IN DATA(2.K+l) AND 
DATAIZ.K+ZJ. RESPECTIVELY, FOR K=O TO N/2. 
THUS, THE ARRAY, DATA, MUST BE DIMENSIONED AT LEAST 
2.CNIZ+l1 = N+Z. COEFFICIENTS FOR FREQUENCIES 
FROM N/2+1 TO N-l. IF DESIRED, MAY BE COMPUTED BY THE SIMPLE 
RELATIONS, 

COS COEF(N-KI = COS COEFCK) 
SIN COEFCN-KI = - SIN COEFIKI 

NOTE THAT THE INPUT VALUES MUST CORRESPOND TO EQUALLY 
SPACED TIME (OR SPACE) VALUES. NOTE ALSO THAT SIN COEFIOI 
AND SIN COEFCN/21 WILL ALWAYS BE ZERO. 

SEE SUBROUTINE RFFTI FOR THE CORRESPONOING INVERSE TRANSFORM. 

DESCRIPTION Of ARGUMENTS 
THE USER MUST DIMENSION THE ARRAY, DATACN+ZI 

INPUT---
DATA -

N 

REAL ARRAY WHICH CONTAINS THE DATA TO BE TRANSFORMED. 
DATA MUST BE DIMENSIONED AT LEAST N+2, THE FIRST N 
WORDS CONTAINING THE VALUES TO BE TRANSFORMED. 
NUMBER OF VALUES TO BE TRANSFORMED. N MUST BE A 
POWER OF TWO, AND IT ~UST BE IN THE RANGE OF 4 TO 
65536=2 •• 16. IF N IS NOT A POWER OF TWO OR IS OUT 
OF THE STATED RANGE, A FATAL PROGRAM ERROR WILL RESULT. 

OUTPUT---
DATA - WILL CONTAIN THE COSINE AND SINE COEFFICIENTS FOR 

FREQUENCIES 0 TO N/Z, AS DESCRIBED IN THE ABSTRACT. 

REFERENCES 
(11 R C SINGLETON, *ON COMPUTING THE FAST FOURIER TRANSFORM., 

COMM. ACM, VOL 10, 1967, PP 6~7-654. 
IZ) LASL LIBRARY ROUTINE LA-F501A, BY B R HUNT. 

AUTHOR 
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THE ORIGINAL COMPASS VERSION OF THIS COOE WAS WRITTEN 
8Y 8 R HUNT OF LASL. THIS VERSION WAS PREPARED FOR THE 
SANDIA MATH LIBRARY BY R E JONES, DIV 2642, APRIL 1975 

RFFTI RFFTI RFFTI RFFTI RFFTI 

*****************.***.*.****** 
•••••• * ••• * ••• * •• *.* 

IDENT RFFTI 

SUBROLTINE RFFTI(OATA,NI 

A8STRACT 

*.*.****** 

RFFTI RFFTI 

RFFTI COMPUTES THE ONE-DIMENSIONAL INVERSE FAST FOURIER 
TRANSFORM, GIVEN N/2+1 COSINE AND N/2+l SINE COEFFICIENTS 
IN THE FORM RETURNED BY RFFT lOR BY FOURTR, OR BY FOURT, IF 
IFORM=O WAS USEDI, WHERE N IS A POWER OF TWO. 
IF N IS A POWE~ OF TWO, THE COMPUTATION PERFORMED BY THE CALL, 

CALL RFFTIlDATA,NI 
IS EQUIVALENT TO THAT PERFORMED BY THE CALL, 

CALL FOLRTHlOATA,N,+1.01 
EXCEPT THAT RFFTt IS THREE TO FIVE TIMES FASTER THAN FOURTH. 
EXECUTION TIME FOR RFFTI IS ABOUT Z.9E-6.N.LOGZINI SECONDS 
ON THE COC6600. FOR N=10Z4. THIS IS ABOUT 29 MILLISECONDS. 

RFFTI IS WRITTEN IN THE CDC6600 ASSEMBLY LANGUAGE, COMPASS. 
THUS, IT IS NOT READILY CONVERTIBLE TO OTHER COMPUTER SYSTEMS. 
USERS NEEDING ~ACHINE INDEPENCE SHOULD USE THE 
FOURTR/FOURTH/FOURT PACKAGE lOR OTHER COMPARABLE ROUTINES 
AVAILABLE FROM THE LIBRARY PROJECT I INSTEAD OF RFFT/RFFTI. 

THE CALCULATIGN PERFO~MED BY RFFTI IS EQUIVALENT 
TO THE FOLLOWING, WHERE THE SUMS ARE FROM 1=1 TO I=NIZ-l. 
AND K=l TO N. 

RESULTlKI = OAlAU I 
+ Z*SUMI OATAlZ.I+11*COSl2*PI*I.lK-11/NI 
- Z.SUMI OATAl2*I+Z'*SINIZ*PI*I*IK-II/NI 
+ DATAIN+1)*COSCPI*CK-IIJ 

THUS. FOR 1=0 TO N/Z. THE INPUT DATAIZ.I+1)' AND DATA(2*1+21 
MUST BE THE COSINE AND SINE COEFFICIENTS FOR THE FREQUENCY OF 
I.OF, WHERE OF IS THE FREQUENCY SPACING. 
CNOTE THAT THE INPUT DATACZJ AND OATAIN+ZJ ARE ASSUMED TO = 0.1 
RESULTll) TO RESULTCNI WILL BE RETURNED IN DATA(1) TO DATAlN), 
AND OATAIN+1I AND DATAIN+ZI WILL BE SET TO ZERO. 
RESULT(I) WILL CORRESPOND TO A TIME VALUE OF II-ll/tN.DF). 
FOR 1=1 TO N. 

NOTE-- A CALL TO RFFT FOLLOWED BY A CALL TO RFFTI IWITH NO 
NO OTHER CALCULATIONS DONE IN BETWEENI WILL RESULT IN 
MULTIPLICATION OF THE ORIGINAL DATA BY THE VALUE OF N. 
THIS FACTOR OF N MUST BE ACCOUNTED FOR AS APPROPRIATE 
IN THE GIVEN APPLICATION. 

SEE SUBROUTINE RFFT FOR THE CORRESPONOING FORWARD TRANSFORM. 

DESCRIPTION OF ARGUMENTS 
THE USER MUST DIMENSION THE ARRAY. OATAIN+21 

INPUT---
DATA - REAL CR COMPLEX ARRAY CONTAINING THE N/2+1 PAIRS OF 

COEFFICIENTS, IN THE FORM DISCUSSEO ABOVE. CI.E •• IN 
THE FORM RETURNED 8Y RFFT.) 

N - THE NUMBER OF REAL VALUES THAT ARE TO RESULT FROM 
THE INVERSE TRANSFORM. N MUST BE A POWER OF TWO 
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AND IT MUST BE IN THE RANGE OF 4 TO 65536=2**16. 
IF N IS NOT A POWER OF TWO OR IT IS OUT OF THE STATED 
RANGE, A FATAL PROGRAM ERROR WILL ~ESULT. 

DATA - WILL CONTAIN THE REQUESTEO INVERSE TRANSFORM IN 
DATA(l) TO DATAINI. DATAIN+11 AND DATAIN+21 WILL = O. 

REFERENCES 
(1) R C SINGLETON, *ON COMPUTING THE FAST FOURIER TRANSFORM*, 

COMM. ACM, VOL 10, 1967, PP 647-654. 
(2) LASL LIBRARY ROUTINE LA-F502A, BY B R HUNT. 

AUTHOR 
THE ORIGINAL COMPASS VERSION OF THIS CODE WAS WRITTEN 
BY B R HUNT OF LASL. THIS VERSION WAS PREPARED FOR THE 
SANDIA MATH LIBRARY BY R E JONES. DIV 2642, APRIL 1975 

PKF RKF RKF RKF RKF 
**************************************** 

****************************** 
******************** 

***.*****. 

RKF 

SUBROUTINE RKFIF,NEQ,Y,X,XOP,RELERR.ABSERR,IFLAG,WORK,IWORK) 
FEHLBERG fOURTH-FifTH ORDER RUNGE-KUTTA METHOD 

WRITTEN BY H.A.WATTS AND L.F.SHAMPINE 

RKF IS PRIMARILY DESIGNED TO SOLVE NON-STIFF AND MILDLY STIFF 
DIFFERENTIAL EQUATIONS WHEN DERIVATIVE EVALUATIONS ARE CHEAP. 
RKF SHOULD GENERALLY NOT BE USED WHEN THE USER IS DEMANDING 
HIGH ACCURACY. INSTEAD, USE SUBROUTINE ODE, AND FOR STIFF 
PROBLEMS USE SUBROUTINE STIFF (AVAILABLE IN MATH2 LIBRARY). 

RKF 

THE CODE ATTEMPTS TO JUDGE WHETHER OR NOT THE GIVEN PROBLEM CAN BE 
EFFICIENTLY SOLVED BY RKF. THIS DECISION IS BASED UPON THE 
REQUESTED ACCURACY. THE NUMBER OF DIFFERENTIAL EQUATIONS, AND THE 
REAL TIME COST INCURRED IN SOLVING THE PROBLEM. THE COST 
EFFECTIVENESS OF RKF IS ROUGHLY CCMPARED TO THE USE OF ODE. 

**.*******.*******.****************** ••••• ** ••••• ***.***.************** 
ABSTRACT 
***t***.***.********************.****************************~********* 

SUBROUTINE RKF INTEGRATES A SYSTEM OF NEQ FIRST CRDER 
ORDINARY DIFFERENTIAL EQUATIONS OF THE FORM 

DYIIIIDX = FIX.Yfll,YI21 , ••• ,Y(NEQII 
WHERE THE YIII APE GIVEN AT X • 

TYPICALLY THE SUBROUTINE IS USED TO INTEGRATE FROM X TO XOP BUT IT 
CAN BE USED AS A ONE-STEP INTEGRATOR TO ADVANCE THE SOLUTICN A 
SINGLE STEP IN THE DIRECTION OF XOP. ON RETURN THE PARAM~TERS IN 
THE CALL LIST ARE SET FOR CONTINUING THE INTEGRATION. THE USER HAS 
ONLY TO CALL RKF AGAIN lAND PERHAPS DEFINE A NEW VALUE FOR XOPI. 
ACTUALLY, RKF IS AN INTERFACING ROUTINE WHICH CALLS SUBROUTINE RKFS 
FOR THE SOLUTION. RKFS IN TURN CALLS SUBROUTINE FEHL WHICH 
COMPUTES AN APPROX~~ATE SOLUTION OVeR ONE STEP. 

PKF USES THE RUNGE-KUTTA-FEHLBERG 14,51 METHOD DESCRIBED 
IN THE REFERENC~ 
E.FEHLBERG , LOW-OROfR CLASSICAL RUNGE-KUTTA FORMULAS WITH STEPSIZE 

CONTROL, NASA TR R-315 

THE PARAMETERS REPRESENT-
F -- SUBROUTINE FIX,Y,YPI TO EVALUATE OERIVATIVES YPII'=DYIII/DX 
NEQ -- NUMBER OF EQUATIONS TO BE INTEGRATED 
YI*I -- SOLUTICN VECTOR AT X 
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x -- INDEpENDENT VARIABLE 
XDP -- OUTPUT POINT AT WHICH SOLUTION IS DESIRED 
RELERR,ABSERR -- RELATIVE AND ABSOLUTE ERRO~ TOLERANCES FOR LOCAL 

ERROR TEST. AT EACH STEP THE CODE REQUIRES THAT 
ABSCLOCAL ERPORI .LE. ~ELERR.ABSIYI + ABSE~~ 

FOR EACH COMPONENT OF THE LOCAL E~ROR AND SOLUTION VECTORS 
IFLAG -- INCICATOR FOR STATUS OF INTEGRATION 
WORKC., -- ARRAY TO HOLD INFORMATION INTERNAL TO RKF WHICH IS 

NECESSARY FOR SUBSEQUENT CALLS. MUST BE DIMENSIONED 
AT LEAST 3+6.NEQ 

IWORKI.' -- INTEGER ARRAY USED TO HOLD INFORMATION INTERNAL TO 
RKF WHICH IS NECESSARY FOR SUBSEQUENT CALLS. MUST BE 
DIMENSIONED AT LEAST 6 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
FIRST CALL TO RKF 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
THE USER MUST PROVIDE STORAGE IN HIS CALLING PROGRAM FOR THE ARRAYS 
IN THE CALL LIST YCNEQI , WORKC3+6.NEQI ,IWORKI61 , 
DECLARE F IN AN EXTERNAL STATEMENT, SUPPLY SUBROUTINE FIX,Y,YPI AND 
INITIALIZE THE FOLLOWING PARAMETERS- . 

NEQ -- NUMBER OF EQUATIONS TO BE INTEGRATED. CNEQ .GE. II 
YI., -- VECTOR OF INITIAL CONDITIONS 
X -- STARTING POINT OF INTEGRATION. MUST BE A VARIABLE 
XOP -- OUTPUT POINT AT WHICH SOLUTION IS DESIRED. 

X:XOP IS ALLOWED ON THE fIRST CALL ONLY. IN WHICH CASE RKF 
RETURNS WITH IFLAGz2 IF CONTINUATION IS POSSIBLE. 

RELERR,ABSERR -- RELATIVE AND ABSOLUTE LOCAL ERROR TOLERANCES 
WHICH MUST BE NON-NEGATIVE BUT MAY BE CONSTANTS. THE CODE 
SHOULD NORMALLY NOT BE USED WITH ~ELATIVE ERROR TOLERANCES 
SMALLER THAN ABOUT I.E-B. TO AVOID LIMITING P~ECISION 
DIFFICULTIES THE CODE ALWAYS USES THE LARGER OF RELERR 
AND REMIN FOR THE INTERNAL RELATIVE ERROR PARAMETER. 
REMIN IS A MACHINE DEPENDENT CONSTANT WHICH IS SET IN A 
DATA STATEMENT. CREMIN = I.E-12 FOR CDC66001 

IFLAG -- +1.-1 INDICATOR TO INITIALIZE THE CODE FOR EACH NEW 
PROBLEM. NORMAL INPUT IS +1. THE USER SHOULD SET tFLAGs-l 
ONLY WHEN ONE-STEP INTEGRATOR CONTROL IS ESSENTIAL. IN THIS 
CASE. RKF ATTEMPTS TO ADVANCE THE SOLUTION A SINGLE STEP 
IN THE DIRECTION OF XOP EACH TIME IT IS CALLED. SINCE THIS 
MODE OF OPERATION RESULTS IN EXTRA COMPUTING OVERHEAD. IT 
SHOULD BE AVOIDED UNLESS NEEDED • 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
OUTPUT FROM RKF 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
YI.) -- SOLUTION AT X 
X -- LAST POINT REACHED IN INTEGRATION. 
IFLAG = 2 INTEGRATION REACHED XOP. INDICATES SUCCESSFUL RETURN 

AND IS THE NORMAL MODE FOR CONTINUING INTEGRATION. 
=-2 A SINGLE SUCCESSFUL STEP IN THE DIRECTION OF XOP HAS 

BEEN TAKEN. NORMAL MODE FOR CONTINUING INTEGRATION 
ONE STEP AT A TIME. 

= 3 INTEGRATION WAS NOT COMPLETED BECAUSE MORE THAN 
6000 DERIVATIVE EVALUATIONS WERE NEEDED. THIS 
IS APPROXIMATELY 1000 STEPS. 

4 -- INTEGRATION WAS NOT COMPLETED BECAUSE SOLUTION 
VANISHED MAKING A PURE RELATIVE ERROR TEST 
IMPOSSIBLE. MUST USE NON-ZERO ABSERR TO CONTINUE. 
USING THE ONE-STEP INTEGRATION MODE FOR ONE STEP 
IS A GOOD WAY TO PROCEED. 

s 5 -- INTEGRATION WAS NOT COMPLETED BECAUSE REQUESTED 
ACCURACY COULD NOT BE ACHIEVED USING SMALLEST 
ALLOWABLE STEPSIZE. USER MUST INCREASE THE ERROR 
TOLERANCE BEFORE CONTINUED INTEGRATION CAN BE 
ATTEMPTED. 

= 6 -- IT IS LIK~LY THAT RKF IS INEfFICIENT FOR SOLVING 
THIS PROBLEM. USE SUBROUTINE ODE FOR NON-STIFF 
EQUATIONS AND SUBROUTINE STIFF FOR STIFF 
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DIFFERENTIAL EQUATIONS. 
: 7 -- INVALID INPUT PARAMETERS (FATAL ERROR UNLESS 

OVERRIDDEN BY CALL TO ERXSETI 
THIS INDICATOR OCCURS IF ANY OF THE FOLLOWING IS 
SATISFIED - NEQ .LE. 0 

X~XOP AND IFLAG .NE. +1 DR -1 
RELERR OR ABSERR .LT. O. 
IFLAG .EQ. 0 OR .LT. -2 OR .GT. 7 

WORK(*I,IWORK(*) -- INFORMATION WHICH IS USUALLY OF NO INTEREST 
TO THE USER BUT NECESSA~Y FOR SUBSEQUENT CALLS. 
WORK(l), ••• ,WORKINEQI CONTAIN THE FIRST DERIVATIVES 
OF THE SOLUTION VECTOR Y AT X. WORKINEQ+11 CONTAINS 
THE STEPSIZE H TO BE ATTEMPTED ON THE NEXT STEP. 
IWORKlll CONTAINS THE DERIVATIVE EVALUATION COUNTER. 

*********************************************************************** 
SUBSEQUENT CALLS TO RKF 

*********************************************************************** 

SUBROUTINE RKF RETURNS WITH ALL INFORMATION NEEOEO TO CONTINUE THE 
INTEGRATION. IF THE INTEGRATION REACHED XOP,THE USER NEED ONLY 
DEFINE A NEW XOP AND CALL RKF AGAIN. IN THE ONE-STEP INTEGRATOR 
MODE (IFLAG=-21 THE USER MUST KEEP IN MIND THAT EACH STEP TAKEN IS 
IN THE DIRECTION OF THE CURRENT XOP. UPON REACHING XOP (INDICATED 
BY CHANGING IFLAG TO 2),THE USER MUST THEN DEFINE A NEW XOP AND 
.ESET IFLAG TO -2 TO CONTINUE IN THE ONE-STEP INTEGRATOR MODE. 

IF THE INTEGRATION WAS NOT COMPLETED BUT THE USER STILL WANTS TO 
CONTINUE (IFLAG=3 CASEI, HE JUST CALLS RKF AGAIN. THE FUNCTION 
COUNTER IS THEN RESET TO 0 AND ANOTHER 6000 FUNCTION EVALUATIONS 
ARE ALLOWED. 

HOWEVER,IN THE CASE IFLAG=4, THE USER MUST FIRST ALTE~ THE ERROR 
CRITERION TO USE 4 POSITIVE VALUE OF ABSERR BEFORE INTEGRATION CAN 
PROCEED. IF HE DOES NOT,EXECUTION IS TERMINATED. 

ALSO,IN THE CASE IFLAG=5, IT IS NECESSARY FOR THE USER TO RESET 
IFLAG TO 2 (OR -2 W~EN THE ONE-STEP INTEGRATION MODE IS BEING USED) 
AS WELL AS INCREASING EITHER ABSERR,RELERR CR BOTH BEFORE THE 
INTEGRATION CAN BE CONTINUED. IF THIS IS NCT DONE. EXECUTION WILL 
BE TERMINATED. THE OCCURRENCE OF IFLAG=5 INDICATES A TROUBLE SPOT 
ISOLUTION IS CHANGING RAPIDLY,SINGULARITY MAY BE PRESENT) AND IT 
OFTEN IS INADVISABLE TO CONTINUE. 

IF IFLAG=6 IS ENCOUNTERED, THE USER SHOULD CONSIDER SWITCHING TO 
THE ADAMS CODES OOE/STEP,INTRP. IF THE USER INSISTS UPON CONTINUING 
THE INTEGRATION WITH RKF,HE MUST RESET IFLAG TO 2 lOR -2 WHEN THE 
ONE-STEP INTEGRATION MODE IS BEING USED' BEFORE CALLING RKF AGAIN. 
OTHERWISE,EXECUTION WILL BE TERMINATED. 

IF IFLAG=1 IS OBTAINED, INTEGRATION CAN NOT BE CONTINUED UNLESS 
THE INVALID INPUT PARAMETERS ARE CORRECTED. 

IT SHOULD BE NOTED THAT THE ARRAYS WORK,IWORK CONTAIN INFORMATION 
REQUIRED FOR SUBSEQUENT INTEGRATION. ACCORDINGLY, WORK AND IWORK 
SHOULD NOT BE ALTERED. 

*********************************************************************** 
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RNAA RNAA RNAA RNAA RNAA RNAA 
•••••••••••••••••••••••••••••••••••••••• •••••••••••••••••••••••••••••• •••••••••••••••••••• •••••••••• 

SUBROUTINE RNAA CNDIM,N,A.EVR,EVI,VEC.IERRI 

RNAA 

EISPACK IS AN EXTENSIVE COLLECTION OF ROUTINES FOR SOLVING 

RNAA 

THE ALGEBRAIC EIGENVALUE PROBLEM. THE ORIGINAL ALGOL ROUTINES 
WERE WRITTEN BY J. H. WILKINSON. ET.AL •• AND SUBSEQUENTLY WERE 
TRANSLATED TO FORTRAN AND TESTEO AT ARGONNE NATIONAL LABORATORY. 
THIS INTERFACE TO EISPACK WAS WRITTEN BY W. R. GAVIN. 

ABSTRACT 
THIS SUBROUTINE COMPUTES ALL EIGENVALUES AND CORRESPONDING 
EIGENVECTORS OF AN ARBITRARY REAL MATRIX. 
THE MATRIX IS BALANCEO BY EXACT NDPM REOUCING SIMILARITY 
TRANSFORMATIONS AND THEN IS REDUCED TO HESSENBERG FORM BY 
ELEMENTARY SIMILARITY TRANSFORMATIONS. THE QR ALGORITHM 
IS USED TO COMPUTE THE EIGENSYSTEM OF THE HESS ENBERG FORM. 

TO COMPUTE ONLY THE EIGENVALUES OF AN ARBITRARY RE'L MATRIX 
SEE SUBROUTINE RNAN. FOR EIGENSYSTEMS OF REAL SYMMETRIC 
MATRICES SEE SUBROUTINES RSAA AND RSAN. FOR EIGENSYSTEMS OF 
COMPLEX MATRICES SEE CHAA, CHAN. CNAA, ANa CNAN. 

OESCRIPTION OF ARGUMENTS 
ON INPUT 

NOIM MUST BE THE ROW OIMENSION OF THE ARRAYS A AND VEC 
IN THE CALLING PROGRAM DIMENSION STATEMENT. 

N IS THE ORDER OF THE MATRIX. N MUST NOT EXCEED NDIM. 
N.NDIM MUST NOT EXCEED 50625 = 225.225 = 14270110CTALI. 
N MUST NOT EXCEED 225. N MAY BE 1. 

A AN ARRAY WITH EXACTLY NDIM ROWS AND AT LEAST N COLUMNS. 

ON OUTPUT 

THE LEADING N BY N SUBARRAY MUST CONTAIN THE ARBITRARY 
REAL MATRIX WHOSE EIGENSYSTEM IS TO BE COMPUTED. 

EVR CONTAINS THE REAL PARTS OF THE COMPUTED EIGENVALUES. 

EVI CONTAINS THE IMAGINARY PARTS OF THE COMPUTED 
EIGENVALUES. THE EIGENVALUES ARE NOT ORDERED 
IN ANY WAY. HOWEVER CONJUGATE PAIRS OCCUR 
IN ADJACENT PLACES WITH THE EIGENVALUE OF 
POSITIVE IMAGINARY PART FIRST. 

VEC CONTAINS THE COMPUTED EIGENVECTORS OF A 
IN THE COLUMNS OF THE N BY N LEADING SUBARRAY OF VEC. 
IF THE J-TH EIGENVALUE IS REAL, COLUMN J OF VEC 
CONTAINS AN EIGENVECTOR CORRESPONOING TO IT. 
IF THE J-TH EIGENVALUE IS COMPLEX WITH POSITIVE 
IMAGINARY PART, THEN COLUMNS J AND J+1 OF VEC 
CONTAIN THE REAL AND IMAGINARY PARTS RESPECTIVELY 
OF A COMPLEX EIGENVECTOR CORRESPONDING TO IT. 
IN THIS CASE, OF COURSE, COLUMN J AND THE NEGATIVE 
OF COLUMN J+l OF VEC FORM AN EIGENVECTOR 
CORRESPONQING TO THE J+l-ST. EIGENVALUE. . 
THE EIGENVECTORS ARE NOT NORMALIZED IN ANY WAY. 

IERR IS A STATUS CODE. 
--NORMAL CODE 

o MEANS THE QR ITERATIONS CONVERGED. 
--ABNORMAL COOES 

J MEANS THE J-TH EIGENVALUE HAS NOT BEEN FOUND IN 
100 ITERATIONS. THE LAST N-J ELEME~TS OF EVR AND EVI 
CONTAIN THOSE EIGENVALUES ALREADY FOUND. 
NO EIGENVECTORS ARE COMPUTED. 

-1 MEANS N, NDIM, OR N.NDIM IS OUT OF RANGE. 

NOTE-- THE ARRAYS A AND VEC MUST BE DISTINCT. A IS DESTROYED. 
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RNAN RNAN RNAN RNAN RNAN RNAN 
***********.*.* ••••• *.**** ••• *********** 

••••••••••• ** •• **.** ••• ****.** 
***.*.************* • 

••••••• *** 
SU8ROUTINE RNAN CNDIM.N.A.EVR.EVI,IERRI 

RNAN 

EISPACK IS AN EXTENSIVE COLLECTION OF ROUTINES FOR SOLYING 
THE ALGEBRAIC EIGENVALUE PROBLEM. THE ORIGINAL ALGOL ROUTINES 
WERE WRITTEN BY J. H. WILKINSON, ET.AL., AND SUBSEQUENTLY WERE 
TRANSLATED TO FORTRAN AND TESTED AT ARGONNE NATIONAL LABORATORY. 
THIS INTERFACE TO EISPACK WAS WRITTEN BY W. R. GAVIN. 

ABSTRACT 
RNAN COMPUTES ALL THE EIGENVALUES OF AN ARBITRARY REAL MATRIX. 
THE MATRIX IS BALANCED BY EXACT NORM REDUCING SIMILARITY 
TRANSFORMATIONS AND THEN IS REDUCED TO HESSENBERG FORM BY 
ELEMENTARY SIMILARITY TRANSFORMATIONS. THE QR ALGORITHM 
IS USED TO COMPUTE THE EIGENSYSTEM OF THE HESSENBERG FORM. 

TO COMPUTE ALL EIGENVALUES AND EIGENVECTORS OF AN ARBITRARY REAL 
MATRIX SEf SUBROUTINE RNAA. FOR EIGENSYSTEMS OF REAL SYMMETRIC 
MATRICES SEE SUBROUTINES RSAA AND RSAN. FOR EIGENSYSTEMS OF 
COMPLEX MATRICES SEE CHAA, CHAN. CNAA, AND CNAN. 

DESCRIPTION OF ARGUMENTS 
ON INPUT 

NDIM MUST BE THE ROW DIMENSION OF THE ARRAY A IN THE 
CALLING PROGRAM DIMENSION STATEMENT. 

N IS THE ORDER OF THE MATRIX. N MUST NOT EXCEED NDIM. 
N.NDIM MUST NOT EXCEED 102400 = 320*320 =310000(DCTALI. 
N MUST NOT EXCEED 320. N MAY BE 1. 

A AN ARRAY WITH EXACTLY NDIM ROWS AND AT LEAST N COLUMNS. 

ON OUTPUT 

THE LEAOING N BY N SUBARRAY MUST CONTAIN THE ARBITRARY 
REAL MATRIX WHOSE EIGENVALUES ARE TO BE COMPUTED. 

EVR CONTAINS THE REAL PARTS OF THE COMPUTED EIGENVALUES. 

EVI CONTAINS THE IMAGINARY PARTS Of THE COMPUTED 
EIGENVALUES. THE EIGENVALUES ARE NOT ORDERED 
IN ANY WAY. HOWEVER CONJUGATE PAIRS OCCUR 
IN ADJACENT PLACES WITH THE EIGENVALUE OF 
POSITIVE IMAGINARY PART FIRST. 

IERR IS A STAtUS CODE. 
--NORMAL CODE 

o MEANS THE OR ITERATIONS CONVERGED. 
--ABNORMAL CODES 

J MEANS THE J-TH EIGENVALUE HAS NOT BEEN fOUND IN 
100 ITERATIONS. THE LAST N-J ELEMENTS Of EYR AND EVI 
CONTAIN THOSE EIGENVALUES ALREADY FOUND. 

-1 MEANS N, NDIM, OR N.NOIM IS OUT OF RANGE. 

A IS DESTROYED. 
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RPQR RPQR RPQR RpQR RPQR RPQR 
**************************************** 

**.**.*.**.**.************.*** 
*********.** •••• * •• * 

* •• **** ••• 
SUBROUTINE RPQRINOEG,COEF,WR,WI.IERRI 

RPQR RPQR 

THIS ROUTINE IS AN INTERFACE TO AN EIGENVALUE ROUTINE IN EISPACK. 
THIS INTERFACE WAS WRITTEN BY WILLIAM R. GAVIN. 

ABSTRACT 

THIS ROUTINE COMPUTES All ROOTS OF A POLYNOMIAL 
OF DEGREE TWENTY OR lESS WITH REAL COEFFICIENTS 
BY COMPUTING THE EIGENVALUES OF THE COMPANION MATRIX. 

DESCRIPTION OF PARAMETERS 
THE USER MUST DIMENSION All ARRAYS APPEARING IN THE CALL LIST 

COEFINDEG+1I, WR{NOEGI. WIINDEGI 

INPUT -
NDEG DEGREE OF POLYNOMIAL 

COEF ARRAY OF COEFFICIENTS IN ORDER OF DESCENDING POWERS QF Z. 
I.E. COEFI11.{Z.*NOEGJ + ••• + COEFINDEGI.Z+COEFINDEG+11 

OUTPUT-
WR.WI REAL AND IMAGINARY PARTS OF COMPUTED ROOTS 

IERR OUTPUT ERROR CODE 
- NORMAL CODE 
o MEANS THE ROOTS WERE COMPUTED. 

- ABNORMAL CODES 
1 MORE THAN 40 QR ITERATIONS ON SOME EIGENVALUE 

OF THE COMPANION MATRIX 
2 COEFIII = 0.0 
3 NOEG GREATER THAN 20 OR lESS THAN 1 

RSAA RSAA RSAA RSAA RSAA RSAA 
*.* ••• * •••• *.*********.*********.**.**.* 

.******.*****************.** •• 
******************** 

********** 
SUBROUTINE RSAA{NDIM.N,A.EV,VEC.IERR' 

RSAA 

EISPACK IS AN EXTENSIVE COLLECTION OF ROUTINES FCR SOLVING 

RSAA 

THE ALGEBRAIC EIGENVALUE PROBLEM. THE ORIGINAL ALGOL ROUTINES 
WERE WRITTEN BY J. H. WILKINSON, ET.~l., AND SUBSEQUENTLY WERE 
TRANSLATED TO FORTRAN AND TESTED AT ARGONNE NATIONAL LABORATORY. 
THIS INTERFACE TO EISPACK WAS WRITTEN BY W. R. GAVIN. 

ABSTRACT 
THIS SUBROUTINE COMPUTES ALL THE EIGENVALUES AND AN 
ORTHONORMAL SET OF EIGENVECTORS OF A REAL SYMMETRIC MATRIX. 
THE SYMMETRIC MATRIX IS REDUCED TO TRIDIAGONAL FORM 
BY ORTHOGONAL SIMILARITY TRANSFORMATIONS. Ql TRANSFORMATIONS 
ARE USED TO FINO THE EIGENSYSTEM OF THE TRIDIAGONAL MATRIX. 

TO COMPUTE ONLY THE EIGENVALUES OF A REAL SYMMETRIC 
MATRIX SEE SUBROUTINE RSAN. FOR EIGENSYSTEMS OF NON-SYMMETRIC 
MATRICES SEE SUBROUTINES RNAA AND RNAN. FOR EIGENSYSTEMS OF 
COMPLEX MATRICES SEE CHAA, CHAN, CNAA, AND CNAN. 

DESCRIPTION OF ARGUMENTS 
ON INPUT 

NDIM MUST BE THE ROW DIMENSION OF THE ARRAYS A AND VEC 
IN THE CALLING PROGRAM DIMENSION STATEMENT. 

N IS THE ORDER OF THE MATRIX. N MUST NOT ~XCEED NDIM. 
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N*NDIM MUST NOT EXCEED 50625 = 225*225 = 142701COCTALI. 
N MUST NOT EXCEED 225. N MAY BE 1. 

A AN ARRAY WITH EXACTLY NDIM ROWS AND AT LEAST N COLUMNS. 
THE LEADING N BY N SUBARRAY MUST CONTAIN THE REAL 
SYMMETRIC MATRIX WHOSE EIGENSYSTEM IS TO BE COMPUTED. 
ONLY THE DIAGONAL AND LOWER TRIANGLE NEED BE DEFINED. 

ON OUTPUT 

EV CONTAINS THE EIGENVALUES OF A IN ASCENDING ORDER. 

VEC CONTAINS AN ORTHONORMAL SET OF EIGENVECTORS OF A 
IN THE COLUMNS OF THE N BY N LEADING SUBARRAY OF VEC. 
THE J-TH COLUMN OF VEC CONTAINS AN EIGENVECTOR OF 
LENGTH ONE CORRESPONDING TO THE EIGENVALUE IN 
THE J-TH ELEMENT OF EV. 

IERR IS A STATUS CODE. 
--NORMAL CODE 

a MEANS THE QL ITERATIONS CONVERGED. 
--ABNORMAL CODES 

J MEANS THE J-TH EIGENVALUE HAS NCT BEEN FOUND IN 
30 ITERATIONS. THE FIRST J-l ELEMENTS OF EV CONTAIN 
UNORDERED EIGENVALUES. THE FIRST J-l COLUMNS OF VEC 
CONTAIN THE CORRESPONDING EIGENVECTORS. 

-1 MEANS N, NOIM, OR N*NDIM IS OUT OF RANGE. 
NOTE -- THE ARRAYS A AND VEC MAY COINCIDE. IF A AND VEC 

ARE DISTINCT A IS UNALTERED. 

RSAN RSAN R5AN RSAN RSAN 
**************************************** 

****************************** 
******************** 

********** 
SUBROUTINE ~SANCNDIM,N,A,EV,IERRI 

RSAN 

EISPACK IS AN EXTENSIVE COLLECTION OF ROUTINES FOR SOLVING 

RSM 

THE ALGEBRAIC EIGENVALUE PROBLEM. THE ORIGINAL ALGOL ROUTINES 
WERE WRITTEN BY J. H. WILKINSON, ET.AL., AND SUBSEQUENTLY WERE 
TRANSLATED TO FORTRAN AND TESTEO AT ARGONNE NATIONAL LABORATORY. 
THIS INTERFACE TO EISPACK WAS WRITTEN BY W. R. GAVIN. 

ABSTRACT 
RSAN COMPUTES ALL THE EIGENVALUES OF A REAL SYMMETRIC MATRIX. 
THE SYMMETRIC MATRIX IS REOUCEO TO TRIDIAGONAL FORM 
BY ORTHOGONAL SIMILARITY TRANSFORMATIONS. QL TRANSFORMATIONS 
ARE USED TO FINO THE EIGENVALUES OF THE TRIDIAGONAL MATRIX. 

TO COMPUTE ALL EIGENVALUES AND EIGENVECTORS OF A REAL SYMMETRIC 
MATRIX SEE SUBROUTINE RSAA. FOR EIGENSYSTEMS OF NON-SYMMETRIC 
MATRICES SEE SUBROUTINES RNAA AND RNAN. FOR EIGENSYSTEMS OF 
COMPLEX MATRICES SEE CHAA, CHAN, CNAA, AND CNAN. 

DESCRIPTION OF ARGUMENTS 
ON INPUT 

NOIM MUST BE THE ROW DIMENSION OF THE ARRAY A IN THE 
CALLING PROGRAM DIMENSION STATEMENT. 

N IS THE ORDER OF THE MATRIX. N MUST NOT EXCEEO NDIM. 
N*NDIM MUST NOT EXCEED 102400 = 320*320 =31000010CTALI. 
N MUST NOT EXCEED 320. N MAY BE 1. 

A AN ARRAY WITH EXACTLY NDIM ROWS AND AT LEAST N COLUMNS. 
THE LEADING N BY N SUBARRAY MUST CONTAIN THE REAL 
SYMMETRIC MATRIX WHOSE EIGEN¥ALUES ARE TO BE COMPUTED. 
ONLY THE DIAGONAL AND LOWER TRIANGLE NEED BE DEFINED. 
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ON OUTPUT 

EV CONTA[NS THE E[GENVALUES OF A IN ASCENDING ORDER. 

IERR IS A STATUS CODE. 
--NORMAL CODE 

o MEANS THE QL [TERATIONS CONVERGED. 
--A8NORMAL CODES 

J MEANS THE J-TH EIGENVALUE HAS NOT BEEN FOUND IN 
30 ITERATIONS. THE FIRST J-l ELEMENTS OF EV CONTAIN 
UNORCERED EIGENVALUES. 

-1 MEANS N. NDIM. OR N.NDIM IS OUT OF RANGE. 

A IS UNALTERED IN ITS DIAGONAL AND UPPER TRIANGLE. 
[TS LOWER TRIANGLE IS DESTROYED. 

RSBND RSBND RS8ND RSBND 
•••••••••••••••••••••••••••••••••••••••• •••••••••••••••••••••••••••••• •••••••••••••••••••• 

RSBND 

•••••••••• 
SUBROUTINE RSBNDCNDIM.N.A.EV.VEC,EVIMP.BNDSI 

ABSTRACT 
THIS SUBROUTINE CALCULATES RAYLEIGH QUOTIENT CORRECTIONS 
FOR THE COMPUTED EIGENVALUES OF A REAL SYMMETRIC MATRIX 
AND UPPER BOUNDS ON THE ABSOLUTE ERROR OF THE COMPUTED 
EIGENSYSTEM. REASONABLE BOUNDS FOR THE EIGENVECTORS ARE 
POSSIBLE ONLY WHEN THE EIGENVALUES ARE WELL-SEPARATED. 
WHEN THIS IS NOT THE CASE. NO BOUND IS CALCULATED. 

TO COMPUTE ERRCR eCUNOS FOR THE EIGENSYSTEMS OF COMPLEX 
HERMITIAN MATRICES. SEE SUBROUTINE CHBND. SIMILAR BOUNDS 
FOR REAL NON-SYMMETRIC AND COMPLEX NON-HERMITIAN MATRICES 
ARE NOT POSSIBLE. 

DESCRIPTION OF ARGUMENTS 
ON INPUT 

NDIM MUST BE THE ROW OIMENSION OF ARR~YS A.VEC.BNDS 
IN THE CALLING PROGRAM DIMENSION STATEMENT. 

N IS THE ORDER OF THE MATRIX. 1.LE.N.LE.ND[M. 
A MUST CONTAIN IN THE LEADING N BY N SUBARRAY 

THE REAL SYMMETRIC MATRIX. ONLY THE D[AGONAL 
AND LOWER TRIANGLE NEED BE DEFINED. 

EV MUST CONTAIN IN THE FIRST N ELEMENTS THE REAL 
EIGENVALUES AS COMPUTED. SAY. BY RSAA. 

VEC MUST CONTAIN IN THE LEADING N BY N SUBARRAY 
THE ORTHONORMAL EIGENVECTORS AS COMPUTED. SAY. 
BY RSAA. THE J-TH COLUMN OF VEC MUST CORRESPOND 
TO THE J-TH ELEMENT OF EV. 

ON OUTPUT 
EVIMP CONTAINS DOUBLE PREC[SION CORRECTED EIGENVALUES 

IRAYLEIGH QUOTIENTS) IN THE SAME ORDER AS EV. 
BNDS CONTAINS UPPER BOUNDS ON THE ABSOLUTE ERRORS OF 

THE COMPUTED EIGENSYSTEM 
BNDSIJ.11 UPPER BOUND ON ABSOLUTE ERROR IN 

EVIMPIJI. . 
BNDSIJ.21 UPPER BOUND ON L-2 NORM OF ERROR IN 

J-TH COMPUTED EIGENVECTOR. THIS 

RSBND 

QUANTITY IS SET TO -1.0 WHEN E[GENVALUES 
ARE TOO CLOSE TO PERMIT A REASONABLE BOUND. 

BNDSCJ.31 L-Z NORM OF RESIDUAL ASSOC[ATEO 
WITH EVIJI AND VECI •• JI. 
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RVNORM RVNOR"! RVNORM RVNOR"! RVNORM RVNORM RYNORM 

SAXe 

**************************************** 
****************************** 

******************** 
********** 

FUNCTION RVNOR~(RMU.SIG) 

WRITTEN BY D.E. AMOS. JULY, 1916. 

REFERENCES 
SAN017-0612 

HASTINGS.C. JR., APPROXIMATIONS FOR DIGITAL COMPUTERS. 
PRINCETON UNIV. PRESS. PRINCETON, N.J., 1955. 

ABS TRACT 
RVNORM COMPUTES A VALUE FOR A NORMAL (RMU,SIGI RANDOM VARIABLE 
ON EACH CALL. A VALUE Y OF A UNIFORM RANDOM VARIABLE ON (0,1) 
IS RETURNED FROM FUNCTION RANF. A TABLE OF 96 PERCENT POINTS 
FOR A NORMAL (0,11 RANDOM VARIABLE IS LINEARLY INTERPOLATED 
FOR RYN WHEN Y IS IN THE CLOSED INTERVAL (0.02,0.981. FOR 
Y OUTSIDe THIS INTERVAL, RVN IS COMPUTED BY A LOW ACCURACY 
RATIONAL CHEBYSHE~ APPROXIMATION FOR THE INVERSE NORMAL. THEN, 

RVNORM : RVN*SIG + RMU • 

THE MAXIMUM EROR OF THE NORMALIZED VARIABLE RYN IS 
APPROXIMATELV 0.31 PERCENT. 

CAUTION 

00 NOT REFERENCE RVNORM WITH THE SAME ARGUMENTS MORE THAN 
ONCE IN A GI~EN STATEMENT. THE COMPILER MAY INTERPRET THE 
RETURN FOR EACH CALL TO BE THE SAME, WHEN DIFFERENT VALUES 
ARE EXPECTED BY THE USER. 

DESCRIPTION OF ARGUMENTS 
INPUT 

RMU - MEAN OF THE NORMAL RANDOM VARIABLE 
SIG - STANDARD DEVIATION OF THE NORMAL RANDOM VARIABLE 

OUTPUT 
RYNORM - VALUE OF NORMAL (RMU,SIG) RANDOM VARIABLE 

ERROR CONDITIONS 
NONE 

SAXB SAXB SAXB SAXB SAXB SAXB 
****************************.*********** 

*************.*.***.** ••• ***** 
* •• ,.* •• **.*.**.** •• 

•••••••••• 
SUBROUTINE SAXB(ND,N,M,A,B,INIT.IN.KERI 
WRITTEN BY CARL B. BAILEY. NOVEMBER 1913. 

ABSTRACT , 

SAXB 

SAxe SOLVES A NONSINGULAR SYSTEM OF REAL LINEAR ALGEBRAIC 
EQUATIONS, AX=B. 

SAXB 

THE METHOD USED IS GAUSSIAN ELIMINATION (LU DECOMPOSITION 
FOLLOWED BY FORWARD-BACKWARD SUBSTITUTIONI WITH IMPLICIT ROW 
SCALING AND PARTIAL (ROW) PIVOTING. SAXB IS ESPECIALLY 
EFFICIENT FOR SOLVING A SEQUENCE OF SYSTEMS OF EQUATIONS ALL 
HAVING THE SAME COEFFICIENT MATRIX-A-'. IN SUCH A CASE. THE 
LU DECOMPOSITIO~ IS PERFORMED ONLY ON THE FIRST CALL AND THE 
LU FACTORS ARE STORED IN -A-. ON SUBSEQUENT CALLS, FORWARD
~ACKWARO SUBSTITUTION IS PERFORMED IMMEDIATELY ON -B- USING 
THE PREVIOUSLY COMPUTED LU FACTORS. 

.. 
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SAXB CALLS THE ROUTINE RLUD TO PERFORM LU DECOMPOSITION AND 
RFBS TO PERFORM FORWARD-BACKWARD SUBSTITUTION. 
FOR GREATER ACCURACY AND AN ERROR ESTIMATE USE SAXBI. 

REFERENCE 
1. G.E.FORSYTHE ANC C.B.MOLER, COMPUTER SOLUTION OF LINEAR 

ALGEBRAIC EQUATIONS, PRENTICE-HALL, 1967 

OESCRIPTION OF ARGUMENTS 
THE USER MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL LIST 

ACND,NI. BIND.MI. ININI 
IF M~1 THEN THE DIMENSION OF B MAY BE BINI 

--INPUT---
NO ~ THE ACTUAL FIRST DI~ENSICN OF ARRAYS -A- ANC -B-. 

II.E. THE MAXIMUM NUMBER OF EQUATIONS THAT CAN BE 
SOLVED USING -A- TO STORE THE COEFFICIENTS.I 

N - THE NUMBER OF EQUATIONS TO BE SOLVED IN THIS CALL. 
11 .LE. N .LE. NOI 

M - NUMBER OF COLUMNS OF -B-. CNOR~ALLY M=1) 
A - THE LEADING -N- BY -N- SUBARRAY OF -A- MUST CONTAIN 

THE COEFFICIENT MATRIX ON THE INITIAL CALL FOR EACH 
SEQUENCE OF RELATED SYSTEMS OF EQUATIONS. IINIT=OI 
ON ANY SUBSEQUENT CALL FOR A SYSTEM WITH THE SAME 
COEFFICIENT MATRIX BUT CIFFERENT VALUES OF -B-. -A
MUST CONTAIN THE LU FACTORS THAT WERE RETURNED IN -A
ON THE FIRST CALL. IINIT-O) 

B - THE LEADING -N- BY -M- SUBARRAY OF -B- MUST CONTAIN 
THE MATRIX lOR VECTOR I OF CONSTANTS. 

INIT - IS A FLAG WHICH PROVIDES FOR THE ESPECIALLY EFFICIENT 
SOLUTION OF A SEQUENCE OF SYSTEMS OF EQUATIONS HAVING 
THE SAME -A- BUT DIFFERENT -B- VECTORS. 
ON THE INITIAL CALL FOR A SEQUENCE OF RELATED SYSTEMS 
OF EQUATIONS. INIT MUST BE ZERO AND THE ARRAY -A
MUST CONTAIN THE COEFFICIENT MATRIX -A-. 
IN ORCER TO SOLVE ANY RELATED SYSTEM EFFICIENTLY 
ON ANY SUBSEQUENT CALL FOR A SYSTEM WITH THE SAME 
COEFFICIENT MATRIX BUT CIFFERENT VALUES FOR -6-. 
INIT MUST BE NONZERO AND -A- MUST CONTAIN THE LU 
FACTORS THAT WERE RETURNED IN -A- ON THE FIRST CALL. 

IN - PROVIDES STORAGE FOR THE ROW INTERCHANGE INDICES. 
ON THE INITIAL CALL FOR A SEQUENCE OF RELATED SYSTEMS 
OF EQUATIONS. -IN- IS JUST A WORK ARRAY. ON ANY 
SUBSEQUENT CALL FOR A RELATED SYSTEM OF EQUATIONS, 
-IN- MUST CONTAIN THE INDICES THAT WERE RETURNED IN 
-IN- ON THE FIRST CALL. 

--OUTPUT--
A - THE LEADING -N- BY -N- SUBARRAY WILL CONTAIN L-I+U 

WHERE -L- AND -U- ARE TRIANGULAR FACTORS OF -A-, 
-L- IS UNIT LOWER TRIANGULAR, -1- IS THE IDENTITY. 
(ACTUALLY, IT IS NOT L-I+U WHICH IS STORED IN -A- BUT 
LL-I+U WHERE LL IS A REARRANGEMENT OF ELEMENTS OF L.I 

6 - THE LEADING -N- BY -M- SU6ARRAY OF -B- WILL CONTAIN 
THE SCLUTION -X-. 

IN - WILL CONTAIN THE ROW INTERCHANGE INC ICES COMPUTED 
DURING LU DECOMPOSITION. ININI WILL CONTAIN 

+1 IF AN EVEN NUMBER OF INTERCHANGES WERE PERFORMEO, 
-1 IF AN 000 NUMBER OF INTERCHANGES WERE PERFORMED, 
o IF THE MATRIX -A- AND THE FACTOR U ARE SINGULAR. 

KER - AN ERROR CODE 
--NORMAL CODES 

NOTE ---

o MEANS NO ERRORS WERE OETECTED 
--ABNORMAL CODES 

1 MEANS -ND- WAS NOT IN THE RANGE 1 .LT. NO .lE. 325 
2 MEANS -N- WAS NOT IN THE RANGE 1 .LE. N .LE. NO. 
3 MEANS THE TRIANGULAR FACTOR -U- OF -A- IS SINGULAR. 

AFTER SOl~ING A SYSTEM 
ONE CAN EASILY COMPUTE 
AT LEAST IN PRINCIPAL. 

DET = ININI 
DO 1 I =1.N 

OF ECUATIONS USING SAXB 
THE DETERMINANT OF -A-. 

FOR EXAMPLE, 
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1 DET = DET*All.II 
HOWEVER, THAT COMPUTATION MAY OFTEN RESULT IN EXPONENTIAL 
OVERFLOW OR UNDERFLOW, ESPECIALLY IF THE COEFFICIENTS 
IN -A- WERE VERY LARGE OR VERY SMALL. 

SAXBI SAXBI SAXBI SAXBI SAXBI SAXBI 
**************************************** 

****************************** 
******************** 

*** ••••• ** 
SUBROUTINE S~XBI(ND,N,M,A.B,X.INIT.RC.W,IN,KERI 
WRITTEN BY CARL B. BAILEY, NOVEMBER 1973. 

ABSTRACT 
SAXBI SOLVES A NONSINGULAR SYSTEM OF REAL LINEAR ALGEBRAIC 
EQUATIONS, AX=B, AND COMPUTES AN ERROR BOUND FOR THE SOLUTION. 
THE METHOD USED IS GAUSSIAN ELIMINATION (LU DECOMPOSITION 
FOLLOWED BY FORWARD-BACKWARD SUBSTITUTION) WITH IMPLICIT ROW 
SCALING, PARTIAL IRCWI PIVOTING, AND ITER~TIVE CORRECTIONS. 
SAXBI IS ESPECIALLY EFFICIENT FOR SOLVING A SEQUENCE OF 
SYSTEMS OF EQUATIONS HAVING THE SAME COEFFICIENT MATRIX -A-. 
IN SUCH A CASE, THE LU DECOMPOSITION IS PERFORMEC ONLY ON THE 
FIRST CALL AND THE LU FACTORS ARE STORED IN -W-. ON SUBSEQUENT 
CALLS, FORWARC-BA(KWARO SUBSTITUTION IS PERFORMED IMMEDIATELY 
ON -B- USING THE PREVIOUSLY COMPUTED lU FACTORS. 

SAXBI CALLS THE ROUTINE RLUD TO PERFORM LU DECOMPOSITION, RFBS 
TO PERFORM FORWARD-BACKWARD SUBSTITUTION, AND RI~P TC PERFORM 
THE ITERATIVE CORRECTIONS. 
FOR FASTER EXECUTION WITHOUT AN ERROR ESTIMATE USE SAXB. 

REFERENCE 
1. G.E.FORSYTHE AND C.B.MOLER, COMPUTER SOLUTION OF LINEAR 

ALGEBRAIC EQUATIONS, PRENTICE-HALL, 1967 

DESCRIPTION OF ARGUMENTS 
THE USER MUST DIMENSION All ARRAYS APPEARING IN THE CALL LIST 

AIND.Nl, BIND,MI, XIND,MI, WfNO,N+l', ININI 
IF M=1 THEN THE DIMENSION OF B AND X MAY BE B(NI. XINI. 

--INPUT---
NO - THE ACTUAL FIRST DIMENSION OF -A-, -B-, -X-, AND -w-. 

(I.E. THE MAXIMUM NUMBER OF EQUATIONS THAT CAN BE 
SOLVED USING -A- TO STORE THE COEFFICIENTS.l 

N - THE NUMBER OF EQUATIONS TO BF. SOLVED IN THIS CALL. 
11 .LE. N .LE. NDI 

M - NUMBER OF COLUMNS OF -B- AND -x-. (NORMALLY M=11 
A - THE LEADING -N- BY -N- SUBARRAY OF -A- MUST CONTAIN 

THE COEFFICIENT MATRIX -A-. (FOR ANY VALUE OF INITI 
B - THE LEADING -N- BY -M- SUBARRAY OF -8- MUST CONTAIN 

THE MATRIX (OR VECTDRI OF CONSTANTS. 
INIT - IS A FLAG WHICH PROVIDES FOR THE ESPECIALLY EFFICIENT 

SOLUTION OF A SEQUENCE OF SYSTEMS OF EQUATIONS HAVING 
THE SAME -A- BUT DIFFERENT -B- VECTORS. 
ON THE INITIAL CALL FOR A SEQUENCE OF RELATED SYSTEMS 
Of EQUATIONS, INIT MUST BE ZERO. 
IN CRDER TO SOLVE ANY RELATED SYSTEM EFFICIENTLY 
ON ANY SUBSEQUENT CALL FO~ A SYSTEM WITH THE SAME 
COEFFICIENT MATRIX BUT CIFFERENT VALUES FOR -B-, 
INIT ~UST BE NONZERO ANC -W- MUST CONTAIN THE LU 
FACTORS THAT WERE RETURNED IN -W- ON THE FIRST CALL 
ANC -IN- MUST CONTAIN THE ROW INTERCHANGE INDICES 
THAT WERE RETURNED IN -IN- ON THE FIRST CALL. 

W - PROVICES STORAGE FOR THE LU FACTORS OF -A-. 
IF INIT IS ZERO. -W- IS JUST A WORK ARRAY. IF INIT 
IS NONZERO. -W- MUST CONTAIN THE LU FACTORS THAT WERE 
COMPUTED IN THE INITIAL CALL FOR THE ~ATRIX -A-. 

IN - PROViDES STORAGE FOR THE ROW INTERCHANGE INDICES. 

. .. 
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ON THE INITIAL CALL fOR A SEQUENCE Of RELATEC SYSTeMS 
Of EQUATIONS, -IN- IS JUST A WORK ARRAY. ON ~NY 
SUBSEQUENT CALL FOR A RELATED SYSTEM OF EQUATIONS, 
-IN- MUST CONTAIN THE INDICES THAT WERE RETURNED IN 
-IN- ON THE FIRST CALL. 

X - THE LEADING -N- BY -M- SUBARRAY OF -X- WILL CONTAIN 
THE SOLUTION. 

RC - WILL BE THE RATIO Of THE MAXl~UM NOPM OF THE FIRST 
CORRECTION TO THE MAXIMUM NORM Of THE INITIAL 
APPROXIMATE SOLUTION. THE CONDITION NUMBER OF -A
AND ERROR BOUNDS FOR THE COMPUTED SOLUTION ARE 
RELATED TO -RC-. A SMALL VALUE FOR -RC- INDICATES 
A WEll-CONDITIONED SYSTEM AND SMALL UNCERTAINTIES 
IN THE SOLUTION. A LARGE VALUE FOR -RC- INDICATES 
AN ILL-CONDITIONED SYSTEM AND LARGE UNCERTAINTIES 
IN THE SOLUTION. 

W - THE LEADING -N- BY -N- SUB ARRAY WILL CO~TAIN L-I+U 
WHERE -L- AND -U- ARE TRIANGULAR FACTORS OF -A-, 
-l- IS UNIT lOWER TRIANGULAR, AND -1- IS IDENTITY. 
CACTUAllY. IT IS NOT L-I+U WHICH IS STORED IN -A- BUT 
ll-I+U WHERE LL IS A REARRANGEMENT OF ELEMENTS Of L.I 
THE N+IST COLUMN CONTAINS THE lAST CORRECTION TO -x-. 
IF INIT .EQ. 0. lU FACTORS OF -A- WILL BE COMPUTED 
AND STOREO IN -w-. 

KER - AN ERROR CODE 
--NORMAL COOES 

a ~EANS NO ERRORS WERE CETECTED 
--ABNOR~AL CODES 

1 MEANS -NO- WAS NOT IN THE RANGE 1 .LT. ND .lE. 225 
2 MEANS -N- WAS NOT IN THE RANGE 1 .lE. N .lE. NO. 
3 MEANS THE TRIANGULAR FACTOR -U- OF -A- IS SINGULAR. 
4 MEANS -A- IS TOO Ill-CONDITIONED fOR ITERATIVE 

IMPROVEMENT TO BE EFfECTIVE~ 

NOTE --- AFTER SOL~ING A SYSTEM OF EQUATIONS USING SAXBI 
ONE CAN EASilY COMPUTE THE DETERMINANT Of -A-, 
AT lEAST IN PRINCIPAL. FOR EXAMPLE, 

SICONT 

DET.: INCNI 
CO 1 I =1, N 

1 OET : DET.W(I,II 
HOWEVER, THAT COMPUTATION MAY OfTEN RESULT IN EXPONENTIAL 
OVERFLOW OR UNDERFLOW, ESPECIALLY IF THE COEfFICIENTS 
IN -A- WERE VERY LARGE OR VERY SMALL. 

SICONT SICONT SICONT SICONT 
•••••••••••••••••••••••••••••••••••••••• •••••••••••••• * ••••••••••••••• 

•••••••••••••••••••• •••••••••• 

SICONT SICONT 

SUBROUTINE SICONT (L,U,NN,W,Fl,F1CO,F1SI,fUNCT,IERR) 
SICONT WAS ORIGINALLY PROGRAMMED BY A R IACOlETTI I~MARCH, 1966. 
R E JONES MODIFIED SICONT SOMEWHAT ANO PREPARED IT fOR INCLUSION 
IN THE MATHEMATICAL LIBRARY IN MAY 1968. 

ABSTRACT 
SICONT CALCULATES THE INTEGRAL OVER (l,UI OF FCX).COSCW.X) ANa 
FCXI*SINIW.X) USING TABULATED DATA OR A FUNCTION SUBPPOGRAM 
FOR E I/ALUATI ON OF THE FUPlCTI ON f. 
Il IS FLOATING POINT.! 

OISCUSSION ON CALLING SEQUENCE 
SleONT HAS TwO ~ODES OF OPERATION. AS fOLLOWS ---

IF NN IS A POSITI~E, EVEN INTEGER, THEN SICONT EXPECTS Fl TO BE AN 
ARRAY OF NN+I EOU~LlY SPACEO VALUES OF THE FUNCTION Fl. THAT IS, 
F1 MUST CONTAIN Fl(XI FOR X = L, L+IU-lI/NN. l+2.IU-lI/NN, ••• 
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L+(NN-IJ*IU-LI/NN, U. SICONT USES THESE VALUES TO APPROXIMATE 
THE INTEGRALS OF FIIXI*COSIW*XI AND FIIXI*SINIW*XI OVER THE INTER
VAL IL,UI. THE ANSWERS APPEAR IN FlCO AND FISI RESPECTIVELY. 
FUNCT IS A OU~MY PARAMETER IN THIS CASE. 

IF NN IS A NEGATIVE, EVEN INTEGER, THEN FUNCT MUST 8E THE NAME OF 
AN EXTERNAL FUNCTION SUBPROGRAM. (THIS NAME MUST APPEA~ IN AN 
EXTERNAL STATEMENT IN THE CALLING PROGRAMI. SICONT APPROXIMATES 
THE INTEGRALS OF FUNCTIXI*COSIW*XI AND FUNCTIXI*SINIW*XI OVF.R THE 
INTERVAL IL,UI 8Y EVALUATING FUNCT AT THE POINTS LISTED IN THE 
A80VE PARAGRAPH, STORING THESE VALUES IN THE ARRAY Fl, ~ND POR
CEEDING AS IN THE PREVIOUS CASE. NOTE THAT Fl MUST BE DIMENSIONED 
AT LEAST NN+l IN THIS CASE ALSO. 

IERR WILL NORMALLY BE RETURNED EQUAL TO 1. 
IF NN IS NOT EVEN, IERR WILL BE SET EQUAL TO 2. 

METHOC USED IN THE INTEGRATION ---
THE FUNCTIONAL VALUES IN Fl ARE FITTEO 
BY SUCCESSIVE MOVING ARC PARABOLAS, ANO THE RESULTING 
PCLYNOMIAl*SINUSOIDAL EXPRESSIONS ARE EVALUATED IN CLOSE FORM. 
BY CO~PUTING PASIC COEFFICIENTS DURING THE INITIAL PHASE THESE 
CALCULATIONS REDUCE TO SUMMATIONS WITH CONCURRENT EVALUATION 
OF TRIGONOMETRIC FACTORS BY RECURRENCE RELATIONS. 
DOUBLE PRECISION ARITHMETIC IS US EO fOR CERTAIN 
CALCULATIONS TO PREVENT LOSS OF SIGNIFICANCE. 

SIMIN SIMIN SIMIN SIMIN 
***.* •••• * ••• *.** •• *****************.*** 

** •• *.************************ 
******************** 

*** ••• **** 
SUBROUTINE SIMIN IF,K,EPS.ANS,S,NEV.ICONT,YI 

SIMIN SIMIN 

ORIGINAL ROUTINE BY L f SHAMPINE, AS DESCRIBED IN REF.l BELOW. 
PREPARATION FOR MATH LIBRARY BY R E JONES. 

ABSTRACT 
SIMIN FINDS AN APPROXIMATE MINIMUM OF A REAL FUNCTION OF K 
VARIABLES, GIVEN AN INITIAL ESTIMATE OF THE POSITION OF THE 
MINIMUM. THE SIMPLEX METHOD IS USED. SEE REFERENCE 1 BELOW 
FOR A FULL EXPLANATION OF THIS METHOD. BRIEFLY. A SET OF 
K+l POINTS IN K-DIMENSIONAL SPACE IS CALLED A SIMPLEX. 
THE MINIMIZATION PROCESS ITERATES BY REPLACING THE POINT 
WITH THE LARGEST FUNCTION VALUE BY A NEW POINT WITH A 
SMALLER FUNCTION VALUE. ITERATION CONTINUES UNTIL ALL THE 
POINTS CLUSTER SUFFICIENTLY CLOSE TO A MI~IMUM. 

REFERENCES 
1. L F SHAMPINE. A ROUTINE FOR UNCONSTRAINED OPTIMIZATION. 

SC-TM-72130 OR SC-RR-720657 
2. J A NELDER ANC R ~EAD, A SIMPLEX METHOD FOR FUNCTION 

MINIMIZATION, COMPUTER JOURNAL. 7119651 308-313 

DESCRIPTION OF PAR~METERS 
--INPUT--

F - NAME OF FUNCTION OF K VARIABLES TO BE MINIMIZED. 
ITHIS NAME MUST APPEAR IN AN EXTERNAL STATEMENT.I 
FO~M OF THE CALLING SEQUENCE MUST BE FUNCTION FIX', 
WHERE X IS AN ARRAY OF K VARIABLES. 

K THE NUMBER OF VARIABLES. K MUST BE AT LEAST 2. 
NOR~ALLY K SHOULD BE LESS THAN ABOUT 10, AS SIMIN 
BECOMES LESS EFFECTIVE fOR LARGER VALUES OF K. 

EPS- THE CCNVERGENCE CRITERION. LET YAVG BE THE AVERAGE 
VALUE OF THE FUNCTION F AT THE K+l POINTS OF THE 
SIMPLEX, AND LET R BE THEIR STANDARD ERROR. ITHAT IS, 
THE ROOT-~EAN-SQUARE OF THE SET OF VALUES IYIII-YAVGI. 
WHERE YIII IS THE FUNCTION VALUE AT THE I-TH POINT OF 
THE SIMPLEX.) THEN--



95 

If EPS.GT.O. CONVERGENCE IS OBTAINED If R.LE.EPS. 
If EPS.LT.O. CONVERGENCE IS If R.LE.ABSIEPS*YAVGI. 
If EPS=O. THE PROCESS WILL NCT CONVERGE BUT INSTEAD WILL 
QUIT WHEN NEV FUNCTION EVALUATIONS HAVE BEEN USED. 

ANS- AN ARRAY OF LENGTH K CONTAINING A GUESS FOR THE LOCATION 
Of A MINIMUM OF F. 

S - A SCALE PARAMETER, WHICH MAY BE A SIMPLE VARIABLE OR AN 
ARRAY OF LENGTH K. USE Of AN ARRAY IS SIGNALLEO BY 
SETTING SIll NEGATIVE. 
-SIMPLE VARIABLE CASE. HERE S IS THE LENGTH Of EACH 
SIDE OF THE INITIAL SIMPLEX. THUS, THE INITIAL SEARCH 
RANGE IS THE SAME FOR ALL THE VARIABLES. 
-ARRAY CASE. HERE THE LENGTH OF SlOE I Of THE INITIAL 
SIMPLEX IS ABSISIIII. THUS, THE INITIAL SEARCH RANGE 
MAY BE DIFFERENT FOR DIFFERENT VARIABLES. 
NOTE-- THE VALUEIS' USED FOR S ARE NOT VERY CRITICAL. 
ANY REASONABLE GUESS SHOULD 00 O.K. 

NEV- THE MAXIMUM NUMBER OF fUNCTION EVALUATIONS TO BE USED. 
(THE ACTUAL NUMBER USED MAY EXCEED THIS SLIGHTLY SO THE 
LAST SEARCH ITERATION MAY BE COMPLETED.I 

ICONT - ICONT SHOULD BE ZERO ON ANY CALL TO SIMIN WHICH 
IS NOT A CONTINUATION OF A PREVIOUS CALL. 
If ICONT:1 THE PROBLEM WILL BE CONTINUED. IN THIS 
CASE THE WORK ARRAY Y MUST BE THE SAME ARRAY THAT WAS 
USED IN THE CALL THAT IS BEING CONTINUED (AND THE VALUES 
IN IT MUST BE UNCHANGEDI. THE REASON FOR THIS IS THAT 
If ICONT~l THEN THE ARGUMENT S IS IGNORED AND THE SIMPLEX 
AND RELATED fUNCTION VALUES THAT WERE STORED IN ARRAY Y 
DURING A PREVIOUS ExeCUTION ARE USED TO CONTINUE THAT 
PREVIOUS PROBLEM. 

Y - A WORK ARRAY CONTAINING AT LEAST K*K + 5*K + 1 WORDS. 
IF ICONT=l THIS MUST BE THE SAME ARRAY USED IN THE CALL 
THAT IS BEING CONTINUED. 

--OUTPUT--
ANS- ANS WILL CONTAIN THE LOCATION OF THE POINT WITH THE 

SMALLEST VALUE OF THE FUNCTION THAT WAS FOUND. 
S - IN THE SIMPLE VARIABLE CASE S WILL BE RETURNED AS THE 

AVERAGE DISTANCE FROM THE VERTICES TO THE CENTROID Of 
THE SIMPLEX. 
IN THE ARRAY CASE SIll WILL BE RETURNEO AS THE AVERAGE 
DISTANCE IN THE I-TH DIMENSION OF VERTICES FROM 
THE CENTROID. (SIll WILL BE NEGATED.' 
NOTE-- THE VALUEISI RETURNED IN S ARE USEFUL FOR 
ASSESSING THE FLATNESS OF THE FUNCTION NEAR THE 
MINIMUM. THE LARGER THE VALUE OF S [FOR A GIVEN 
VALUE OF EPSI. THE fLATTER THE FUNCTION. 

NEV- NEV WILL BE THE COUNT Of THE ACTUAL NUMBER OF FUNCTION 
EVALUATIONS USED. 

Y - WILL CONTAIN ALL DATA NEEDED TO CONTINUE THE MINIMIZATION 
SEARCH EFFICIENTLY IN A SUBSEQUENT CALL. 
NOTE -- THE FIRST K+1 ELEMENTS OF Y WILL CONTAIN THE 
FUNCTION VALUES AT THE K+l POINTS OF THE LATEST SIMPLEX. 
THE NEXT K*CK+1I ELEMENTS OF Y WILL 8E THE K+l POINTS 
OF THE SIMPLEX liN EXACT CORRESPONDENSE TO THE ARRAY 
P DISCUSSED IN REFERENCE 1 ABOVEI. THE REMAINI~G 3*K 
WORDS ARE TEMPORARY WORKING STORAGE ONLY. 
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SINH SINH SINH SINH SINH SINH SINH 
**************************************** 

**.*.**.* ••••• * •• * •••••••• ** •• 
* •• * ••• * ••• *.** ••••• 

•••••••••• 
FUNCTION SINHIXI 
WRITTEN BY CARL B. BAILEY, NOVEMBER 1911 

ABSTRACT 

SINH EVALUATES THE HYPERBOLIC SINE FUNCTION. THAT IS, 
SINHIXI = IEXPIXI - EXPI-XII I £ 

SINH 

FOR ABSIXI .LE. 0.5 AN ECONOMIlED POLYNOMIAL IS USED WHICH 
YIELDS AN ERROR OF NO MORE THAN ONE BIT IN OBSERVED TESTS. 
FOR ABSIXI .GT. 0.5 THE DEFINITION IN TER~S OF EXPONENTIALS 
IS USED WHIOH YIELDS AN ACCURACY COMPARABLE TO THE ACCURACY 
OF THE EXPONENTIAL ROUTINE. 

DESCRIPTION OF ARGUMENT 

x - ANY REAL VALUE FOR WHICH EXPIABSIXII IS REPRESENTABLE. 

SMOO SMOO SMOO SMOO SMOO SMOO 
.***.**.****.********.**.*******.***.*** 

******.* •••••• * •• **.*****.**.* 
*********** ••• ****** 

********.* 

SMOO 

SUBROUTINE SMOOIN,X,Y,DY,S,A,B,C,D,R,Rl,R2,T,Tl,U,V,IERRI 
CONVERSION FROM THE ALGOL BY RONOALL E JONES 

SMOO 

REFERENCE -- NUMERISHE MATHEMATIK 10,111-183 119671 C H REINSCH 

ABSTRACT 
SMOO FITS A SMOOTH SPLINE THROUGH A GIVEN SET OF DATA POINTS 
BY MINIMIZING THE INTEGRAL OF THE SECOND DERIVATIVE SQUARED, 
SUBJECT TO THE CONSTRAINT THAT 

N 
SUM I IRIII-YIIII/DYIII 1**2 .LE. S 
1=1 

IWHERE R(II IS T~E ORDINATE OF THE SMOOTH SPLINE AT XIII.' 
SMOO RETURNS THE VALUES OF THE SPLINE FUNCTION, R, 
ITS FIRST DERIVATIVE, Rl, AND ITS SECOND DERIVATIVE, R2, 
EVALUATED AT THE ABSCISSAS OF THE GIVEN DATA POINTS. 
THE RESULTING SPLINE, DEFINED BY THE ARRAYS X, R, AND R2, 
MAY THEN BE INTERPOLATED IIF DESIREDI USING SPLINT. 
FOR AN EXACT SPLINE FIT SEE SUBROUTINE SPLIFT. 

DESCRIPTION OF ARGU~ENTS 
INPUT ARGUMENTS --
N - NUMBER OF DATA VALUES IAT LEAST 31 
X - ABSCISSA ARRAY IINCREASING ORDER) 
Y - ORDINATE ARRAY 
DY - ARRAY OF ERROR ESTIMATES. DY(11 SHOULD BE AN ESTIMATE 

OF THE ERROR (ACTUALLY, THE STANDARD DEVIATIONI IN Y(II. 
THUS, THE UNITS OF DY ARE THE SAME AS THE UNITS OF Y. 
LARGER VALUES OF DYIII ALLOW A LOOSER, SMOOTHER FIT. 
SMALLER VALUES OF DYIII CAUSE A TIGHTER FIT. SETTING 
DYII)=Q AT ALL POINTS RESULTS IN AN EXACT FIT.ISEE SPLIFTI 
BY APPROPRIATELY ADJUSTING DYIII AT EACH POINT, THE SPLINE 
CAN BE MADE TIGHT AT CRITICAL POINTS AND LOOSE AT OTHERS. 

S - SHOULD NOR~ALLY = N. INOTE-- S IS FLOATING POINT - DONT 
USE N DIRECTLY FOR S.l IF YOU WISH TO TIGHTEN OR LOOSEN 
THE SPLINE FIT BY MULTIPLYING EACH ELEMENT OF DY BY 
SOME FACTOR F, YOU MAY ALTERNATIVELY SIMPLY MULTIPLY 
S BY F**2. 

OUTPUT ARGUMENTS --
A,B,C,D - CUBIC BfTWEEN XIII AND XII+l1 IS 

AlII + IlIII.H + r.lll*H.*2 + DIlI*H**3 
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WHERE H IS DESIRED ABSCISSA MINUS XIII. 
R - ARRAY Of SMOOTH SPLINE VALUES 
Rl - ARRAY Of SMOOTH SPLINE DERIVATIVES 
R2 - ARRAY Of SMOOTH SPLINE SECOND OERIVATIVES 
T.Tl.U.V - WORK ARRAYS 
IERR- A STATUS COOE 

--NORMAL CODE 
:1 MEANS THE REQUESTEO SPLINE WAS CO~PUTEO. 

--ABNORI'!AL COOE 
=2 MEANS EITHER N IS LESS THAN 3, OR S IS NEGATIVE, 

OR THE X-AXIS VALUES ARE MISOROEREO. 

X,Y.OY,A,B,C,O MUST BE OI~ENSIONEO AT LEAST N 
R,Rl,R2.T,Tl,U.V MUST BE CIMENSION AT LEAST N+2 

THE ORIGINAL Nl WAS FIXEO AT 1 TO AVOIO WASTEO WORK ARRAY SPACE 
THE ORIGINAL N2 IS CALLED N HERE 
ALL WORK ARRAY INDICES ARE 1 LARGER THAN IN THE ALGOL, 
TO AVOID A ZERO SUBSCRIPT. 

5005 SODS 5005 SODS SOOS SOOS 
•••••••••••••••••••••••••••••••••••••••• •••••••••••••••••••••••••••••• •••••••••••••••••••• •••••••••• 

SUBROUTINE SOOSIA.X,B,NEO.NUK.NRDA,IFLAG,WORK,IWORKI 

SODS SO OS 

SODS SOLVES THE OVERDETERMINED SYSTEM OF LINEAR EQUATIONS 4 X B, 
WHERE A IS NEQ BY NUK ANO NEQ .GE. NUK. IF RANK A = NUK, 
X IS THE UNIQUE LEAST SQUARES SOLUTION VECTOR. THAT IS, 

R{11 •• 2 + ••••• + RINEQI.*2 = MINIMU~ 
WHERE R IS THE RESIDUAL VECTOR R = B - A X. 
If RANK A .LT. NUK , THE LEAST SQUARES SOLUTION OF MINIMAL 
LENGTH CAN BE PROVIDEO. 
SODS IS AN INTERfACING ROUTINE WHICH CALLS SUBROUTINE LSSODS 
FOR THE SOLUTION. LSSOOS IN TURN CALLS SUBROUTINE ORTHOL ANO 
POSSIBLY SUBROUTINE OHTROR FOR THE DECOMPOSITION OF A BY 
ORTHOGONAL TRANSFOR~ATIONS. IN THE PROCESS,ORTHOL CALLS UPON 
SUBROUTINE CSCALE FOR SCALING. 

WRITTEN BY H.A. WATTS , ORG. 2642 • SANOIA LABORATORIES 

REFERENCES 
G.GOLUB, NUMERICAL METHODS fOR SOLVING LINEAR LEAST SQUARES 
PROBLEMS. NUMER. MATH •• V.7,PP.206,H-216,1965. 
P. BUSINGER ANO G. GOLUB. LINEAR LEAST SQUARES SOLUTIONS BY 
HOUSEHOLDER TRANSFORMATIONS,NUMER. MATH.,V.7,PP.269-276.1965. 

H.A.WATTS.SOLVING LINEAR LEAST SQUARES PROBLEMS USING 
SODS/SUDS/COOS, SANDIA REPORT SAN071-0683 

.* ••• * ••••••••••••••• * ••••••• * ••••••••••••••••• * •••••••••• * ••••••• ** ••• 
INPUT 

•• ** •••• * ••••••• * •• ** ••• *.* •••• * ••••••••••• ** ••••••••••• * ••••••••• ** ••• 

A CONTAINS THE MATRIX OF NEQ EQUATIONS IN NUK UNKNOWNS AND MUST 
BE OIMENSIONED NRDA BY NUK. THE ORIGINAL A IS DEST~OYED 

X SOLUTICN ARRAY OF LENGTH AT LEAST NUK 
B GIVEN CONSTANT VECTOR OF LENGTH NEQ, B IS OESTROYED 
NEQ -- NUMBER OF EQUATIONS, NEQ GREATER OR EQUAL TO 1 
NUK -- NUMBER Of COLU~NS IN THE MATRIX (WHICH IS ALSO THE NUMBER 

OF UNKNOWNSI, NUK NOT LARGER THAN NEQ 
NRDA -- RO~ CI~ENSION OF A, NROA GREATER OR EQUAL TO NEQ 
IFLAG -- STATUS INLICATOR 

=0 FOR THE FIRST CALL (AND FOR EACH NEW PROBLEM DEFINEO BY 
A NEW ~ATRIX AI WHEN T~E MATRIX OATA IS TREATED AS EXACT 

=-K FOR THE FIRST CALL (AND FOR EACH NEW PROBLEM DEFINEO BY 
A NEW MATRIX AI WHEN THE MATRIX DATA IS ASSU~EO TO BE 
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ACCURATE TO ABOUT K DIGITS 
=1 FOR SUBSEQUENT CALLS WHENEVER THE MATRIX A HAS ALREADY 

BEEN DECOMPOSED (PROBLEMS WITH NEW VECTORS B BUT 
SAME MATRIX A CAN BE HANDLeD EFFICIENTLY' 

WORK(.),IWORKI.' -- ARRAYS FOR STORAGE OF INTERNAL INFORMATION, 
WORK 'MUST BE DIMENSIONED AT LEAST 2 + 5.NUK 
IWORK MUST BE DIMENSIONED AT LEAST NUK+2 

IWORK(2) -- SCALING INDICATOR 
=-1 IF THE MATRIX A IS TO BE PRE-SCALED BY 
COLUMNS WHEN APPROPRIATE 
IF THE SCALING INDICATOR IS NOT EQUAL TO -1 
NC SCALING WILL BE ATTEMPTED 

FOR MOST PROBL,EMS SCAlING WILL PROBABLY NOT BE NECESSARY 

*********.************************************************************* 
OUTPUT 

*.*******.**.*** ••••• *.****.*.*** ••••• *.**.***.************************ 

IFLAG -- STATUS INDICATOR 
=1 IF SOLUTION WAS OBTAINED 
=2 IF IMPROPER INPUT IS DETECTED 

IEXECUTION TERMINATES UNLESS A PRIOR CALL TO 
ERXSET WAS MADEl 

=3 IF RANK OF MATRIX IS LESS THAN NUK 
IF THE MINIMAL LENGTH LEAST SQUARES SOLUTION IS 
DESIRED, SIMPLY RESET IFLAG=l AND CALL THE CODE AGAIN 
(THE USER MUST MAKE A PRIOR CALL TO THE ERXSET 

ROUTINE IF THIS RETURN IS TO BE NONFATAL WHEN 
THE INPUT MODE IFLAG=O IS USED. THIS IS NOT 
NECESSARY WHEN THE INPUT MODE IFLAG=-K IS USED.) 

X -- LEAST SQUARES SOLUTION OF AX = B 
A -- CONTAINS THE STRICTLY UPPER TRIANGULAR PART OF THE REDUCED 

MATRIX AND THE TRANSFORMATION INFORMATION 
WORK(*/,IWORK(*/ -- CONTAINS INFORMATION NEEDED ON SUBSEQUENT 

CALLS IIFLAG=1 CASE ON INPUT' WHICH MUST NOT 
BE ALTERED 
WORKIl' CONTAINS THE EUCLIDEAN NORM OF 
THE RESIDUAL VECTOR 
WORK(2' CONTAINS THE EUCLIDEAN NORM OF 
THE SOLUTION VECTOR 
IWORKfl) CONTAINS THE NUMERICALLY DETERMINED 
RANK OF THE MATRIX A 

*******.**.********.************.** •• **** •• ***.************.*********** 

SOSNLE SOSNLE SOSNLE SOSNLE 
*****.* •• ********* ••••• *.*.* •• *.****.*** 

******.**.** •• ***.*.********** 
********* •• ********* 

****.***.* 
SUBROUTINE SOSNLE(FNC.NEQ,X,RER,AER,IFLG.W.NWD' 

WRITTEN BY H.A.WATTS 
APPLIED MATHEMATICS DIVISION 2b42 
SANDIA LABORATORIES,ALBUQUERQUE,NEW MEXICO 

ABSTRACT 

SOSNLE SOSNLE 

SCSNLE SOLVES A SYSTEM OF NEQ SIMULTANEOUS NONLINEAR EQUATIONS. 
THE ALGORITHM IS BASED ON AN ITERATIVE METHOD WHICH IS A 
VARIATION OF NEWTONS ~ETHOO USING GAUSSIAN ELIMINATION 
IN A MANNER SIMILA~ TO THE GAUSS-SEIDEL PROCESS. CONVERGENCE 
IS ROUGHLY QUADRATIC. ALL PARTIAL DERIVATIVES REQUIRED BY 
THE ALGCRITH~ ARE APPROXIMATED BY FIRST CIFFERENCE QUOTIENTS. 

~CTUALlY,SOSNLE IS MERELY AN INTERFACING ROUTINE FOR 
CALLING SUBROUTINE SNLEQS WHICH EMBODIES THE SOLUTION 
ALGURITHM. THE PURPOSE OF THIS IS TO ADD GREATER 
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FLExIBILITY AND EASf OF USE FOR THE PROSPECTIVE USER. 

SNLEQS CALLS THE ACCOMPANYING ROUTINE BACSOL WHICH SOLVES A 
TRIANGULAR LINEAR SYSTEM BY BACK-SUBSTITUTION. 

THE USER MUST SUPPLY A FUNCTION SUBPROGRAM WHICH EVALUATES THE 
K-TH EQUATION ONLY (K SPECIFIED BY SNLEQSI FOR EACH CALL 
TO THE SUBPROGRAM. 

SOSNLE REPRESENTS AN IMPLEMENTATION OF THE MATHEMATICAL ALGORITHM 
DESCRIBED IN THE REFERENCES BELOW. 
REFERENCES 

1. K.M.BROWN.ALGORITHM 316.COMM.A.C.M •• VOL.10.1961,PP128-129. 
2. K.M.BROWN.A QUADRATICALLY CONVERGENT NEWTON-LIKE METHOD 

BASED UPON GAUSSIAN ELIMINATION.SIAM J.NUM.ANAL •• VOL.6,1969, 
PP560-569. 

********************************************************************* 
**** A MACHINE DEPENDENT CONSTANT URO APPEARS IN A DATA STATEMENT 
**** IN THE SUBROUTINE SNLEQS. 
*.** THIS SHOULD BE APPROXIMATELY THE COMPUTER UNIT-ROUNDOFF VALUE. 
**** THAT IS. SET URO TO THE VALUE OF THE SMALLEST POSITIVE NUMBER 
.*.* SUCH THAT 1.O+URO .GT. 1.0 
.*** THE DESIGNATED COMPUTER OUTPUT TAPE UNIT NUMBER ALSO APPEARS 
••• * IN A DATA STATEMENT. SEE THE IFLG INPUT DESCRIPTION. 
*** ••• *.*** •• ***.*.****.* •• ******* •• * ••• *** •••• *** •••• * •• **.********* 

-INPUT-

FNC -NAME OF THE FUNCTION PROGRAM WHICH EVALUATES THE EQUATIONS. 
THIS NAME MUST BE IN A EXTERNAL STATEMENT IN THE CALLING 
PROGRAM. THE USER MUST SUPPLY FNC IN THE FORM FNCIX.KI 
WHERE x IS THE SOLUTION VECTOR (WHICH MUST BE DIMENSIONED 
IN FNCI AND FNC RETURNS THE VALUE OF THE K-TH FUNCTION. 

NEQ -NUMBER OF ECUATIONS TO BE SOLVED. 
X -SOLUTION VECTOR. INITIAL GUESSES MUST BE SUPPLIED. 
RER -RELATIVE ERROR TOLERANCE USED IN THE CONVERGENCE CRITERIA. 

EACH SOLUTICN COMPONENT XIII IS CHECKED BY AN ACCURACY 
REQUIREMENT OF ABS(XII'-XOLD(II I .LE. RE*ABSIX(III+AER, 
WHERE XOLD(II REPRESENTS THE PREVIOUS ITERATION VALUE AND 
RE:MAXIRER,UROI. URO IS THE MACHINE UNIT-ROUNDOFF VALUE. 

AER -ABSOLUTE ERROR TOLERANCE USED IN THE CONVERGENCE CRITERIA 
IF THE USER SUSPECTS SOME SOLUTION COMPONENT MAY BE ZERO,HE 
SHOULD SET AER Te AN APPROPRIATE (DEPENDS ON THE SCALE OF 
THE REMAINING VARIABLESI POSITIVE VALUE FOR BETTER 
EFFICIENCY OF THE ROUTINE. 

IFLG-ON INPUT. IT IS USED AS AN INTERNAL PRINTING PARAMETER. 
YOU MUST SET IFLG:-l IF YOU WANT THE INTERMEDIATE 
SOLUTION ITERATES TO BE PRINTED. ANY OTHER VALUE WILL NOT 
CAUSE PRINTING OF THE SUCCESSIVE SOLUTION APPROXIMATIONS. 
IT MAY BE NECESSARY TO ALTER THE FORMAT STATEMENT 
TO CONFORM TO YOUR PARTICULAP MACHINE. ALSO.IT MAY BE 
NECESSARY TO ALTER THE OUTPUT TAPE UNIT NUMBER SPECIFIED 
BY A DATA STATEMENT IN SNLEOS. 

WDRK-A WORK ARRAY USED INTERNALLY BY SNLEQS. SOSNLE SPLITS UP 
.WORK INTO 8 SUB-ARRAYS FOR LOCAL STORAGE USE BY 
SNLEQS. ONE OF THESE IS USED THERE AS AN INTEGER 
ARRAY AND MAY CAUSE PROBLEMS WITH SOME COMPILERS. 
IF THIS IS THE CASE.ADD THE DECLARATION CARD REAL IS 
IN SNLEQS. 

NWD -DIMENSION OF THE WORK ARRAY. NWD MUST BE AT LEAST 
1.NEQ+NEQ*INEQ+11/2 

-OUTPUT-

X -SOLUTION VECTOR. 
IFLG-STATUS INDICATOR 

o MEANS SATISFACTORY CONVERGENCE TO A SOLUTION WAS ACHIEVED. 
EACH SOLUTICN COMPONENT X(II SATISFIES THE ERROR 
TOLERANCE TEST ABS(XIII-XOLD(lll .LE. RE*ABS(X(ll)+AER. 
THIS REPRESENTS NORMAL TERMINATION. 
MEANS PROCEDURE CONVERGED TO A SOLUTION SUCH THAT ALL 
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RESIDUALS ARE ZERO.THE SITUATION FOR IFLG=Q ALSO HOLDS 
SINCE THE SOLUTION INCREMENT -IS ZERO.THIS IS FREQUENTLY 
ASSOCIATED kITH ILL-CONDITIONED ROOTS SHOWING THE EFFECT 
OF LIMITING PRECISION IN THE COMPUTATION OF FNC(XI. 

Z MEANS POSSIBLE NUMERICAL CONVERGENCE. BEHAVIOR INDICATES 
LIMITING PRECISION CALCULATIONS AS A RESULT OF USER ASKING 
FeR TOO MUCH ACCUPACY OR ELSE CONVERGENCE IS VERY SLOW. 
RESIDUAL NORMS AND SOLUTION INCREMENT NORMS HAVE 
REMAINED POUGHLY CONSTANT OVER NSRRC CONSECUTIVE 
ITERATIONS. CSOSNLE SETS NSRRC=5.1 

3 MEANS THE ALLOWABLE NUMBER OF ITERATIONS HAS BEEN MET 
WITHOUT OBTAINING A SOLUTION TO THE SPECIFIED ACCURACY. 
VERY SLOW CONVERGENCE IS INDICATED. 
(SOSNLE SETS THE MAXiMUM NUMBER OF- ITERATIONS MXIT=lOOI 

4 MEANS THE ALLOWABLE NUMBER OF ITERATIONS HAS BEEN MET. 
ITERATIVE PROCESS MAY NOT BE CONVERGING SINCE THE FIRST 
SOLUTION INCREMENT NORM. FOLLOWING THE ATTAINMENT OF 
MINIMUM RESIDUAL NORM.EXCEEDS THE PREVIOUS SOLUTION 
INCREMENT NORM BY A FACTOR OF 10. A LOCAL MINIMUM MAY 
HAVE BEEN ENCOUNTERED. 

5 MEANS THAT THE ITERATIVE SCHEME APPEARS TO BE CIVERGING. 
RESIDUAL NORMS AND SOLUTION INCREMENT NORMS HAVE 
INCR~ASED OVER NSRI CONSECUTIVE ITERATIONS. ISOSNLE 
SETS NSRI=5.1 

6 MEANS THAT A JACOBIAN-RELATED MATRIX WAS SINGULAR, 
PROCESS CANNOT BE CONTINUED. 

1 MEANS IMPROPER INPUT PARAMETERS. 
*** IFLG SHOULD BE EXAMINED AFTER EACH CALL TO *** 
*** SOSNLE WITH THE APPROPRIATE ACTION BEING TAKEN. *** 

SPLIFT SPLIFT SPLIFT SPLIFT SPLIFT 
**************************************** 

****************************** 
*.**.****.********** 

***.****** 

SPLIFT 

SUBROUTINE SPLIFT (X,V,YP,YPP,N,w,IERR.ISX,Al,Bl,AN.BNI 
WRITTEN BY RONOALL E. JONES 

ABSTRACT 
SPLIFT FITS AN INTERPOLATING CUBIC SPLINE TO THE N DATA POINTS 
GIVEN IN X AND Y AND RETURNS THE FIRST AND SECOND DERIVATIVES 
IN YP AND YPP. THE PESULTING SPLINE (DEFINED BY x. Y. AND 
VPP) AND ITS FIRST AND SECOND DERIVATIVES MAY THEN BE 
EVALUATED USING SPLINT. THE SPLINE MAY BE INTEGRATED USING 
SPLIQ. FOR A SMOOTHING SPLINE FIT SEE SUBROUTINE SMOO. 

DESCRIPTION OF ARGUMENTS 
THE USER MUST OIMENSION ALL ARRAYS APPEARING IN THE CALL LIST. 
E.G. XIN). Y(NI, YPINI, VPPINI, W(3NI 

--INPUT--

x - ARRAY OF ABSCISSAS OF DATA lIN INCREASING ORDERI 
Y - ARRAY OF ORDINATES OF DATA 
N - THE NUMBER OF DATA POINTS. THE ARRAYS X, y, VP, AND 

YPP MUST BE DIMENSIONED AT LEAST N. IN .GE. 41 
ISX - MUST BE ZERO ON THE INITIAL CALL TO SPLIFT. 

IF A SPLINE IS TO BE FITTEO TO A SECOND SET OF DATA 
THAT HAS THE SAME SET OF ABSCISSAS AS A PREVIOUS SET, 
AND IF THE CONTENTS OF ~ HAVE NOT BEEN CHANG EO SINCE 
THAT PREVIOUS FIT WAS COMPUTED. THEN ISX MAV BE 
SET TO ONE FOR FASTER EXECUTION. 

Al,B1,AN,BN - SPECIFY THE END CONDITIONS FOR THE SPLINE WHICH 
ARE EXPRESSED AS CONSTRAINTS ON THE SECOND DERIVATIVE 
OF THE SPLINE AT THE END POINTS ISEE YPPJ. 
THE END CONOITION CONSTRAINTS ARE 

VPPI11 = Al*VPPIZI + B1 

.. 
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AND 
YPP(NI = AN*YPP(N-II + BN 

WHERE 
ABSIAl'.LT. 1.0 AND ASS/ANI.LT. 1.0. 

THE SMOOTHEST SPLINE II.E., LEAST INTEGRAL OF SQUARE 
OF SECOND DERIVATIVEI IS OBTAINED BY A1=Bl=AN=BN=0. 
IN THIS CASE THERE IS AN INFLECTION AT XIII AND X/NI. 
IF THE DATA IS TO BE EXTRAPOLATED (SAY, BY USING SPLINT 
TO EVALUATE THE SPLINE OUTSIDE THE RANGE XIII TO XINI I, 
THEN TAKING Al=AN=0.5 AND Bl=BN=O MAY YIELD BETTER 
RESULTS. IN THIS CASE THERE IS AN INFLECTION 
AT XCII - IXI21-XIIII AND AT XCNI + IXCNI-XIN-l". 
IN THE MORE GENERAL CASE OF Al=AN=A AND Sl=BN=D, 
THERE IS AN INFLECTION AT XIII - (XI21-XI111*A/Il.0-AI 
AND AT XINI + IXCNI-XIN-111*A/C1.D-AI. 

A SPLINE THAT HAS A GIVEN FIRST DERIVATIVE YPI AT XIII 
AND YPN AT YCN) MAY BE DEFINED BY USING THE 
FOLLOWING CONDITIONS. 

Al=-0.5 

Bl= 3.0*IIYC21-YIll'/IXtZI-XC11'-YPlI/IX(ZI-XI111 

AN=-0.5 

BN=-3.0*IIYINI-YIN-111/IXINI-XIN-11'-YPNI/IXINI-XIN-lII 

--OUTPUT--

YP - ARRAY OF FIRST DERIVATIVES OF SPLINE IAT THE XlIII 
YPP - ARRAY OF SECOND DERIVATIVES OF SPLINE IAT THE XlIII 
IERR - A STATUS CODE 

--NORMAL CODE 
1 MEANS THAT THE REQUESTED SPLINE WAS COMPUTED. 

--ABNORMAL CODES 
2 MEANS THAT N. THE NUMBER OF POINTS, WAS .LT. 4. 
3 MEANS THE ABSCISSAS WERE NOT STRICTLY INCREASING. 

--WORK--

W - ARRAY OF WORKING STORAGE DIMENSIONED AT LEAST 3N. 

SPLINT SPLINT SPLINT 
**************************************** 

****************************** 
******************** 

********** 
SUBROUTINE SPLINT IX.Y,YPP,N,XI,YI,YPI,YPPI,NI,KERRI 
WRITTEN BY RONDALL E. JONES 

ABSTRACT 

SPLINT EVALUATES A CUBIC SPLINE AND ITS FIRST AND SECOND 
DERIVATIVES AT THE ABSCISSAS IN XI. THE SPLINE IWHICH 
IS DEFINED BY X. Y, AND YPPI MAY HAVE BEEN DETERMINED BY 
SPLIFT OR SMOO OR ANY OTHER SPLINE FITTING ROUTINE THAT 
PROVIDES SECOND DERIVATIVES. 

DESCRIPTION OF ARGUMENTS 
THE USER MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL LIST, 
E.G. XINI, YINI, YPP(NI, XltNIl, YIINII, YPIINII, YPPIINI' 

--INPUT--

X - ARRAY OF ABSCISSAS liN INCREASING CRDER' THAT DEFINE THE 
SPLINE. USUALLY X IS THE SAME AS X IN SPLIFT OR SMOO. 
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Y - ARRAY OF ORDINATES THAT DEFINE THE SPLINE. USUALLY Y IS 
THE SAME AS Y IN SPLIFT OR AS R IN SMOD. 

YPP - ARRAY OF SECOND DERIYATIVES THAT DEFINE THE SPLINE. 
USUALLY YPP IS THE SAME AS YPP IN SPLIFT OR R2 IN SMOD. 

N - THE NUMBER OF DATA POINTS THAT DEFINE THE SPLINE. 
THE ARRAYS X, Y, AND YPP MUST BE DIMENSIONED AT LEAST N. 
N ~UST eE GREATER THAN OR EQUAL TO 2. 

XI - THE ABSCISSA OR ARRAY OF ABSCISSAS (IN ARBITRARY ORDER) 
AT WHICH THE SPLINE IS TO BE EVALUATED. 
EACH X[IK) THAT LIES BETWEEN XI11 AND X{N) IS A CASE OF 
INTERPOLATION. EACH XIIKI THAT DOES NOT LIE BETWEEN 
XI!I AND X(N) IS A CASE OF EXTRAPOLATION. BOTH CASES 
ARE ALLOWED. SEE DESCRIPTION OF KERR. 

NI - THE NUMBER OF ABSCISSAS AT WHICH THE SPLINE IS TO BE 
EVALUATED. IF NI IS GREATER THAN 1, THEN XI, YI, YPI, 
AND YPPI MUST BE ARRAYS DI~ENSIONED ~T LEAST NI. 
NI MUST BE GREATER THAN OR EQUAL TO 1. 

--OUTPUT--

YI - ARRAY OF VALUES OF THE SPLI~E IDRDINATESI AT Xl. 
YPI - ARRAY OF VALUES OF THE FIRST DERIVATIVE OF SPLINE AT Xl. 
YPPI- ARRAY OF VALUES OF SECOND DERIVATIVES OF SPLINE AT XI. 
KERR- ~ STATUS CODE 

--NORMAL CODES 
1 MEANS THAT THE SPLINE WAS EVALUATED AT EACH ABSCISSA 

IN XI USING ONLY INTERPOLATION. 
2 MEANS THAT THE SPLINE WAS EVALUATED AT EACH ABSCISSA 

IN Xl, BUT AT LEAST ONE EXTRAPOLATION WAS PERFORMED. 
ABNORMAL CODE 
3 ~EANS THAT THE REQUESTED NUMBER OF EVALUATIONS, NI, 

WAS NOT POSITIVE. 

SPLIQ SPLIQ SPLIQ SPllQ SPLIQ 
•• ***.**.*.**.*** •• *******.* ••• * ••••• * •• 

• *******.*.*.***.****.******** 
******.*****.******* 

**** •• *.** 
SUBROUTINE SPLIQ(X,y,YP,YPP,N,XLO,XUP,NUP,ANS,IERRI 
THIS ROUTINE WAS WRITTEN BY M. K. GORDON 

ABSTRACT 

SPlIQ SPLIQ 

SUBROUTINE SPlIQ INTEGRATES ~ CUBIC SPLINE IGENER~TED BY 
SPLIFT, SMOO, ETC.I ON THE INTERVALS IXlO.XUP(III. WHERE XUP 
IS A SEQUE~CE OF UPPER LIMITS ON THE INTERVALS OF INTEGRATION. 
THE ONLY RESTRICTICNS ON XLO AND XUPI •• ARE 

XLO .IT. XUPIl', 
XUPIIJ .LE. XUPII+l1 FOR EACH I • 

ENDPOINTS BEYOND THE SPAN OF ABSCISSAS ARE AllOWED. 
THE SPLINE OV~R THE INTERVAL IXII •• XII+1I' IS REGARDED 
AS A CUBIC POLYNO~IAl EXPANDEO ABOUT XIII AND IS INTEGRATED 
ANALYTICALLY. 

DESCRIPTION OF ARGUMENTS 
THE USER MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL LIST, 
E.G. XINI, YINI, YP(NI, YPP(NI, XUPINUPJ, ANSINUPI 

--INPUT--

x - ARR~Y Of ABSCISSAS lIN INCREASING ORDERI THAT DEFINE THE 
SPLINE. USUALLY X IS THE SAME AS X IN SPLIFT OR SMOO. 

Y - ARRAY CF ORDINATES THAT DEFINE THE SPLINE. USUALLY Y IS 
THE SAME AS Y IN SPLIFT OR AS R IN SMOO. 

YP - ARRAY OF FIRST DERIVATIVES OF THE SPLINE AT ABSCISSAS. 
USUALLY YP IS THE SAME AS YP IN SPlIFT OR Rl IN SMOO. 

YPP - ARRAY OF SECOND DERIVATIVES THAT DEFINE THE SPLINE. 
USUALLY YPP IS THE SAME AS YPP IN SPLIFT OR R2 IN SMOO. 

• 



SSORT 

103 

N - THE NUMBER OF DATA POINTS THAT DEFINE THE SPLINE. 
XLO - LEFT ENDPOINT OF INTEGRATION INTERVALS. 
XUP - RIGHT ENDPOINT OR ARRAY OF RIGHT ENDPOINTS OF 

INTEGRATION INTERVALS IN ASCENDING ORDER. 
NUP - THE NUMBER OF RIGHT ENDPOINTS. IF NUP IS GREATER THAN 

1, THEN XUP AND ANS MUST BE DIMENSIONED AT LEAST NUP. 

--OUTPUT--

ANS -- ARRAY OF INTEGRAL VALUES, THAT IS, 
ANS(II ~ INTEGPAL FROM XLO TO XUPCII 

IERR -- ERROR STATUS 
= 1 INTEGRATION SUCCESSFUL 
= 2 IMPROPER INPUT - N.LT.4 OR NUP.LT.l 
= 3 IMPROPER INPUT - ABSCISSAS NOT IN 

STRICTLY ASCENOING OROER 
4 I~PROPER INPUT - RIGHT ENDPOINTS XUP NOT 

IN ASCENOING ORDER 
= 5 IMPROPER INPUT - XLO.GT.XUPI11 
= 6 INTEGRATION SUCCESSFUL BUT AT LEAST ONE ENDPOINT 

NOT WITHIN SPAN OF ABSCISSAS 
•• NOTE. ERRCHK PROCESSES DIAGNOSTICS FOR CODES 2,3.4,5. 

SSORT SSORT SSORT SSORT SSOPT 
•••••••••••••••••••••••••••••••••••••••• •••••••••••••••••••••••••••••• •••••••••••••••••••• •••••••••• 

SUBROUTINE SSORTIX,Y,N,KFLAGI 
WRITTEN BY RONDALL E JONES 

SSORT 

MOOIFIED BY JOHN A. WISNIEWSKI TO USE THE SINGLETON QUICKSORT 
ALGORITHM. OATE 18 NOVEMBER 1976. 

ABSTRACT 

SSORT 

SSORT SORTS ARR~Y X AND OPTIONALLY MAKES THE SAME 
INTERCHANGES IN ARRAY Y. THE ARRAY X MAY BE SORTED IN 
INCREASING ORDER OR DECREASING ORDER. A SLIGHTLY MODIFIED 
QUICKSORT ALGORITHM IS USED. 

REFERENCE 
SINGLETON,R.C., ALGORITHM 347, AN EFfICIENT ALGORITHM FOR 
SORTING WITH MINIMAL STORAGE, CACM,12131,1969,1B5-7. 

DESCRIPTION OF PARAMETERS 
X - ARRAY OF VALUES TO BE SORTED IUSUALLY ABSCISSASI 
Y - ARRAY TO BE (OPTIONALLYI CARRIED ALONG 
N - NUMBER OF VALUES IN ARRAY X TO BE SORTED 
KFLAG - CCNTROL PARAMETER 

-2 MEANS SCRT X IN INCREASING 
=1 MEANS SORT X IN INCREASING 
=-1 MEANS SORT X IN DECREASING 
=-2 MEANS SORT X IN DECREASING 

ORDER 
ORDER 
ORDER 
ORDER 

AND CARRY 
IIGNORING 
IIGNORING 
AND CARRY 

Y ALONG. 
Y) 
YI 
Y ALONG. 
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STEPl STEPl STEPl STEPl STEPl STEP! 
•••••••••••••• ************.*** •• ** •• **.* 

••• * •••• ***.****.*.***.* •• ***. 
*************.** ••• * 

.********* 
SUBROUTlNE STEPlIF,NEQN,y,X,H,EPS,WT,START, 

1 HOLD,K,KOLD,CRASH,PHI,P,YP,PSI, 
2 ~LPHA,BETA,SIG.V.W.G,PHASEl.NS.NORNDl 

WRITTEN BY L. F. SHA~PINE AND M. K. GORDON 

ABSTRACT 

STEPl STEPl 

SUBROUTINE STEPl IS NORMALLY USED INDIRECTLY THROUGH SUBROUTINE 
ODE. BECAUSE ODE SUFFICES FOR MOST PROBLEMS AND IS MUCH EASIER 
TO USE. USING IT SHOULD BE CONSIDERED BEFOPE USING STEPl ALONE. 

SUBROUTINE STEPl INTEGRATES A SYSTEM OF NEQN FIRST ORDER ORDINAR 
DIFFERENTIAL EOUATICNS ONE STEP, NORMALLY FROM X TO X+H, USING A 
~ODIFIED DIVIDEO DIFFERENCE FORM OF THE ADAMS PECE FORMULAS. LOCAL 
EXTRAPOLATION IS USED TO IMPROVE ABSOLUTE STABILITY ~ND ACCURACY. 
THE CODE ADJUSTS ITS ORDER AND STEP SIZE TO CONTROL THE LOCAL ERROR 
PER UNIT STEP IN A GENERALIZED SENSE. SPECIAL DEVICES ARE INCLUDED 
TO CONTRCL ROUNOOFF ERROR AND TO DETECT WHEN THE USER IS REQUESTING 
TOO MUCH ACCURACY. 

THIS CODE IS COMPLETELY EXPLAINED AND DOCUMENTED IN TH.E TEXT. 
COMPUTER SOLUTION OF ORDINARY DIFFERENTIAL EQUATIONS: THE INITIAL 
VALUE PROBLEM BY L. F. SHAMPINE AND M. K. GORDON. 

THE PARAMETERS REPRESENT: 
F -- SUBROUTINE TO EVALUATE DERIVATIVES 
NEON -- NUMBER OF EQUATIONS TO BE INTEGRATED 
YI*l -- SOLUTICN VECTOR AT X 
X -- INDEPENDENT VARIABLE 
H -- APPROPRIATE STEP SIZE FOR NEXT STEP. NORMALLY DETERMINED BY 

CODE 
EPS -- LOCAL ERROR TOLERANCE 
WTI*I -- VECTOR OF WEIGHTS FOR ERROR CRITERION 
START -- LOGICAL VARIABLE SET .TRUE. FOR FIRST STEP. .FALSE. 

OTHERWISE 
HOLD -- STEP SIZE USED FOR LAST SUCCESSFUL STEP 
K -- APPROPRIATE CRDER FOR NEXT STEP 10ETERMINEO BY CODEI 
KOLD -- ORDER USED FOR LAST SUCCESSFUL STEP 
CRASH -- LOGICAL V~RIABLE SET .TRUE. WHEN NO STEP CAN BE TAKEN • 

• FALSE. OTHERWISE. 
YPI*l -- DERIVATIVE OF SOLUTION VECTCR AT X AFTER SUCCESSFUL 

STEP 
THE ARRAYS PHI. PSI ARE REQUIRED FOR THE INTERPOLATION SUBROUTINE 
INTRP. THE ARRAY P IS INTERNAL TO TH~ CODE. THE REMAINING NINE 
VARI~BLES AND ARRAYS ARE INCLUOED IN THE CALL LIST ONLY TO ELIMINATE 
LOCAL RETENTION OF VARI_eLES BETWEEN CALLS. 

INPUT TC STEPl 

FIRST CALL --

THE USER MUST PROVIDE STORAGE IN HIS CALLING PROGRAM FOR ALL ARRAYS 
IN THE CALL LIST, NAMELY 

CIMENSION YINEONI.WTINEQNI,PHIINEQN,l6l,PINEQNl,YPINEQNI,PSIll2I, 
1 ALPHAIl2l.8ETAI12l,SIGI13l.VI121.WIl21.Gll31 

THE USER MUST ALSO DECLARE START. CRASH, PHASEl AND NORNO 
LOGICAL VARIABLES AND F AN EXTERNAL SUBROUTINE, SUPPLY THE 
SUBROUTINE FCX,Y,VPI TO EVALUATE 

DYltl/DX = YPIII = FIX.YIll.YI2l, •••• YINEONll 
AND INITIALIZE ONLY THE FOLLOWING PARA~ETERS: 

NEON -- NUMBER OF EQUATIONS TO BE INTEGRATED 
YI*l -- VECTOR OF INITIAL VALUES OF DEPENDENT VARIABLES 
X INITIAL VALUE OF THE INDEPENDENT VARIABLE 
H -- NOMINAL STEP SIZE INDICATING DIRECTION OF INTEGRATION 

AND ~AXIMUM SIZE OF STEP. MUST BE VARIABLE 
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EPS -- LOCAL ERROR TOLERANCE PER STEP. MUST BE VARIABLE 
WTI*1 -- VECTOR OF NON-ZERO WEIGHTS FOR ERROR CRITERION 
START -- .TRUE. 

STEPl REQUIRES THAT THE L2 NORM OF THE VECTOR WITH COMPONENTS 
LOCAL ERRORILl/WTlll BE LESS THAN EPS FOR A SUCCESSFUL STEP. THE 
ARRAY WT ALLOWS THE USER TO SPECIFY AN ERROR TEST APPROPRIATE 
FOR HIS PROBLEM. FOR EXAMPLE, 

WTILI 1.0 SPECIFIES ABSOLUTE ERROR, 
= ABSIYILII ERROR RELATIVE TO THE MOST RECENT VALUE OF THE 

L-TH COMPONENT OF THE SOLUTION, 
ABSIYPILII ERROR RELATIVE TO THE MOST RECENT VALUE OF 

THE L-TH COMPONENT OF THE DERIVATIVE, 
AMAXlIWTILI,ABSIYIL)11 ERROR RELATIVE TO THE LARGEST 

MAGNITUDE OF L-TH COMPONENT OBTAINED SO FAR, 
= ABSIYILII*RELERR/EPS + ABSERR/EPS SPECIFIES A MIXED 

RELATIVE-ABSOLUTE TEST WHERE RELERR IS RELATIVE 
ERROR. ABSERR IS ABSOLUTE ERROR AND EPS = 
AMAXIIRELERR,ABSERRI • 

SUBSEQUENT CALLS --

SUBROUTINE STEPl IS DESIGNED SO THAT ALL INFORMATION NEEDED TO 
CONTINUE THE INTEGRATION. INCLUDING THE STEP SIZE H AND THE ORDER 
K , IS RETURNED WITH EACH STEP. WITH THE EXCEPTION OF THE STEP 
SIZE, THE ERROR TOLERANCE, AND THE WEIGHTS, NONE OF THE PARAMETERS 
SHOULD BE ALTERED. THE ARRAY WT MUST BE UPDATED AFTER EACH STEP 
TO MAINTAIN RELATIVE ERROR TESTS LIKE THOSE ABOVE. NORMALLY THE 
INTEGRATION IS CONTINUED JUST BEYOND THE DESIRED ENDPOINT AND THE 
SOLUTION INTERPOLATEt T~ERE WITH SUBROUTINE INTRP. IF IT IS 
IMPOSSIBLE TO INTEGRATE BEYOND THE ENDPOINT, THE STEP SIZE MAY BE 
REtUCED TO HIT THE ENDPOINT SINCE THE CODE WILL NOT TAKE A STEP 
LARGER THAN THE H INPUT. CHANGING THE DIRECTION OF INTEGRATION, 
I.E., THE SIGN OF H, REQUIRES ~HE USER SET START = .TRUE. BEFORE 
CALLING STEPl AGAIN. THIS IS THE ONLY SITUATION IN WHICH START 
SHOULD BE ALTERED. 

OUTPUT FROM STEPl 

SUCCESSFUL STEP 

THE SUBROUTINE RETURNS AFTER EACH SUCCESSFUL STEP WITH' START AND 
CRASH SET .FALSE.. X REPRESENTS THE INDEPENDENT VARIABLE 
ADVANCED ONE STEP OF LENGTH HOLD FROM iTS VALUE ON INPUT AND Y 
THE SOLUTION VECTOR AT THE NEW VALUE OF X. ALL OTHER PARAMETERS 
REPRESENT INFOR~ATION CORRESPONDING TO THE NEW X NEEDED TO 
CONTINUE THE INTEGRATION. 

UNSUCCESSFUL STep --

WHEN THE ERROR TOLERANCE IS TOO SMALL FOR THE ~ACHINE PRECISION, 
THE SUBROUTINE RETURNS WITHOUT TAKING A STEP AND CRASH = .TRUE •• 
AN APPROPRIATE STEP SIZE AND ERROR TOLERANCE FOR CONTiNUING ARE 
ESTIMATED AND ALL OTHER INFORMATION IS RESTORED AS UPON INPUT 
BEFORE RETURNING. TO CONTINUE WITH THE LARGER TOLERANCE, THE USER 
JUST CALLS THE CODE AGAIN. A RESTART IS NEITHER REQUIRED NOR 
DESIRABLE. 
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STFOOE STFODE STFOOE STFOOE 
•••••••••••••••• * ••• * •••• * ••• ** •• ** •• ** • 

•• *****.***.***.** •• **.****** • 
••••• * •••• *.* ••• ** •• 

***.*.**.* 

S TFODE STFODE 

SUBROUTINE STFCDEIF,NEQN,Y,T,TFIN,EPSREL,EPSABS,lFLAG,IWORK,WORK, 
1 NWRKD) 

WRITTEN BY B. L. HUL~E AND S. L. DANIEL. 

ABSTRACT. 
STFODE SOLVES FIRST ORDER SYSTEMS OF STIFF ORDINARY DIFFEREN

TIAL EQUATIONS OF THE FORM 
DY/DT = FCT,YIl),YIZ), ••• ,YINEON)1 

BY COLLOCATION METHODS. IT IS INEFFICIENT FOR NON-STIFF PROBLEMS. 
STFODE INTEGRATES FROM T TO TFIN PETURNING WITH T=TFIN,Y=Y(TI 

AND ALL PARAMETERS SET FOR CONTINUATION. THE USER MAY SIMPLY 
CHANGE TFIN AND CALL STFOOE AGAIN. 

SU~ROUTINES COLODE AND TWOSTP ARE USED BY STFODE. COLDDE IS 
ASKEC TO SELECT AN A-STABLE COLLOCATION METHOD OF FIXED ORDER AND 
TO SUPERVISE THE USE OF TWOSTP, WHICH ADVANCES THE SOLUTION BY TWO 
STEPS OF SIZE H. TWOSTP CHOOSES THE INITIAL STEP SIZE AND VARIES 
H FOR EACH PAIR OF STEPS TO KEEP THE ESTIMATED LOCAL ERROR PER 
STEP S~ALLER THAN THE SPECIFIED TOLERANCE. 

THE USER HAS THE OPTION OF INTERMEDIATE RETURNS AFTER EACH 
PAIR OF STEPS WITH T=T+2H, Y=YITI AND Y(T-~I LOCATED IN WORK(4I, 
WORK(51, ••• ,WORKI3+NEQNI. THIS IS HELPFUL IN SELECTING OUTPUT 
POINTS FO~ LATER RUNS BASED ON THE BEHAVIOR OF THE SOLUTION. 

THE USER ALSO HAS THE OPTION OF TELLING STFOOE WHEN THE 
JACOBIAN OF F WITH RESPECT TO Y IS CONSTANT. THIS WILL REDUCE F 
EVALUATIONS BY A FACTOR OF 3/INEON+61. 

COLODE CAN BE USED DIRECTLY FOR SOLVING STIFF EQUATIONS. IT 
PROVIDES THE ADDITIONAL OPTIONS OF SUPPLYING A JACOBIAN SUBROUTINE 
AND PICKING THE COLLOCATION METHOD FROM AMONG THOSE USING N 
GAUSS-LEGENDRE DR RADAU POINTS, N=1,Z •••• ,12. 

DUMMY ARGUMENTS. 
F - THE NAME OF THE DERIVATIVE SUBROUTINE. 
NEON - THE NU~BER OF EQUATIONS IN THE SYSTEM. 
YI.) - THE APPROXIMATE SOLUTION VECTOR AT T. 
T - THE INDEPENDENT VARIABLE. 
TFIN - THE FINAL POINT OF THE INTEGRATION INTERVAL. 
EPSREL - THE RELATIVE LOCAL ERROR TOLERANCE PER STEP. 
EPSABS - THE ABSOLUTE LOCAL ERROR TOLERANCE PER STEP. 
IFLAG - THE FLAG FOR COMMUNICATION BETWEEN STFODE AND USER. 
IWORKI*I - THE INTEGER WORK VECTOR. 
WORK C *1 - THE REAL WORK VECTOR. 
NWRKD - THE DIMENSION OF WORK. 

ACTUAL ARGUMENTS. 
THE ONLY ARGU~ENTS WHICH MAY BE CONSTANTS OR EXPRESSIONS ARE 

THOSE CORRESPONDING TO NEQN, TFIN AND NWRKD. ALL OTHERS ~UST BE 
NAMES. 

FIRST CALL OF STFODE. 
CEClARE F IN AN EXTERNAL STATEMENT. AND SUPPLY A SUBROUTINE 

FfT,Y.YPI WHICH STORES DYIJI/DT IN YPIJI. DIMENSION THE VECTORS 
YINEONI. IWORKC7*NEQN+31. WORKfNWRKDI. 

WHERE N~RKD IS THE ~AXI~UM A~OUNT Of STORAGE AVAILABLE WITHIN 
6*NEQN •• Z+16*NEQN+15 .LE. NWRKD .LE. 56*NEQN.*Z+41.NEON+115. 
THE MORE WORK STORAGE. THE MORE FLEXIBILITY COLDDE HAS IN THE 
SELECTION OF AN EFFICIENT METHOD. 

IF INTERMEDIATE RETURNS ARE DESIRED AFTER EACH PAIR OF STEPS. 
DIME~SION YTMHCNEQ~I AND EQUIVALENCE IH,WORKll1),IYT~H.WORKI411 

SO THAT YTMHI*I=YfT-HI IS AVAILABLE AS WELL AS YI*I=YITI. 
INITIALIZE THE ARGUMENTS 

NEON 
YI., 
T 
TFIN 
EPSREL 
EDSABS 

THE NUM~ER OF EOUATIONS. 
THE INITIAL VALUES. 

= THE INITIAL POINT. 
= THE FINAL POINT. 

THE RELATIVE LOCAL ERROR TOLERANCE PER STEP. 
THE ABSOLUTE LOCAL ERROR TOLERANCE PER STEP. 
NJTE. A PAIR OF STEPS IS ACCEPTED ONLY IF THE ESTIMATED 

LOCAL ERROR IN YIJ) .LE. FPSREL.ABSIYIJII+FPSABS. 
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IFLAG = 1. VARIABLE JACOBIAN AND RETURN ONLY WHEN T=TFIN. 
= 0, VARIABLE JACOBIAN AND RETURN AFTER EACH PAIR OF STEPS. 
=-1. CONSTANT JACOBIAN AND RETURN ONLY WHEN T=TFIN. 
=-2, CONSTANT JACOBIAN AND RETURN AFTER EACH PAIR OF STEPS. 

NWRKD = THE DIMENSION OF WORK. 

OUTPUT. 
YI*' 
T 
EPSREL 

EPSABS 

If LAG 

THE APPROXIMATE SOLUTION AT T. 
= THE END OF THE LAST SUCCESSFUL PAIR OF STEPS. 
= ABSOLUTE VALUE OF THE INITIAL EPSREL NORMALLY. 

IF IFLAG=4 AND EPSREL.NE.O., THEN EPSREL:l.42E-14. 
ABSOLUTE VALUE OF THE INITIAL EPSABS NORMALLY. 
IF IFLAG=4 AND EPSREL.EQ.O., THEN EPSABS=1.42E-14*NORM Y. 
2, THE INTEGRATION REACHED T=TFIN. TO CONTINUE CHANGE 

TFIN AND CALL STFODE AGAIN. 
3. THE INTEGRATION ADVANCED TWO STEPS, BUT T.NE.TFIN. 

THIS VALUE IS POSSIBLE ONLY WHEN IFLAG=O,-2 INITIALLY. 
CALL STFODE AGAIN TO' CONTINUE. 

= 4, WARNING, EITHER EPSREL OR EPSABS HAS BEEN INCREASED TO 
TWO UNITS OF ROUNDOFF. CALL STFODE AGAIN TO CONTINUE. 

= 5. WARNING. H HAS DECREASED BY A FACTOR OF 1.E-05 SINCE 
THE LAST START OR RESTART, BUT THERE ARE NO OTHER 
DIFFICULTIES. CALL STFODE AGAIN TO OBTAIN A RESTART, 
POSSIBLY CHANGING TFIN. 

6. CONVERGENCE ANO/OR LOCAL ERROR FAILURES CONTINUE TO 
OCCUR EVEN AFTER H HAS BEEN REDUCED BY A FACTOR OF 
I.E-05. THE USER MUST CHANGE THE TOLERANCE AND/OR 
NWRKD AND REINITIALIZE IFLAG BEFORE RECALLING STFOOE. 

= 7, THE INTEGRATION CANNOT PROCEED BECAuse OF EITHER 
ILLEGAL INPUT OR A SINGULAR MATRIX. SEE THE DIAGNOS
TIC MESSAGE. 

WORKll)= THE STEP SIZE H. 
WORKI4.5, ••• ,3+NEQNI= APPROXIMATE SOLUTION AT T-H, IF IFLAG=2,3. 

SUBSEQUENT CALLS OF STFODE. 

SUDS 

WHEN IFLAG=2.3,4.5, THE USER MAY CALL STFODE AGAIN WITHOUT 
CHANGING IFlAG. WHEN IFLAG=6.7, IFLAG MUST BE REINITIALIZED 
BEFORE STFODE IS CALLED AGAIN. 

SUDS SUDS SUDS SUDS SUDS SUOS SUDS SUDS 
**************************************** 

•• ************************.*** 
* •• ** •• ***********.* 

********** 
SUBROUTINE SUDSIA,X,B.NEQ.NUK,NRDA,IFLAG.MLSO,WDRK,IWDRKI 

SUDS SOLVES THE UNDEROETERMINED SYSTEM OF LINEAR EQUATIONS A Z = B 
WHERE A 15 NEQ BY NUK AND NEQ .LE. NUK. IN PARTICULAR,IF RANK A 
EQUALS IRA,A VECTOR X AND A MATRIX U ARE DETERMINED SUCH THAT 
X IS THE UNIQUE SOLUTION OF SMALLEST LENGTH.SATISFYING A X = B, 
AND THE COLUMNS OF U FORM AN ORTHONORMAL BASIS FOR THE NULL 
SPACE OF A,SATISFYING A U = 0 • THEN ALL SOLUTIONS Z ARE 
GIVEN BY 

l = X + CIll*UCl) •••••• + CCNUK-IRAI*UINUK-IRAI 
WHERE UIJI REPRESENTS THE J-TH COLUMN OF U AND THE CeJI ARE 
_RBITRARY CONSTANTS. 
IF THE SYSTEM OF EQUATIONS ARE NCT COMP_TIBLE,ONLY THE LEAST 
SQUARES SOLUTION OF MINIMAL LENGTH IS COMPUTED. 
SUDS IS AN INTERFACING ROUTINE WHICH C~LLS SUBROUTINE LSSUDS 
FOR THE SOLUTION. LSSUDS IN TURN CALLS SUBROUTINE ORTHOR ANO 
POSSIBLY SUBROUTINE OHTROL FOR THE DECOMPOSITION OF A BY 
ORTHOGONAL TRANSfORMATIONS. IN THE PROCESS,ORTHOR CALLS UPON 
SUBROUTINE CSCALE FOR SC~LING. 

WRITTEN BY H.A. WATTS , DRG. 2642 , SANDIA LABORATORIES 
REFERENCE 

H.A.WATTS.SOLVING LINEAR LEAST SQUARES PROBLEMS USING 



108 

SODS/SUDS/COOS , SA~DIA REPORT ,AND77-06B3 

*********************************************************************** 
INPUT 

**************************.*****.*.*.*.***.**************************.* 

A CONTAINS THE MATRIX OF NEQ EQUATIONS IN NUK UNKNOWNS AND MUST 
8E DI~ENSIONEO NRDA BY NUK. THE ORIGINAL A IS DESTROYED. 

X SOLUTION ARRAY OF LENGTH AT LEAST NUK 
8 GIVE~ CC~STANT VECTOR OF LENGTH NEQ, S IS DESTROYED 
NEQ NUMBER OF EQUATIONS, NEQ GREATER OR ECUAL TO 1 
NUK -- NUMBER OF COLUMNS IN THE MATRIX (WHICH IS ALSO THE NUMBER 

OF UNKNOWNS), NUK NOT SMALLER THAN NE' 
NRDA -- ROW DIME~SION OF A, NRDA GREATER OR EQUAL TO NEQ 
IFLAG STATUS INCICATOR 

=0 FOR THE FIRST CALL (AND FOR EACH NEW PROBLEM DEFINED BY 
A NEW MATRIX A) WHEN THE MATRIX DATA IS TREATED AS EXACT 

=-K FOR THE FIRST CALL (AND FDA EACH NEW PROBLEM DEFINED BY 
A NEW MATRIX A) WHEN THE MATRIX DATA IS ASSUMED TO BE 
ACCURATE TC ABOUT K DIGITS 

=1 FOR SUBSEQUENT CALLS WHENEVER THE MATRIX A HAS ALREADY 
BEEN DECOMPOSED (PROBLEMS ~ITH NEW VECTORS 8 BUT 
SAME MATRIX A CAN BE HANDLED EFFICIENTLY) 

MLSO -- =0 IF ONLY THE ~INI~AL LE~GT~ SOLUTICN IS WANTEC 
=1 IF THE CO~PLETE SOLUTICN IS WANTED, INCLUDES THE 

LINEAR SPACE DEFINED BY THE MATRIX U IN THE ABSTRACT 
WORK(*I,IWORKI*1 -- ARPAYS FOR STORAGE OF INTERNAL INFORMATION, 

WORK MUST RE DIMENSIONED AT LEAST 
NUK + 3*NEQ + ~LSC*NUK*INUK-RA~K A) 

WHERt IT IS POSSIBLE FOR 0 .LE. qANK A .LE. NEQ 
IWORK MLST BE DIMENSIONtO AT LEAST 3 + NEQ 

IWORK(2) SCALING INDICATOR 
=-1 IF THE ~ATRIX IS TO BE PRE-SCALED BY 
COLUMNS ~HEN APPROPRIATE 
IF THE SCALING INDICATOR IS NOT EQUAL TO -1 
NO SCALING wILL BE ATTEMpTED 

FOR MOST PROBLEMS SCALING WILL PPOBAeLY NCT BE NECESSARY 

*****************************************************~***************** 
OUTPUT 

**************************~*********************.********************** 

IFLAG -- STATUS INCICATOR 
=1 IF !OLLTICN WAS oeTAINEe 
=2 IF I~PROPER INPUT IS DETECTED 

(EXECUTION TERMINATES UNLESS A PRIOR CALL TO 
ERXSET WAS MADE) 

=3 IF RANK OF MATRIX IS LESS THAN NEQ 
TO CONTINUE SIMPLY RESET [FLAG=l ANC CALL SUDS AGAIN 
(THE USER MUST MAKE A PRIOR CALL TO THE ERXSET 

RCUTINE IF THIS pETURN IS TO BE NONFATAL WHEN 
THE INPUT MODE IFLAG=O IS USED. THIS IS NOT 
NECESSARY WHEN THE INPUT ~ODf IFLAG=-K IS USED.) 

=4 IF THE SYSTEM OF EQUATIONS APPEARS TO BE INCONSISTENT. 
HOwEVER,THE LEAST SQUARES SOLUTICN OF MINIMAL LENGTH 
WAS OATAINED. 

X ~INIM4L LENGTH LEAST SQUARES SOLUTION OF AX = B 
A CONTAINS THE STRICTLY UPPER TRIANGULAR PART CF THE REDUCED 

MATPIX AND TRANSFORMATION INFORMATION 
WORK(*),IWORK(*I -- CC~TAINS INFORMATICN NEEDED eN SUBSEQUENT 

CALLS (IFLAG=l CASE CN INPUT' WHICH MUST NOT 
BE ALTERED. 
THE MATRIX U DESCRIBED I~ THE ABSTRACT IS 
STORED IN THE NUK*(NUK-RANK A) ELEME~TS OF 
THE WORK ARRAY BEGINNING AT WORK(1+~UK.3*NEQ). 
HOWEVER U IS NOT DEFINED WHEN ~LSD=O OR 
IFLAG=4. 
IWORK(l) CONTAINS THE NUMERICALLY DETERMINED 
RANK OF THE MATRIX A 

*****.* •• ************************************************************** 
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SUPORT SUPORT SUPORT SUPORT 
•••••••••••••••••••••••••••••••••••••••• •••••••••••••••••••••••••••••• •••••••••••••••••••• 

SUPORT SUPORT 

SUBROUTINE 
1 

•••••••••• 
SUPORT'Y,NRO~Y,NCCMP,XPTS,NXPTS,A.NROWA.ALPHA,NIC. 

2 
B,NROWB,BETA,NFC.IGOFX.RE,AE.IFLAG.WORK.NDW, 
IWORK.NDIWI 

WRITTEN BY MELVIN R. SCOTT ANO HERMAN A. (BUDDY) WATTS 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
ABSTRACT 
SUBROUTINE SUPORT SOLVES A LINEAR TWO-POINT BOUNDARY-VALUE PROBLEM 
OF THE FORM 

DY/DX = MATRIXlx'.Y(XI + GIXI 
A.YIXINITIALI ALPHA. B.Y(XFINAL) & BETA 

THE METHOD OF SOLUTION USES SUPERPOSITICN COUPLED WITH AN 
ORTHONORMALIZATION PROCEDURE AND A VARIABLE-STEP RUNGE-KUTTA
FEHLBERG INTEGRATION SCHEME. EACH TIME THE SUPERPOSITION SOLUTIONS 
START TO LOSE THEIR NUMERICAL LINEAR INDEPENDENCE. THE VECTORS ARE 
REDRTHONDRMALIZED BEFORE INTEGRATION PROCEEDS. THE UNDERLYING 
PRINCIPLE OF THE ALGORITHM IS THEN TO PIECE TOGETHER THE 
INTERMEDIATE 10RTHOGONALIZED) SOLUTIONS, DEFINED ON THE VARIOUS 
SUBINTERVALS, TO OBTAIN THE OESIRED SOLUTIONS • 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
REFERENCES 

M.R. SCOTT AND H.A. WATTS. SUPORT - A COMPUTER CODE FOR TWO
POINT BOUNDARY-VALUE PROBLEMS VIA 
ORTHONORMALIZATION, SAND75-019B. SANDIA LABS •• 
ALBUQUERQUE. NEW MEXICO. 1975. 

S.K. GOOUNOV. ON THE NUMERICAL SOLUTION OF BOUNDARY VALUE 
PROBLEMS FOR SYSTEMS OF LINEAR ORDINARY 
DIFFERENTIAL EQUATIONS, USPEKHI. MAT. NAUK., 
VOL. 16, 1961, 111-174 • 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
INPUT TO SUPORT 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
NROWY = 'CTUAL ROW DIMENSION OF Y IN CALLING PROGRAM. 

NROWY MUST BE .GE. NCOMP 

NCOMP = NUMBER OF COMPONENTS PER SOLUTION VECTOR. 
NCOMP IS EQUAL TO NUMBER OF ORIGINAL DIFFERENTIAL 
EQUATIONS. NCOMP = NIC + NFC. . 

XPTS = DESIRED OUTPUT POINTS FOR SOLUTION. THEY MUST BE MONOTONIC. 
XINITIAL = XPTSll) 
XFINAL = XPTSINXPTS) 

NXPTS = NUMBER OF OUTPUT POINTS 

AINROWA,NCOMPI = BOUNDARY CONDITION MATRIX AT XINITIAL 
MUST BE CONTAINED IN (NIC,NCOMP) SUB-MATRIX. 

NROWA = ACTUAL ROW DIMENSION OF A IN CALLING PROGRAM, 
NROWA MUST BE .GE. NIC. 

ALPHACNIC) s BOUNCARY CONDITIONS AT XINITIAL. 

NIC = NUMBER OF BOUNDARY CONOITIONS AT XINITIAL. 

BINROWB,NCOMPJ = BOUNDARY CONDITION MATRIX AT XFINAL. 
MUST BE CONTAINED IN INFC,NCOMPI SUB-MATRIX. , 

NROWB = ACTUAL ROW DI~E~SION OF B IN CALLING PROGRAM, 
NROWB MUST BE .GE. NFC. 
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BETACNFCI = BOUNDARY CONDITIONS AT XFINAL. 

NFC = NU~BER OF BOUNOARY CONDITIONS AT XFINAL 

o THE INHOMOGENEOUS TERM G(XI IS IDENTICALLY ZERO. 
IGOF X = 

1 THE INHOMOGENEOUS TER~ GCXI IS NCT IDENTICALLY ZERO. 
CIF IGOFX=l. THEN SUBROUTINE GVEC MUST BE SUPPLIED.I 

RE RELATIVE ERROR TOLERANCE USED BY THE INTEGRATOR 
(SEE GERK OR RKFI 

AE = ABSOLUTE ERROR TOLERANCE USED BY THE INTEGRATOR 
CSEE GERK OR RKFI 

***NOTE- SINCE THE COST TYPICALLY RISES RAPIDLY FOR TOLERANCES BELOW 
1.OE-08. WE SUGGEST THE USE OF LARGER ERROR TOLERANCES. ALSO. 
RE AND AE SHOULD NOT BOTH BE ZERO. 

WORKCNDWI • FLOATING POINT ARRAY USED FOR INTERNAL STORAGE. 

NOW = ACTUAL DIMENSION CF WORK ARRAY ALLOCATED BY USER. 
AN ESTIMATE FOR NOW CAN BE COMPUTED FROM THE FOLLOWING 

NDW=NCOMP**2*CIO + NXPTSI2 + EXPECTED NUMBER OF 
ORTHONORMALIZATIONS/81 

IWORKCNDIWI = INTEGER ARRAY USED FOR INTERNAL STORAGE. 

NDIW = ACTUAL DIMENSION OF IWORK ARRAY ALLOCATED BY USER. 
AN ESTIMATE FOR NDIW CAN BE COMPUTED FROM THE FOLLOWING 

NDIW=ll+NCOMP*(l + EXPECTED NUMBER OF 
ORTHONORMALIZATIONSI 

***NOTE -- THE AMOUNT OF STORAGE REQUIRED IS PR08LEM DEPENDENT AND MAY 
BE DIFFICULT TO PREDICT IN AOVANCE. EXPERIENCE HAS SHOWN 
THAT FOR MCST PROBLEMS 20 OR FEWER ORTHONORMALIZATIONS 
SHOULD SUFFICE. IF THE PROBLE~ CANNOT BE COMPLETED WITH THE 
ALLOTTED STORAGE. THEN A MESSAGE WILL BE PRINTED WHICH 
ESTIMATES THE AMOUNT OF STORAGE NECESSARY. 

THE USER MUST SUPPLY SUBROUTINES FMAT AND GVEC CTHEY MUST BE 
NAMEO FMAT AND GVECI TO EVALUATE THE DERIVATIVES AS FOLLOWS 

SUBROUTINE FMATCX.Y.VPI 
X = INDEPENDENT VARIABLE CINPUT TO FMATI 
Y = DEPENDENT VARIABLE VECTOR CINPUT TO FMATI 
YP = DY/DX = DERIVATIVE VECTOR (OUTPUT FROM FMATI 

COMPUTE THE DERIVATIVES FOR THE HO~OGENEOUS PROBLEM 
YPIII : OYCII/DX = MATRIX(XI * YIII • 1= l, ••• ,NCOMP 

SUBROUTINE BVPOER CALLS FHAT NFC TIMES TO EVALUATE THE 
HO~OGENEOUS EQUATIONS AND.IF NECESSARY. IT CALLS FMAT ONCE 
IN EVALUATING THE PAPTICULAR SOLUTION. SINCE X REMAINS 
UNCHANGED IN THIS SEQUENCE OF CALLS IT IS POSSIBLE TO 
REALIZE CONSIDERABLE COMPUTATIONAL SAVINGS FOR COMPLICATED 
AND EXPENSIVE EVALUATIONS OF THE MATRIX ENTRIES. TO 00 THIS 
THE USER MERELY PASSES A VARIABLE.SAY XS.VIA COMMON WHERE 
XS IS DEFINED IN THE MAIN PROGRAM TO BE ANY VALUE EXCEPT 
THE INITIAL X. THEN THE NON-CONSTANT ELEMENTS OF MATRIXCXI 
APPEARING IN THE DIFFERENTIAL EQUATIONS NEED ONLY BE 
COMPUTED IF X IS UNEQUAL TO XS .WHEREUPON XS IS RESET TO X. 

SUBROUTINE GVECCX.GI 
X = INDEPENT VARIABLE (INPUT TO GVECI 
G = VECTOP OF INHOMOGENEOUS TERMS GCXI COUTPUT FROM GVECI 

COMPUTE THE INHOMOGENEOUS TERMS GCXI 
G( II = GI XI VALUES FOR I = 1 ••••• NCOMP. 

SUBROUTINE BVPDER CALLS GVEC IN EVALUATING THE PARTICULAR 
SOLUTION PROVIDED G(XI IS NOT IOENTICALLY ZERO. THUS. WHEN 
IGOFX=O. THE USER NEED NOT WRITE A GVEC SUBROUTINE. ALSO, 
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THE USER aaES NOT HAVE TO BOTHER WITH THE COMPUTATIONAL 
SAVINGS SCHEME FeR GVEC AS THIS IS AUTOMATICALLY ACHIEVED 
VIA THE BVPDER SUBROUTINE. 

THE FOLLOWING IS OPTIONAL INPUT TO SUPORT TO GIVE USER MORE 
FLEXIBILITY IN USE OF CODE. SEE SAND75-0198 FOR MORE INFORMATION. 

*****CAUTION -- THE USER IS ADVISED TO ZERO OUT IWORKI1), ••• ,IWORKI10) 
PRIOR TO CALLING SUPORT. 

IWORK(1) IF IWORKI7) = -1, THEN USER CAN INPUT INTO IWORK(8) 
THE EXPONENT PARAMETER TO BE USED IN TOLERANCE TEST 
FOR ORTHONORMALIZATION. 

IWoRKISI -- THE VALUE OF THE EXPCNENT PARAMETER IN THE TOLERANCE 
TEST FOR ORTHONORMALIZATION. IF USER HAS NOT SF.T 
IWORKI71=-I, THEN THE OEFAULT VALUE IS O. 
DECREASING THE VALUE OF IWORK(81 RESULTS IN MORE 
FREQUENT ORTHONORMALIZATIONS. 

IWORKI91 -- INTEGRATOR AND ORTHONORMALIZATION PARAMETER 
(DEFAULT VALUE IS 11 

IWORK(101 

1 = RKF USING GRAM-SCHMICT TEST. 
2 = GERK USING GLOBAL ERROR TEST. 

NORMALIZATION OF PARTICULAR SOLUTION 
(DEFAULT VALUE IS 01 
o - NORMALIZE PARTICULAR SOLUTICN TO UNIT LENGTH AT 

EACH POINT OF ORTHONORMALllATION. 
1 - DC NCT NORMALIZE PARTICULAR SOLUTION 

**********************.************************************************ 
OUTPUT FROM SUPORT 

*********************************************************************** 

YINROWY,NXPTSI = SOLUTION AT SPECIFIED OUTPUT POINTS. 

IFLAG OUTPUT VALUES 
=-3 SUPORT WAS CALLED WITH INCORRECT NUMBER OF ARGUMENTS. 
=-2 INVALID INPUT PARAMETERS. 
=-1 INSUFFICIENT NUMBER OF STORAGE LOCATIONS ~LLOCATED FOR 

WORK OR IWORK. 

=0 INDICATES SUCCESSFUL SOLUTICN 

=1 A COMPUTED SOLUTION IS RETURNED BUT UNIQUENESS OF THE 
SOLUTION OF THE BOUNDARY-VALUE PROBLEM IS QUESTIONABLE. 

=2 A CCMPUTED SOLUTION IS RETURNED BUT THE EXISTENCE OF THE 
SOLUTION TO THE BOUNDARY-VALUE PR08LEM IS QUESTIONABLE. 

***NOTE-WE ATTEMPT TO DIAGNOSE THE COPRECT PROBLEM BEHAVIOR 
AND REPORT POSSIBLE OIFFICULTlrS BY THE APPROPRIATE 
ERROR FLAG. HOWEVER,THE USER SHOULD PROBABLY RESOLVE THE 
PROBLEM USING SMALLER ERROR TOLERANCES AND/OR 
PERTURBATIONS IN THE BCUNDARY CONDITIONS OR OTHER 
PARAMETERS. THIS WILL OFTEN REVEAL THE CORRECT 
INTERPRETATION FOR THE PROBLEM POSED. 

=3 NO SOLUTION RETURNED BECAUSE THE BOUNDARY CONDITION 
MATRIX B*Y1XFINALI IS SINGULAR. 

=4 MAXIMUM NUMBER OF ORTHONORMALIZATIONS ATTAINED BEFORE 
REACHING XFINAL. 

=13 RANK CF BOUNDARY CONDITION MATRIX A IS LESS THAN NIC. 
=20+FLAG FRCM INTEGRATOR IGERK OR RKFI. 
=30 HOMOGENEOUS VECTORS FORM A DEPENDENT SET. 
=31 HOMOGENEOUS VECTORS PLUS PARTICULAR VECTOR FORM A 

OEPENDENT SET. 

WORKl1', ••• ,WORKIIWORKtlll = ORTHONORMALIlATION POINTS 
OETERMINED BY BVPORT. 

IWORK(1) NUMBER OF ORTHONORMALIlATIONS PERFORMED BY HVPORT. 

IWORKI21 MAXIMUM NUMBER OF ORTHONORMALIIATIONS ALLOWED AS 
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CALCULATED FROM STORAGE ALLOCATED BY USER. 

IWORKC31.IwORKC~I.IWORKC51.IWORKC61 GIVE INFORMATION ABOUT 
ACTUAL STORAGE REQUIREMENTS FOR WORK AND IWORK 
ARRAYS. IN PARTICULAR. 

REQUIRED STORAGE FOR WORK ARRAY IS 
IWORK!31 + IWORKC4.*IEXPECTED NUMBER OF ORTHONORMALIZATIONSI 

REQUIRED STORAGE FOR IWORK ARRAY IS 
IWORKI51 + IWORKC61*CEXPECTED NU~BER OF ORTHONORMALIZATIONSI 

IWORKI81 = FINAL VALUE OF EXPONENT PAPAMETER USED IN TOLERANCE 
TEST FOR ORTHONOR~ALIZATION. 

IWORKII1' = NUMBER OF INDEPENDENT VECTORS PETURNED FROM MGS. 
[T IS ONLY OF INTEREST WHEN IFLAG=30 OR 31 IS OBTAINED. 

***.** •• ***** •• ****.**** ••• **.***.*** •••••••••••• * •••• *.** •• ****.**.**. 

*********************.**.**** •• ** ••••••• ***************.***** •• *** •• **. 

THE FOLLOWING ARE ~ACHINE CONSTANTS AND THE SUBROUTINES IN WHICH 
THEY APPEAR. THESE ARE SET FOR THE COC-6600 WHICH CARRIES 
APPROXIMATELY FOURTEEN DIGITS. 

SUBROUTINE NAME 
SUPORT 
BVPORT 
MGS 
COEFF 
UCHECK 
RKFS 
GERKS 

VARIABLE NAME 
LPAR 
EPS 
EPS 
SRU 
URO 
U 
U 

VALUE 
7 

I.OE-11 
I.OE-il 
I.OE-07 
7.IE-I5 
7.IE-I5 
7.1E-15 

THE COMPUTER UNIT RcuNDOFF ERROR U IS THE SMALLEST POSITIVE VALUE 
REPRESENTABLE IN THE ~ACHINE SUCH THAT 1.+U .GT. 1. 

VALUES TO RE USED ARE 
U = 9.5E-07 FOR IBM 360/370 
U = 1.5E-OB FOR UNIVAC 1108 
U 7.5E-09 FOR PDP-IO 
U 7.1E-15 FOR (OC-6600 
U = 2.2E-16 FOR IBM 360/370 DOUBLE PRECISION 

.*.*.* •• *.*** ••• ****.* ••• ** •• ** •• **.** ••••••• ** •• ** •• *.**.*.*.** ••• **.* 
** •• * ••••••• * •• ** •• * •••• ***.* •• *.***** ••••••••• ** ••••••••••• *** •• **.*** 

SVA SYA SVA SVA SyA SVA SyA 
*.*.**.*.* •• ***.*.*.*.*.* ••••••••• ** ••• * 

•• ** ••• * •••• * •••••••••••••••• * 
* •• **** •••••••••••• * 

* ••••••••• 
SUBROUTINE SYA IA.~DA.~.N.MDATA.B.SINGtNAMES.ISCAlE,DI 
DIMENSION AIMDA.N"BIMI.SINGI3*NI,NA~ESINltDINI 

SVA SYA 

~RITTEN BY C. L. LAWSON AND R. J. HANSON. FRoM THE BOOK SOLVING 
LEAST SQUARES PROBLEMS. PRENTICE-HALL. INC. 1197~I. FOR AN 
EXAMPLE OF THE ANALYSIS OF A LEAST SQUARES PROBLEM USING SVA. SEE 
CHAPTER 26. 

ABSTRACT 

THE SUBROUTINE SVA USES SUBROUTINE SVDRS TO OBTAIN THE SINGULAR 
VALUE DECOMPOSITION OF A COLUMN SCALED MATRIX C = AD. 

THE SUBROUTINE SVA PRINTS QUANTITIES DERIVED FROM THIS 
DECOMPOSITION TO PROVIOE THE USER WITH INFORMATICN USEFUL TO THE 
UNDERSTANDING OF T~E GIVEN LEAST SQUARES PROBLEM AX=B. 

THE USER PROVIDES AN ~ BY N MATRIX A AND AN ~-VECTOR B. DEFINING A 
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LEAST SQUARES PROBLEM AX~B. THE USER SELECTS ONE OF THREE OPTIONS 
REGARDING COLUMN SCALING DESCRIBED BELOW IN THE DEFINITION OF THE 
PARAMETER ISCALE. THIS SELECTION DEFINES AN N BY N DIAGONAL 
MATRIX D. 

INTRODUCING THE CHANGE OF VARIABLES 

X : DY 

THE SUBROUTINE PERFOR~S A SINGULAR VALUE ANALYSIS OF THE LEAST 
SQUARES PROBLEM 

CV = B 

WHERE 

C = AD 

THE SUBROUTINE SVA USES THE SUBROUTINE SVDRS TO COMPUTE THE 
SINGULAR VALUE DECOMPOSITION 

CV = US 

AND THE TRANSFORMED RIGHT-SICE VECTOR G DEFINED BY 

G = ITRANSPOSE OF UIB 

LET K DENOTE THE INDEX OF THE LAST NCNZERO SINGULAR VALUE OF C. 
~ND DEFINE L = ~I~IM.Nl. 

COMPUTE THE VECTOR P ~ITH COMPONENTS OEFINED BY 

COMPONENT I OF P s 

ICOMPONENT I OF Gl/lSINGULAR VALUE II. 

COMPONENT OF P ~ O. 

= K+l ••••• N 

THE J-TH CANDIDATE SOLUTICN VECTOR IS CEFINEC AS 

Y = VO 
X = DY. J = l ••••• L 

HERE Q DEPENDS ON J AND IS THE SAME AS THE VECTOR P IN COMPONENTS 
1 THROUGH J. WITH THE OTHER COMPONENTS O. 

ASSOCIATED WITH THE J-TH CANDIDATE SCLUTION VECTOR IS THE J-TH SUM 
OF SQUARES OF RESIDUALS 

M 
RSIJ+11 = SUMICOHPONENT I OF Gl**2 

I+J+l 

FOR VALUES OF J BETWEEN 0 ANe K. 

IT IS POSSIBLE THAT T~E H BY IN+l) DATA MATRIX IA BI PROVIDED TO 
THIS SUBROUTINE MAY BE A COMPRESSED REPRESENTATION OF A LEAST 
SQUARES PROBLEM INVOLVING MORE THAN ~ ROWS. FOR EXAMPLE. (A BI 
MAY BE THE TRIANGULAR MATRIX RESULTING FROM SEQUENTIAL HOUSEHOLDER 
TRIANGULARIZATION OF A LARGE SET OF DATA. THE USER PROVIDES AN 
INTEGER MDATA THAT SPECIFIES THE NUMBER OF ROWS OF DATA IN THE 
ORIGINAL PROBLEM. OF COURSE. IF IA BI IS THE ORIGINAL DATA. THEN 
MOAT A AND M SHOULD Bf SET TO THE SAME VALUE. THE NUMBER MOAT A IS 
USED IN COMPUTING 

SGIJ+l) = SQRTIRSIJ+l)/MAXll.MDATA-JII 

FOR VALUES OF J BET~EEN 0 AND K. 

UNDER APPROPRIATE STATISTICAL HVPOTHESES ON THE DATA (A BI. THE 
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NUMBEP SGIJ+II CAN BE INTERPRETED AS AN UNBIASED ESTIMATE OF THE 
STANDARD DEVIATION OF ERRORS IN THE DATA VECTOR B. 

PRINTED OUTPUT •• 

THIS SUBROUTINES PRINTS THE FOLLOWING •• 

1. THE QUANTITIES M,N,MDATA,IDENTIFICATION OF THE SCALING OPTION 
USED, AND THE DIAGONAL ELEMENTS OF THE SCALING MATRIX D. 

2. THE MATRIX V, MULTIPLIED BY 10,000 TO FACILITATE SCANNING FOR 
LARGE AND SMALL ELEMENTS. 

3. (AI THE J-TH SINGULAR VALUE, FOR J=l, ••• ,L. 
(BI THE J-TH ENTRY OF THE VECTOR p, THE RECIPROCAL OF THE 

J-TH SINGULAR VALUE, THE J-TH COMPONENT OF THE VECTOR G. 
AND ITS SQUARE, FOR J=l, •••• K. 

ICI THE QUANTITIES RSIJ+ll AND SGIJ+ll FOR J=O, •••• K. 

4. THE QUANTITIES J, THE LENGTH OF THE J-TH Y SOLUTION VECTOR. 
SQRTIRSIJ+ll'. ALOGIOCLENGTH OF THE J-TH Y SOLUTION VECTORI, AND 
ALOGIOISQRTIRSIJ+lll), FOR J=I ••••• K. 

5. ITHE USER MAY OFTEN IGNORE THESE QUANTITIES. WHICH MAY BE USED 
FOR LEVENBERG-MARQUARDT ANALYSIS.) THE QUANTITIES LAMBDA,SQRT 
IEQ. 25.411. SQRTIEQ. 25.481,ALOGIOILAMBDAI.ALOGIOISQRTIEQ. 
25.41)I.ALOGI0ISQRTIEQ. 25.4811. THESE QUANTITIES ARE PRINTED 
FOR 21 VALUES OF LAMBDA. RANGING FROM lO.ILARGEST SINGULAR 
VALUEI TO IK-TH SINGULAR VALUEI/IO. IN INCREMENTS THAT ARE 
UNIFORMLY SPACED IN ALOGIO(LAMBDAI. THE ABOVE EQUATION NUMBERS 
REFER TO THE BOOK, SOLVING LEAST SQUARES PROBLEMS. CHAPTER 25. 

6. THE J-TH CANDIDATE SOLUTION X. FOR J=I, •••• K. 

THE USER MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL LIST •• 
A(MDA.NI.BIMI.SING(3*NI.NAMESINI.DINI. SEE THE ARRAY NAMES 1*1 
DESCRIPTION BELOW FOR A POSSIBLE EXCEPTION TO THIS. 

THE PARAMETERS FOR SVA ARE 

INPUT •• 

MDATA 

BI*I 

SING(.) 

NAMESI.' 

THE ARRAY AI*.*I INITIALLY CONTAINS THE M BY 
N MATRIX A OF THE LEAST SQUARES PROBLEM AX = 
B. EITHER M.GE.N OR M.LT.N IS PERMITTED. THE 
FIRST DIMENSIONING PARAMETER OF THE ARRAY 
AI* •• ' IS MDA. WHICH MUST SATISFY MOA .GE. 
MAXI",NI. THE CONDITION MDA.LT.MAXIM.N) IS 
CONSIDERED AN ERROR. 

THE NUMBER OF ROWS IN THE ORIGINAL LEAST 
SQUARES PROBLEM, WHICH MAY HAVE HAD MORE ROWS 
THAN IA 81. THIS NUMBER IS USED ONLY IN 
COMPUTING THE NUMBERS SGIJI. J=O, •••• K. 

THE ARRAY B(*I INITIALLY CONTAINS THE M-VECTOR 
B OF THE LEAST SQUARES PROBLEM AX = B. 

THE LOCATIONS. ISINGII). I=1 ••••• 3*NI. ARE 
USED AS TEMPORARY WORKING SPACE. 

IN LOCATION NAMESII) THE USER MAY STORE AN 
ALPHA-NUMERIC NAME AS AN IDENTIFIER FOR THE 
I-TH COMPONENT OF THE SOLUTION VECTOR, II = 
1 •••• ,NI. THESE NAMES WILL BE PRINTED WITH 
THE APPROPRIATE COMPONENTS OF THE V MATRiX 
AND WITH THE CANDIDATE SOLUTIONS. EACH NAME 
IS PRINTED WiTH AN A6 FORMAT. IF NAMESI11 HAS 
THE SAME CONTENTS AS THE QUANTITY IBLANK, 
DEFINED BY 

DATA IBLANK/1H I 

THEN THE REMAINING WORDS OF THE ARRAY NAMES'.' 
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ISCALE.OI*. 

OUTPUT •• 

BI*. 

SINGI*I 

SVDRS SVDRS 
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~ILL BE IGNORED AND NO IDENTIFYING NA~ES WILL 
BE PRINTED. 

THE USER SETS ISCALE : 1.2. OR 3. 
IF ISCALE = 1, THE SUBROUTINE FUNCTIONS AS 
THOUGH THE SCALING MATRIX 0 WERE AN N BY N 
IDENTITY MATRIX. IN THIS CASE THE SUBROUTINE 
MAKES NO REFERENCE TO THE ARRAY 01*1. 

IF ISCALE = 2, THE SUBROUTINE COMPUTES THE 
LENGTH OF THE J-TH COLUMN VECTOR OF A AND SETS 
DIJ. EQUAL TO THE RECIPROCAL OF THIS LENGTH, 
IF NONZERO. ANC DIJ' - 1, IF ZERO. -IN THIS 
CASE ALL NCNZERO COLUMNS OF THE SCALED MATRIX 
C = AD WILL HAVE UNIT EUCLIDEAN LENGTH. 

IF ISCALE = 3. THE SUBROUTINE WILL USE THE 
USER-SUPPLIED VALUES DIJI,J = 1, ••• ,N AS THE 
DIAGONAL ELEMENTS OF THE DIAGONAL SCALING 
MATRIX D. IN THIS CASE THE USER MUST ASSIGN 
VALUES TO DIJI, J = l, ••• ,N, AND THE 
SUBROUTINE WILL NOT MODIFY THESE VALUES. FOR 
EXAMPLE, THE USER MIGHT SET DIJI EQUAL TO THE 
A PRIORI STANDARD DEVIATION OF THE J-TH 
COMPONENT OF THE SOLUTION VECTOR IF SUCH 
INFORMATION IS KNOWN. AS A FURTHER EXAMPLE. 
THE USER MIGHT SET DIJ. EQUAL TO THE 
RECIPROCAL OF THE MEAN OF THE M COMPONENTS OF 
THE J-TH COLUMN VECTOR S UNCERTAINTY. THIS 
TYPE OF SCALING HAS THE EFFECT OF MAKING THE 
UNCERTAINTY OF EVERY COLUMN THE SAME MAGNITUDE 
IN THE MATRIX C. 

ON OUTPUT, THE J-TH CANDIDATE SOLUTION WILL BE 
STO~ED IN THE FIRST N LOCATIONS OF THE J-TH 
COLUMN OF AI*,*I FOR J l, ••• ,MINIM,NI. 

ON OUTPUT THE M-VECTOR G IS STORED IN THE 
ARR~Y BI*'. 

ON OUTPUT THE SINGULAR VALUES OF THE SCALED 
MATRIX C ARE STORED IN SING(I',I : 1, ••• , 
~IN(M,NI. 

SVDRS SVDRS SVDRS SVDRS SVORS 
**************************************** 

****************************** 
******************** 

********** 
SUBROUTINE SVDRS IA,MDA,MM,NN,B,MOB,NB,S} 
SUBROUTINE SVDRS (A.MDA,M,N,B,MDB,NB,SI 
DIMENSION AIMDA,NI,IBIMDB.NBI OR BIMII,SI3*NI 

WRITTEN BY C. L. LAWSON AND R. J. HANSON, FROM THE BOOK SOLVING 
LEAST SQUARES PROBLEMS, PRENTICE-HALL, INC. 119741. FOR FURTHER 
ALGORITHMIC DETAILS SEE CHAPTER lB. 

ABSTRACT 

GIVEN AN M BY N MATRIX A AND AN M BY NB MATRIX B, THIS SUBROUTINE 
COMPUTES THE SINGULAR VALUES OF A AND ALSO COMPUTES AUXILIARY 
QUANTITIES USEFUL IN ANALYZING AND SOLVING THE MATRIX LEAST 
SQUARES PROBLEM Al = e. OENOTE THE SINGULAR VALUE DECO~POSITION 
OF A BY 

AV = US 
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IN THIS DECOMPOSITION THE N BY NAND M BY M MATRICES V AND U ARE 
ORTHOGONAL. THAT IS, V SATISFIES 

(TRANSPOSE OF VI V • 
V I TRANSPOSE OF VI 

WHERE I IS THE N BY N IDENTITY MATRIX. A SIMILAR RELATION HOLDS 
FOR THE MATRIX U. THE M BY N MATRIX S IS DIAGONAL. THAT IS, 
EVERY ELEMENT OF S IS ZERO EXCEPT POSSIBLY ON THE MAIN DIAGONAL. 

THIS SUBROUTINE COMPUTES V.S AND G, THE PRODUCT OF THE TRANSPOSE 
OF THE MATRIX U AND THE RIGHT-HAND SIDE B. 

TO COMPLETE THE SGLUTION OF THE LEAST SQUARES PROBLEM AX = B, THE 
USER MUST FIRST DECIDE WHICH SMALL SINGULAR VALUES ARE TO BE 
TREATED AS ZERO. LET T DENOTE THE MATRIX OBTAINED BY TRANSPOSING 
S AND RECIPROCATING THE SIGNIFICANT SINGULAR VALUES AND SETTING 
THE OTHERS TO ZERO. THEN THE SOLUTION MATRIX X CAN BE OBTAINED BY 
COMPUTING P = TG AND X = VP. 

EITHER M.GE.N OR M.LT.N IS PERMITTED. NOTE THAT IF B = I, THEN X 
IS THE PSEUDOINVERSE OF A. 

THE USER MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL LIST •• 
AIMDA,NI, IBIMDB,NB) OR BIM)), SC3*NI. THIS ALLOWS FOR A SOLUTION 
OF A RANGE OF PROBLEMS IN THE GIVEN WORKING SPACE. 

THE PARAMETERS FOR SVoRS ARE 

INPUT •• 

S'*) 

OUTPUT •• 

THE ARRAY AI*,*) IS DOUBLY SUBSCRIPTED WITH 
FIRST DIMENSIONING PARAMETER EQUAL TO MDA. 
THE ARRAY AI*,*I INITIALLY CONTAINS THE M BY 
N MATRIX A. EITHER M.GE.N OR M.LT.N IS 
PERMITTED. THE FIRST DIMENSIONING PARAMETER 
MDA MUST SATISFY MDA.GE.MAXIM,NI. THE 
CONDITION MDA.LT.MAXIM,N) IS CONSIDERED AN 
ERROR. 

NB DENOTES THE NUMBER OF COLUMN VECTORS IN THE 
MATRIX B. IF NB = 0 THE ARRAY BI*I WILL NOT 
BE REFERENCED BY THIS SUBROUTINE NOR WILL ITS 
CONTENTS BE MODIFIED. IF NB.GE.2, THE ARRAY B 
SHOULD BE OOUBLE SUBSCRIPTEO WITH FIRST 
DIMENSIONING PARAMETER EQUAL TO MDB.GE.M. IF 
NB = 1, THEN B wILL BE USED AS A SINGLY 
SUBSCRIPTED ARRAY DF lENGT~~. IN THIS LATTER 
CASE THE VALUE OF MOB IS ARBITRARY BUT IT 
SHOULD BE SET TO A DEFINED VALUE SUCH AS 
MOB = M. THE CONTENTS OF THE ARRAY BI*I MUST 
CONTAIN THE MATRIX B. THE CONDITION NB.GT.l 
AND. MOB.LT.M IS CONSIDERED AN ERROR. 

THE ARRAY SI*) IS USED AS 3*N LOCATIONS OF 
TEMPORARY WORKING SPACE BY THE SUBROUTINE. 

ON OUTPUT THE ARRAY AI*,*I CONTAINS THE N BY N 
ORTHOGONAL ~ATRIX V. 

ON OUTPUT THE ARRAY BI*/,IOR BI*,*I), CONTAINS 
THE PRODUCT OF THE TRANSPOSE OF THE M BY M 
MATRIX U AND THE RIGHTHANO SIDE B. 

ON OUTPUT THE FIRST N LeCATIONS OF SI*) 
CONTAIN THE DIAGONAL TERMS OF THE M BY N 
DIAGONAL MATRIX S. THESE NONNEGATIVE TERMS 
ARE ORDERED FROM LARGEST TO SMALLEST. IF 
M.LT.N, ENTRIES M+l, ••• ,N OF SI*) ARE ZERO. 
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THA THA THA THA THA THA THA THA 
***************.* ••• ******.*****.*** •• * • 

• * •• * •••• **** ••• *.* ••••• ****** 
**.****.******.*.*.* 

•• ***.***. 
SUBROUTINE THAIH,A,REL,ANSI 

WRITTEN BY D.E. AMOS ANO S.L. DANIEL, JANUARY, 1975. 

REFERENCE SLA-73-D333 

ABSTRACT 
SUBROUTINE THA COMPUTES THE TIH,AI INTEGRAL OF OWEN, 
TIH,A)=INTEGRAL ON ID,AI OF EXPI-H*H.11+X.XI/ZI/11+X*XI. 
THE IDENTITIES 

TI-H,AI=TIH,AI , TIH,-AI=-TIH,AI 
TIH,AI=GIUI+G(VI-4.0.GIU).GIVI-TIV,1/A) A.GT.l 

GIXI=D.Z5*11+ERFIX/SQRTIZII 
U=H , V=A*H 

THA 

AND THEIR VARIANTS ARE USED TO KEEP THE VARIABLES POSITIVE 
AND LIMIT THE INTERVAL OF INTEGRATION TO A SUBSET OF 10,11. 
THE INTEGRATION IS PERFORMEO BY GAUSe ON FUNCTION FTHA. THE 
CASES H=D AND A=O ARE EVALUATED EXPLICITLY. 

DESCRIPTION OF ARGUMENTS 

INPUT 
H 
A 
REL 

OUTPUT 
ANS 

- ARGUMENT, UNRESTRICTED 
- ARGUMENT, UNRESTRICTED 
- RELATIVE ERROR PARAMETER FOR GAUSe 

REL=5.E-IS+ll FOR S SIGNIFICANT DIGITS 

- A VALUE FOR TIH,A) 

ERROR CONDITIONS 
ERROR MESSAGE FROM GAUSS - A FATAL ERROR 

TJMARI TJMARl TJMARI TJMARI TJMARI TJMARI , TJMARI 
.*.*****.*******************.***.***.*.* 

************.****.********.*** 
*****.************** 

**.**.**.* 
SUBROUTINE TJMARI IB,LIN,XIN,WORK,XOATA,Y,IB,FUNCT,DERIVI 

FOR DOCUMENTATION SEE SLL-73-0305 TJMARl, A FORTRAN SUBROUTINE 
FOR NONLINEAR LEAST SQUARES PARAMETER ESTIMATION 

TJMARI WRITTEN BY THOMAS H. JEFFERSON JR, SANDIA, LIVERMORE 

TJMARI SOLVES THE NONLINEAR LEAST SQUARES PROBLEM AS FOLLOWS. 
GIVEN N+NCONS FUNCTIONS, RES SUB IIBI , I=l,N+NCONS, OF THE 
K-VECTOR OF PARAMETERS B, FINO THE VALUE OF THE VECTOR B THAT 
MINIMIZES PHI, THE SUM OF SQUARES OF THE N+NCONS RESIDUAL 
FUNCTIONS. 

EXAMPLES OF USE ARE IN DATA FITTING WHERE THE RESIDUAL 
FUNCTIONS MIGHT BE DEFINED AS THE DIFFERENCE BETWEEN THE 
OBSERVED VALUE AND THE PREOICTEO VALUE AT EACH OATA POINT. 

RES SUB I = IYIII - FIXDATAIII,B I 
ANOTHER APPLICATION IS IN SOLVING A SYSTEM OF ALGEBRAIC 

EQUATIONS WHERE THE RESIDUAL FUNCTIONS COULD BE DEFINED AS THE 
DIFFERENCE BETWEEN THE RIGHTHAND AND LEFTHAND SIDES OF 
EACH EQUATION. 

B INPUT AND OUTPUT ARRAY OF PARAMETERS. 

LIN 
XIN 
WORK 

INPUT INITIAL GUESS FOR ,PARAMETER VALUES. 
OUTPUT FINAL VALUES FOR PARAMETERS. 

INPUT ARRAY OF INTEGER SUBROUTINE CONSTANTS. 
INPUT ARRAY OF REAL SUBROUTINE CONSTANTS. 
TEMPORARY WORK ARRAY OF LENGTH AT LEAST 

6*K+.5*K*IK+11 FOR AUXILIARY FILE ~ODE OR 
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1.K+K.IK+l) FOR ALL IN CORE MODE. 
ON OUTPUT 

WORK(1)=CONV, STOP INDICATOR. 
CONV=D. ERROR IN TJMARl 
CONV=I. EPSILON TEST--PARAMETERS DID NOT CHANGE 

MUCH FROM ONE ITERATION TO THE NEXT 
CONV=Z. PHI.LE.PHIMN--SUM OF SQUARES.LE.PHIMN 
CONV=3. GAMMA LAMBDA TEST--COULO BE ROUNDOFF 

PROBLEMS. 
CONV=4. GRADIENT OF PHI IS lERO 
CONV=5. FORCE OFF--MAXIMUM NUMBER ITERATIONS 

EXCEEDED. SEE LINIll). 
CONV=6. USER ERROR--CHECK INPUT. 

WORKIZI=PHIl, SMALLEST SUM OF SQUARES SO FAR. 
WORK(3)=XL, LAST VALUE OF LAMBDA. 
WORK(4)=GAMMA, LAST ANGLEIIN DEGREES) BETWEEN 

GRADIENT AND LAST INCREMENT. 
WORK(5)=PHIUNl=SUM OF SQUARES OF UNCONSTRAINED 

~ESIDUALS USING BEST PARAMETERS. 
WORK(6)=PHICNZ=SUM OF SQUA~ES OF CONSTRAINT 

RESIDUALS USING BeST PARAMETERS. 
XDATA INPUT ARRAY CONTAINING VALUES OF INDEPENDENT VARIABLE 

XDATA IS NOT USED BY TJMARl EXCEPT TO PASS IN 
ARGUMENT LIST TO FUNCT AND DERIV. 

Y INPUT ARRAY CONTAINING VALUES OF DEPENDENT VARIABLE 
AT THE N DATA POINTS. 

IB INTEGER INPUT ARRAY CONTAINING NUMBERS OF OMITTED 
PARAMETERS. 

FUNCT USER DEFINED EXTERNAL SUBROUTINE FOR EVALUATING 
FUNCTION AND CONSTRAINT RESIDUALS. FORM OF ROUTINE 

SUBROUTINE FUNCTCI,XOATA,Y,B,F,RES,PRNTI 
DIMENSION XDATAI ),YI1),BI1',PRNT(51 

TJMARl WILL PASS TO THIS ROUTINE I,XOATA,Y, AND 
B. F, RES, AND PRNTI I SHOULD THEN BE DEFINED IN 
FUNCT. 1 IS THE DATA POINT NUMeER BETWEEN 1 AND 
N+NCONS. XDATA AND Y ARE AS IN TJMARl CALLING LIST. 
B IS THE CURRENT SET OF PARAMETERS BEING CUNSIDERED. 
F SHOULD BE THE FUNCTION VALUE AT DATA POINT I. 
RES SHOULD BE T~E RESIDUAL AT DATA POINT I. 
PRNTIJ),J=I,NPRNT ARE THE ADDITIONAL ITEMS TO BE 
PRINTED ALONG WITH DATA IF LINIIZ) IS POSITIVE. 

DERIV USER DEFINED EXTERNAL SUBROUTINE FOR EVALUATING 
ANALYTIC DERIVATIVES IF LINI5)=2. DERIV IS NOT 
CALLED IF ESTIMATED DERIVATIVES ARF USED, BUT EVEN 
THEN SOME ARGUMENT MUST APPEAR IN ITS PLACE IN 
THE TJMARl CALLING LIST. FORM OF ROUTINE 

SUBROUTINE DERIVII,XOATA,y,B,F,~ES,PD) 

DIMENSION XDATAI I ,YIlI ,BIlI.PDIl) 
I,XDATA,y,B,F,RES ARE AS DEFINED UN THE PREVIOUS 

CALL TO FUNCT. FOR J=l,K PDIJ) SHOULD BE DEFINED 
TO BE THE NEGATIVE OF THE DERIVATIVE OF RESIDUAL I 
WITH RESPECT TO PARAMETER BIJI • 

•• **. FUNCT AND DERIV MUST APPEAR IN AN EXTERNAL STATEMENT 
••••• IN THE ROUTINE THAT CALLS TJMAR1. 

1 K 
Z N 
3 NCONS 
4 NF 
5 KDRV 

6 usn 
1 LlST2 

B usn 
9 ·INIT 

10 LOP 

11 KILL 

Ll N ARRAY BE LOW 

NUMBER OF PARAMETERS. 
NUMBER OF DATA POINTS. 
NUMBER OF CONSTRAINTS, I.E. RESIDUALS WITH NO DATA. 
NUMBER OF OMITTED PARAMETERS. 
.EQ.l ESTIMATED DERIVATIVES. 
.EO.Z ANALYTIC DERIVATIVES. 
DETERMINES TYPE OUTPUT BEFORE INIT ITERATIONS 
DETERMINES OUTPUT AFTER INIT ITERATIONS BUT BEFORE 

CONVERGENCE OR FORCE OFF. 
DETERMINES TYPE OUTPUT AFTER CONVERGENCE OR FORCE OFF 
.GT.O LESS DETAILED PRINT OUT AFTER IN!T ITERATIONS. 
.EO.O SAME TYPE PRINT OUT FOR All ITERATIONS. 
.EQ.l PRINTER PLOT SCALE DETERMINED BY INPUT YMN ANO 

• EO.2 
• EQ.3 
• GE.l 

YMX. 
PRINTER PLOT AUTOMATICALLY SCALED BY ROUTINE • 
NO PRINTER PLOT. DATA LISTED INST~AD • 
FORCE OFF AFTEP KILL ITERATIGNS • 
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.EO.D NC FORCE OFF 
12 NPRNT NUMBER OF ADDITIONAL WORDS TO BE PRINTED AT EACH 

DATA POINT. MUST BE .GE.D AND .LE.5. 
13 ITAPE NUMBER OF FILE ON WHICH OUTPUT IS WRITTEN. 

ITAPE=6 IS DEFAULT SO ON PROGRAM CARD SHOULD BE 
DECLARED TAPE6-0UTPUT. 

14 JKTAPE NUMBER OF TEMPORARY SCRATCH FILE. 
JKTAPE=3 IS DEFAULT, SO IF SCRATCH FILE IS USED 
TAPE3 SHOULD BE DECLARED ON PROGRAM CARO. 

15 LNWORK .LE. NUMBER OF WORDS AVAILABLE IN TEMPORARY 
WORK ARRAY WORK. USED IN DETERMINING WHETHER OR 

NOT TO WRITE ON SCRATCH FILE. 
16 JCENTD .EO.l DO NOT USE CENTRAL DIFFERENCES IN CALCULATING 

ESTIMATED PARTIAL DERIVATIVES • 

1 YMN 
2 YMX 
3 XLAM 
4 oll 
5 DEL 

6 GAMCR 

7 E 
8 TAU 

9 PHIMN 

• EQ.2 USE CENTRAL DIFFERENCES ONLY AFTER CONVERGENCE 
WITHOUT CENTRAL DIFFERENCES • 

• EQ.3 USE CENTRAL DIFFERENCES FOR ALL ESTIMATED 
PARTIAL DERIVATIVES. 

XIN ARRAY BELOW 

MINIMUM SCALE VALUE FOR PRINTER PLOTTING. 
MAXIMUM SCALE VALUE FOR PRINTER PLOTTING. 
INITIAL VALUE TO BE ADDED TO DIAGONAL OF PTP=A MATRIX 

IN ESTIMATED DERIVATIVE ROUTINE B*DEL + OR - oLT 
IS THE INCREMENT USED FOR CALCUALTING DERIVATIVE 

CRITICAL VALUE OF ANGLE BETWEEN GRADIENT AND D8 
INCREMENTS IN CONVERGENCE ROUTINE. ANGLE IS 
MEASURED IN SCALED SPACE. 

USED IN EPSILON TEST. 
USED IN EPSILON TEST. 

EPSILON TEST FOR CONVERGENCE IS SATISFIED 
IF FROM ONE ITERATION TO THE NEXT ALL COMPONENTS OF 
PARAMETER VECTOR 8 AND CORRESPONDING INCREMENT VECTOR 
DELB SATISFY 
ABSIDELBIJII .LE. IE*ABSIBIJII+TAUI , J=l,K 
END ITERATING AND RETURN IF PHI.LE.PHIMN 

IF ANY VALUE IN THE XIN AND LIN ARRAYS IS .LE. D THE DEFAULT VALUE 
CORRESPONDING TO THAT INPUT CONSTANT WILL BE USED. 

THIS DOES NOT APPLY TO XINl11 AND xINC21. 
LIN!11,LINI21,LINI151 MUST BE SPECIFIED AS POSITIVE 

QUANTITIES OR ERRORS WILL CCCUR. THE BUILT IN DEFAULT 
VALUES ARE USUALLY SATISFACTORY FOR ALL OTHER XIN 
AND LIN QUANTITIES. 

-----FURTHER EXPLAN4TION OF THE THREE LIST PARAMETERS, LISTV,~=1,2,3 
LISTV = 1 NO OUTPUT 

2 ERROR S 
= 3 ERRORS+ABBREVIATED 

4 ERRORS+ABBREVIATED+DATAIPLOT OR COLUMN DEP ON LOPI 
= 5 ERRORS+ABBREV.+CORREL MATRIX 
= 6 ERRORS+ABBREV.+CORREL MATRIX+DATA 
= 7 ALL EXCEPT FOR BOTH DATA AND CORREL. MATRIX 

B ALL EXCEPT DATA 
= 9 ALL 

llSTV .GE .10 INDIVIDUAL 
CPTIONS. 

OIGITS ARE EXAMINED TO DETERMIN.E. 

1 
2 
3 

= 1 
2 

= 3 

1 

1 

DIGITS ARE ORDERED FROM LOW ORDER 
DIGIT ONE. 

HEADER 
TABLE OF INPUT CONSTANTS. 
BOTH HEADER AND TABLE ·OF INPUT 

DIGIT TWO. 
COLUMNAR DATA LISTING 
PRINTER PLOT OF DATA. 

TO HIGH ORDER. 

CONSTANTS. 

BOTH COLUMNAR DATA LISTING AND PRINTER PLOT. 
DIGIT THREE. 

CORRELATION MATRIX. 
01 GI T FOUR. 

INCREMENTS 
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2 BETTER PHI OR NOT. 
: 3 BGTH INCREMENTS AND BETTER PHI OR NOT. 

1 
= 2 
= 3 

4 

PARAMETERS 
PHI,GAMMA,LAMBDA, ••• 

DIGIT FIVE. 

BOTH PARAMETERS AND PHI,GAMMA,LAMBDA, ••• 
HAS STRECHING HELPED. 
BOTH PARAMETERS AND HAS STRECHING HELPED. = 5 

: b 
7 

IF ANY DIGIT 
CHOSEN. 

BOTH PHI,GA~MA,LAMBDA, ••• AND STRECHING HELPED. 
ALL THREE--PARAMETERS,PHI, ••• , ANoSTRECHING. 
IS ZEPO, THE CORRESPONDING OPTIONS ARE NOT 

IF LISTV IS .GE.2 THEN ERRORS WILL BE PRINTED. 
IF ANY MORE OPTIONS THAN ERRORS ARE CALLED FOR, THEN 

HEADERIAND TRAILERl IS CHOSEN AUTOMATICALLY. 

XPPLOT XPPLOT XPPLoT XPPLOT 
**************************************** 

****************************** 
******************** 

********** 

XPPLoT XPPLoT 

SUBROUTINE XPPLOTIISIZE,IPAGE,IBOX,ILABEL,IMARK,IAXES,ITYPE,RANGE, 
1 NUM,X1,Yl,Nl,Ll,X2,Y2,N2,L2,X3,Y3,N3,L3,X4,Y4,N4,L4' 

ABSTRACT 
XPPLOT PLOTS ONE TO FOUR CURVES ON A SINGLE PRINTER-TYPE PLOT. 

THE PHYSICAL SIZE OF THE PLOT MAY BE VARIED AS APPROPRIATE FOR 
PRINTER OR TERMINAL OUTPUT. OPTIONS ARE SUPPLIED FOR AXIS 
DRAWING AND LABELLING, SURROUNDING THE PLOT AREA WITH A BOX, 
SPECIFYING SPECIAL PLOT LIMITS, PRODUCING BAR GRAPHS, ETC. 
XPPLOT DOES NO OVER-PRINTING, SO IT MAY BE USED WITH HALF-DUPLEX 
TERMINALS. 

DESCRIPTION OF ARGUMENTS 
ISIZE - SIZE OF ACTUAL PLOT AREA, NOT INCLUDING LABELS, ETC. 

IF =2, 4, b, B, la, OR 12, THE PLOT SIZE WILL BE 
THAT MANY INCHES, HORIZONTALLY AND VERTICALLY. 
OR, ISIZE MAY BE OF THE FORM lOO*IVERT+IHORl, WHERE 
IVERT AND IHORZ ARE THE VERTICAL AND HORIZONTAL 
DIMENSIONS, IN INCHES, OF THE ACTUAL PLOT AREA. 
IN THIS CASE, IVERT AND IHORZ MUST EACH BE ONE OF 
THE VALUES 2, 4, 6, 8, 10, OR 12. 
WHEN USING A TERMINAL, IHORZ (OR ISIZEI SHOULD 
BE NO LARGER THAN 6. WHEN USING A LINE PRINTER 
WITH AUTOMATIC PAGE EJECT AT PAGE BREAKS, IVERT 
lOR ISIZE' SHOULD BE NO LARGER THAN 8. 

IF ISIZE.LT.O, ITS FORM MUST BE -CI000*NROW+NCOLI, 
WHERE NROW IS THE NUMBER OF ROWS. OR PRINT LINES, 
TO BE USED, AND NCOL IS THE NUMBER OF COLUMNS. 
OR PRINT POSITIONS, PER LINE. THERE ARE NO 
RESTRICTIONS eN NROW AND ~CoL EXCEPT THAT THEY 
BE AT LEAST TWO, AND NCOL.LE.121. 
FOR EXAMPLE, ISIZE= -49101 WOULD PRODUCE A 49 ROW 
BY 101 COLUMN 18 BY 10 INCH) PLOT. 
LABELING OF THE AXES MAY NOT APPEAR NICELY REGULAR 
WHEN UNUSUAL VALUES ARE USED FOR NROW OR NCOL. 

IF ISIZE=O, A 6 BY 6 INCH PLOT WILL BE DONE. 
IF ISIZE=I. AN 8 BY 8 INCH PLOT WILL BE DONE. 

IPAGE - IF .GT.O, A PAGE EJECT WILL BE DONE BEFORE THE PLOT 
IS STARTED. 

IF .LE.O, NO PAGE EJECT IS DONE. THIS WOULD BE THE 
APPROPRIATE CHOICE FOR TERMINAL OUTPUT, OR IF 
YOU WISH TO PRINT A TITLE AT THE TOP OF THE PLOT. 

IBOX - IF =1, A 80X WILL BE DRAWN (WITH ASTERISKSl AROUND 
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THE ACTUAL PLOT AREA (NOT INCLUDING LABELS. ETC.) 
USE OF A BOX IS NOT RECOMMENOED WHEN USING A 
TERMINAL, AS IT MAY SLOk DOWN PLOTTING TOO MUCH. 

IF =2, THE BOX WILL BE DRAWN WITH PLUS SIGNS. 
IF =3, THE BOX WILL BE DRAWN WITH ZEROES. 
IF =4. THE BOX WILL BE DRAWN WITH THE LETTER X. 
IF .LE.O, NO BOX WILL BE DRAWN AROUND THE PLOT AREA. 

ILABEl - IF =0 OR ANY VALUE OTHER THAN 1. 2, 3, OR 6, BOTH 
AXES WILL BE LABELLED EVERY TWO INCHES. 

IF =1, 2. 3. OR b, THE Y AXIS WILL BE LABELLED EVERY 
WHOLE. HALF, THIRD, OR SIXTH OF AN INCH 
(ASSUMING SIX LINES ARE PRINTED PER VERTICAL INCH), 
WHILE X AXIS LABELLING REMAINS AT TWO INCHES. 

IF .LT.O, LABELS WILL BE SUPPRESSED COMPLETELY. 
HOWEVER, IF IMARK.GE.O, THE MAGNITUDE OF ILABEL 
WILL STILL INDICATE THE TIC MARK SPACING. 

IMARK - IF .GT.O, TIC MARKS WILL MARK EACH ROW OR COLUMN 
BEING LABELLED. THE LENGTHS OF THE MARKS WILL 
BE ROUGHLY IMARK/6 INCHES. THUS, IF IMARK IS SET 
TO A LARGE NUMBER, SAY 100, THESE TIC MARKS WILL 
BECOME FULL GRID LINES. NOTE -- THE X AXIS MAY 
NOT BE LABELLED MORE DENSELY THAN ONCE EVERY 
TWO INCHES. HOWEVER, THE SPACING OF TIC MARKS 
ON THE X AXIS WILL EQUAL THAT OF THE Y AXIS 
EXCEPT WHEN IABSCllABEL)=3 OR 6, IN WHICH CASE 
X AXIS TIC MARKS WILL REMAIN AT HALF INCH 
INTERVALS. 

IF .LT.O, NO TIC MARKS WILL BE USED. IN THIS CASE, 
X AXIS LABELLING WILL BE SUPPRESSED, AS IT WOULD 
BE AMBIGUOUS. THIS MODE MAY BE DESIRABLE WHEN 
PLOTTING HISTOGRAMS WITH ITYPE=2. 

IF =0, SINGLE CHARACTER MARKS WILL BE USED. 
IAXES - IF .GT.O, X- AND Y-AXES WILL BE DRAWN ON THE PLOT, SO 

AS TO PASS AS CLOSELY AS POSSIBLe THROUGH X=O, Y=O. 
IF .LE.O, NO AXES WILL BE DRAWN. 

ITYPE - IF .LE.1, A NORMAL PLOT WILL BE OONE. 
IF =2, A HORIZONTAL BAR GRAPH WILL BE DRAWN. 

THIS MEANS THAT THE OCCURANCE OF A DATA POINT 
ON A CURVE CAUSES THE PLOT CHARACTER FOR 
THAT CURVE TO BE PRINTED IN THE ROW/COLUMN 
POSITION INDICATED BY THAT POINT, PLUS IN ALL 
COLUMNS OF THAT ROW TO THE LEFT OF THAT POINT. 
HOWEVER, A HIGHER PRICRITY CURVE MAY THEN 
OVERPLOT SOME OR ALL OF THAT ROW OF CHARACTERS. 
SEE NOTE AT BOTTOM. 

IF .GE.3. A VERTICAL BAR GRAPH WILL BE DRAWN. 
THAT IS, A GIVEN POINT CAUSES ITS PLOT CHARACTER 
TO BE PLOTTEU IN A GIVEN ROW/COLUMN POSITION, 
PLUS IN ALL ROWS BELOW THAT POSITICN. 
HOWEVER, IF ANOTHER DATA POINT APPEARS LATER 
(I.E •• LOWER) IN THIS COLUMN, IT WILL TAKE 
PRECEDENCE FOR THAT ROW AND BELOW. 
NOTE -- YOU SHOULD NOT USE IMARK.GT.1 OR 
IAXES.GT.O WHEN ITYPE=3, AS ANYTHING PRINTED ON THE 
ACTUAL PLOT AREA WILL PROPAGATE BELOW THAT 
POINT JUST AS IF IT WERE DATA. 

RANGE - IF RANGE=O., THE PLOT SCALES WILL BE DETERMINED BY 
THE DATA. IN THIS CASE, THE MIDDLE OF THE FIRST 
COLUMN WILL CORRESPOND TO THE MINIMUM X VALUE, 
THE MIDDLE OF THE LAST COLUMN WILL CORRESPOND TO 
THE MAXIMUM X VALUE. THE MIDDLE OF THE BOTTOM ROW 
WILL CORRESPOND TO THE ~INIMUM Y VALUE. AND 
THE MIDDLE OF THE TOP ROW WILL CORRESPOND TO THE 
MAXIMUM Y VALUE. 

IF RANGE.NE.O., THEN RANGE IS ASSUMfD TO BE AN ARRAY 
OF LENGTH 5, CONTAINING THE FOLLOWING. 

RANGEI1) - A NON-ZERO VALUE. 
RANGECZ) - X VALUE OF LEFT-MOST COLUMN 
RANGEI31 - X VALUE OF RIGHT-MOST COLUMN 
RANGEI4) - Y VALUE OF BOTTOM ROW 
RANGEI5) - Y VALUE OF TOP ROW 

THESE RANGE PARAMETERS MAY BE USED EITHER TO 
EXTEND OR RESTRICT THE NORMAL RANGE. THAT IS, 
THEY MAY BE USED TO zeOM OUT OR IN. 
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NUM - NUMBEP OF CURVES BEING USED FOR THIS PLOT. 
IF NUM=l, THE CALLING SEQUENCE MAY BE TERMINATED 
AFTER THE PARAMETER Lt. (MOST FORTRAN COMPILERS 
WILL TOLERATE THIS USAGE.I IF NUM=2, THE CALLING 
SEQUENCE MAV BE TERMINATED AFTER PARAMETER L2. ETC. 
IF NUM=O, ONE CURVE WILL BE ASSUMED. 

Xl - AR~AV OF X-COORDINATES FOR FIRST CURVE. 
Yl - ARRAY OF Y-COORDINATES FOR FIRST CURVE. 
NI - NUMBER OF OATA POINTS ON FIRST CURVE (DIMENSION OF 

Xl AND VII. 
Ll - PLOT CHARACTER TO BE USED FOR FIRST CURVE. THIS 

CHARACTER SHOULD BE IN Al FORMAT, SUCH AS IH*. 
X2,Y2,N2.L2 - CORRESPONDING OATA FOR SECOND CURVE. 
X3,Y3,N3,L3 - CORRESPONDING DATA FOR THIRD CURVE. 
X4.Y4,N4.L4 - CORRESPONDING OATA FOR FOURTH CURVE. 

NOTE -- IN CASE DATA FROM MORE THAN ONE CURVE OCCURS 
AT A GIVEN ROW/COLUMN POSITION. SYMBOL Ll WILL 
OVERRIDE SYMBOL L2. WHICH WILL OVERRIDE SYMBOL L3, 
ETC. 

FORMAT 
THE FORMAT USED FOR THE PLOT AREA IS 
FORMAT CIX,G1I.4,Al,NAl.A11 
WHERE NAl IS THE ACTUAL PLOT AREA, AND THE TWO Al FIELDS 
ARE FOR THE BOX AND TIC MARKS. 

SOME SIMPLE EXAMPLES --
A TYPICAL TERMINAL PLOT OF A SINGLE FUNCTION CAN BE DONE BY 

CALL XPPLOT(O,O,O,O.O,O,O.O.,l.X,V.N,lH*1 
A TYPICAL LINE PRINTER PLOT OF A SINGLE FUNCTION CAN BE DONE BV 

CALL XPPlOT(I,I,l,l,l.l.I.O •• l,X,Y,N,lH*1 
A TYPICAL LINE PRINTER PLOT OF TWO DEPENDENT VARIABLES 
AGAINST A SINGLE INDEPENDENT VARIABLE CAN BE DONE BV 

CALL XPPLOTI1,l,l,l,l,l,I,O.,2,X,YI,N,lHl,X,YZ,N,lH2' 

R E JONES DIVISION 2642 JUNE 1976 

lEROIN ZEROIN ZEROIN lEROIN lEROIN 
******.***.******.******* •• * •••• ******** 

******* •• ***********.***.***** 
************.******* 

lEROIN 

** •• **** •• 
SUBROUTINE ZEROINIF.B,C,RE,AE,IFLAGI 
BASED ON A ~ETHOD BY T J DEKKER 
WRITTEN BY l F SHAMPINE AND H A WATTS 
MODIFIED FOR THE MATH LIBRARY BV C B BAILEY 

ABSTRACT 
ZEROIN SEARCHES FOR A lERO OF A FUNCTION FIXI BETWEEN 
THE GIVEN VALUES BAND C UNTIL THE WIDTH OF THE INTERVAL 
IB,CI HAS COLLAPSfD TO WITHIN A TOLERANCE SPECIFIED BY 
THE STOPPING CRITERION. ABSIB-CI .LE. 2.*'RW.ABSIB'.AEI. 
THE METHOD USED IS AN EFFICIENT COMBINATION OF BISECTION AND 
THE S~CANT RULE. IN ORDER TO INSURE THAT ZEROIN WILL CONVERGE 
TO A ZERO, THE USER SHOULD PICK VALUES FOR BAND C AT WHICH 
THE FUNCTION DIFFERS IN SIGN. 

DESCRIPTION OF ARGUMENTS 
F,B.C,RE AND AE ARE INPUT PARAMETERS 
B,C AND IFLAG ARE OUTPUT PARAMETERS 

F - NAME OF THE PEAL VALUED EXTERNAL FUNCTION. THIS NAME 
MUST BE IN AN EXTERNAL STATEMENT IN THE CALLING 
PROGRAM. F MUST BE A FUNCTION OF ONE REAL ARGUMENT. 

S ONE END OF THE INTERVAL IB,CI. THE VALUE RETURNED FOR 
B USUAllY IS THE BETTER APPROXIMATION TO A ZERO OF F. 

C THf OTHER END OF THE INTERVAL IB.CI 
RE RELATIVE ERROR USED FO~ RW IN THE STOPPING CRITERION. 
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IF THE REQUESTED RE IS LESS THAN MACHINE PRECISION, 
THEN RW IS SET TO APPROXIMATELY MACHINE PRECISION. 

AE - ABSOLUTE ERROR USED IN THE STOPPING CRITERION. IF THE 
GIVEN INTERVAL IB,CI CONTAINS THE ORIGIN. THEN A 
NONlERO VALUE SHOULD BE CHOSEN FOR AE. 

IFLAG - A STATUS CODE. USER MUST CHECK IFLAG AFTER EACH CALL. 

REFERENCES 

CONTROL RETURNS TO THE USER FROM ZEROIN IN ALL CASES. 
ERRCHK DOES NOT PROCESS DIAGNOSTICS IN THESE CASES. 
1 B IS WITHIN THE REQUESTED TOLERANCE OF A ZERO. 

THE INTERVAL IB,CI COLLAPSED TO THE REQUESTED 
TOLERANCE, THE FUNCTION CHANGES SIGN IN IB,CI, AND 
FIXI DECREASED IN MAGNITUDE AS IB,CI COLLAPSED. 

2 FIBI = O. HOWEVER, THE INTERVAL IB,CI MAY NOT HAVE 
COLLAPSED TO THE REQUESTED TOLERANCE. 

3 B MAY BE NEAR A SINGULAR POINT OF FIXI. 
THE INTERVAL IB,CI COLLAPSED TO THE REQUESTED 
TOLERANCE AND THE FUNCTION CHANGES SIGN IN 18,CI BUT 
FIXI INCREASED IN MAGNITUDE AS 18,C) COLLAPSED,I.E. 

ABSIFI8 OUTI) .GT. MAXIABSIFIB INII,A8SIFIC INII) 
4 NO CHANGE IN SIGN OF FIXI WAS FOUND ALTHOUGH THE 

INTERVAL 18,CI COLLAPSED TO THE REQUESTED TOLERANCE. 
THE USER MUST EXAMINE THIS C~SE ~NC DECIDE WHETHER 
8 IS NEAR A LOCAL MINIMUM OF FIX), OR 8 IS NEAR A 
ZERO OF EVEN MULTIPLICITY, OR NEITHER OF THESE. 

5 TOO MANY I.GT. 5001 FUNCTION EVALUATIONS USED. 

1. L F SHAMPINE AND H A WATTS, lEROIN, A ~OOT-SOLVING CODE, 
SC-TM-70-631, SEPT 1970. 

2. T J DEKKER, FINDING A ZERO 8Y MEANS OF SUCCESSIVE LINEAR 
INTERPOLATION, -CONSTRUCTIVE ASPECTS OF THE FUNDAMENTAL 
THEOREM OF ALGEBRA., EDITED BY 8 DEJON AND P HENRICI, 1969 • 
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MARTINELL RONALD E 
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THUMAS GEORGE J 
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WtTlE PETER 0 
CATTOLICA ROBERT J 
HARDESTY DONALD R 
ASHURST WILLIAM T 
KEt ROBERT J JR 
SANDERS BILLY R 
BARR VEIINON C 
8ARSIS EDWIN H 
BECKER JCHN A 
HALL R MICHA'=L 
MCALLl S TER DAN R 
PEGLOW STEVEN G 
WITEK HENRY M 
CLARK RALPH E 
DIDLAKE JOHN E JR 
HENSON DOUGLAS II 
MITCHELL KENNETH A 
NORRIS HAROLD F JR 
SCHAFER CLIFFORD T 
BAROODY ROGER A 
BENTON JOE 0 
CONVERSE LOUISE S 
HOLBROOK ELMOND D 
MACMILLAN OOUGLAS C 
MANROW BRITT MARIE 
POll AK RALPH S 
SWAN HERBERT W 
ANGVICK GENE L 
WHITNEY WILLIAM L 
DANNENBERG DAVIO J 
Gil E EN OUR WOOD P 
NELSON DENNIS B 
SKINROoD DONALD A 
AFFElOT fll{UCE E 
JACKSON ROBERT W 
~i\DSFt>J JOAN F 

128 



8423 REIS HERMANN L 
8423 SCHMEDDING WILLIAM 
8423 VON STEEG HERMAN J 
6423 WACKERLY CARL A 
8432 BYFIELD VERNON E 
8432 COOK RICHARD S JR 
8432 FINN RICHARD W 
8432 KEIFER PATRICK 
8434 EICHERT F~ED F JR 

l29 

3141 TECHNICAL LIBRARY SYSTEMS AND PROCESSES DIVISION 
82b5 CUPPS F J I TECHNICAL LIBRARY SYSTE~S AND PROCESSES DIVISION 
8265 TECHNICAL PU~LICATIONS AND ART DIVISION, FOR TIC (21 
8266 LIBRARY AND SECURITY CLASSIFICATION DIVISION (51 
8325 JEFFERSON T H / SANCIA LABORATORIES (LIVERMOREI 

MATHEMATICAL SUBROUTINE LIBRARY (30) 




