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ABSTRACT

The Sandia Mathematical Program Library is a collection
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l. INTRODUCTION

THE SANDIA MATHEMATICAL PROGRAM L IBRARY {SMPL}) IS5 A COLLECTION QF
GENERAL PURPOSE ROUTINES WHICH ARE PRIMARILY MATHEMATICAL IN NATURE.
THESE ROUTINES ARE OF GOOD QUALITY AND EACH ONE IS MAINTAINED ON AN
EN-HOUSE BASIS. THE GENERAL CONSULTANT FOR THESE RODUTINES
AY SANDIA LIVERMODRE IS5

T. He JEFFERSON

DIVISION 2642 HAS PRIME RESPONSIBILITY FOR THE SANDIA MATHEMATICAL PROGRAM
L IBRARY PROJECT. QUESTIONS REGARDING THE LIBRARY PROJECT SHOULD BE DIRECTED
TO ONE OF THE FOLLOWING MEMBERS OF THE SANDIA MATHEMATICAL PROGRAM LIBRARY

PROJECT COMMITTEE =

M. R. SCOTY 2642
R. E. JONES 2642
L. Fo SHAMPINE 5122
D« Eo AMOS 5122
R. E. HUDDLESTON 8325
T. H. JEFFERSON 8325

2. OBTAINING THE ROUTINE

IN SECTIDN 4, THE ROUTINES ARE GROUPED ACCORDING TO THEIR TASK. HAVING
LOCATED A SUITABLE ROUTINE, ONE TURNS TO SECTICON S5 4WHERE THE ROUTINES
ARE LISTED ALPHABETICALLY, FOR AN EXPLANATION OF THE CALLING SEQUENCE.
USING THIS EXPLANATION, ONE WRITES THE CALL INTO HIS FORTRAN PROGRAM.
MOST USERS WILL PROCESS THEIR DECKS WITH A CONTROL CARD SEQUENCE SUCH AS

JOB CARD

ACCOUNT CARD

FTN.

ATTACH{MATHFTN, I0=MATHFTN}
LDSET(LIB=MATHFTN)

LGO.

THE LDSET{LIB==—====) CARD WILL CAUSE A SEARCH THROUGH YOUR PROGRAM FOR ANY
CALLS TO SUBROUTINES ON THE MATH LIBRARY AND Will AUTOMATICALLY LOAD ONLY THOSE
RAOUTINES NEEOED INTO YOUR PROGRAM.



3. COMMENTS ON OTHER LTIBRARIES

IN ADDITION TO THE ROUTINES ON THE SANDIA MATHEMATICAL PROGRAM LIBRARY

WE HAVE AVAILABLE A LARGE COLLECTION OF WORTHWHILE SUBROUTINES WHICH

ARE NOT SUPPQRTED IN THE SAME MANNER AS THOSE OF THE SANDIA LIBRARY. .
ENFORMATION CONCERNING THESE ROUTINES MAY BE OBTAINED FROM

R. E. HUDDLESTON DR T, H. JEFFERSON.

IMSL ~ ..

THE INTERNATIONAL MATHEMATICAL AND STATISTICAL LIBRARY {IMSL} IS AN
EXTENSIVE COLLECTION OF HUNOREDS OF ROUTINES OF A MATHEMATICAL OR
STATISTICAL NATURE. THE IMSL LIBRARY IS SUPPORTED BY THE IMSL
CORPORATION FROM WHICH WE LEASE THE IMSL LIBRARY, AND THE IMSL

CONTACT AT LIVERMORE IS T. H. JEFFERSON. YOU MAY OBTAIN A COPY OF THE
COMPREHENSIVE IMSL REFERENCE MANUAL BY CONTACTING THE COMPUTING DIVISION
=-8323 SECRETARY, ARLINE HARREL.

IF A DESIRED CAPABILITY IS NOT AVAILABLE ON THE SANDIA MATHEMATICAL
PROGRAM LIBRARYs THEN IMSL SHOULD BE USED. CONTROL CARDS FOR ACCESSING
IMSL ARE SIMILAR TD THOSE FOR USING SMPL.

JOB CARD

ACCOUNT CARD
ATTACHUIMSLFTN, ID=IMSLFTN)
FTN.

LDSET(LIB=IMSLFTN)

LGO.

BMO/BMDP -

THE BIOMEDICAL COMPUTER PROGRAMS ARE A (OLLECYION OF APPROXIMATELY 90
MAIN PROGRAMS OF A STATISTICAL NATURE THAT ORIGINATED AT UCLA. THE -
BMD/BMOP CONSULTANT AT SANDIA LIVERMORE IS

C. J. DECARLI, DIVISION B346

THJFTN -

THJFTN CONTAINS THE MAJOR SUBROUT INES FOR SOLVING STIFF ORDINARY
DIFFERENTIAL EQUATIONS AT SANDIA, LIVERMORE. FURTHER INFORMATION ON
THJFTN CAN BE OBTAINED FROM

T. He JEFFERSON+OIVISION 8325

AELIB -

AELIR IS THE SUBROUTINE LIBRARY OF ATOMIC ENERGY OF CANADA LIMITED.
FURTHER INFORMATION NN THE CONTENTS AND USE OF AELIB CAN BE OBTAINED
FROM T. He JEFFERSON .

BLAS -

THE BASIC LINEAR ALGEBRA SUBPROGRAMS (BLAS) ARE A COLLECTION OF 38
FORTRAN-CALLABLE SUBPROGRAMS FDR BASIC OPERATIONS OF NUMERICAL LINEAR
ALGEBRA., THE SUBROUTINES ARE AVAILABLE ON SMPL BUT, BECAUSE OF THE ’ 4
LARGE NUMBER OF BLAS ROUTINES, THE BLAS PACKAGE IS NOT EXPLAINED IN
DETAIL IN THIS DDCUMENT. USERS INTERESTED IN FURTHER INFORMATION ON -
THIS COLLECTION OF HIGH SPEED ROUTINES SHOULD CONTACT
T. Hs JEFFERSON . -

THE BLAS HAVE THE CAPABILITY OF PERFORMING THE FOLLOWING OPERATIONS

DOT PRODUCT )

CONSTANT TIMES A VECTOR PLUS A VECTOR

GIVENS ROTATION '

MODIFIED GIVENS ROTATION

CoPY VECTOR X INTO VECTOR Y

SWAP VECTOR X AND VECTOR Y

2=-NORM {EUCLIOEAN LENGTH)

SUM OF ABSOLUTE VALUES

CONSTANT TIMES A VECTOR

INDEX OF ELEMENT HAVING MAX ABSOLUTE VALUE



HARWELL -

THE LIBRARY OF THE ATOMIC ENERGY RESEARCH ESTABLISHMENT
AT HARMWELLs ENGLAND.

4. SUBRODUTINES GRDUPED ACCORDING TO TASK

]

ERERR R KRR R kRN Rk
DATA FITTING

CNPFIT

CNPVAL

CNPCOF
SUBROUTINE CNPFIT COMPUTES LEAST -~ SQUARE POLYNOMIAL FITS TO DATA SUBJECT
TO CERTAIN CONSTRAINTS WHICH THE USER MAY WISH TO IMPOSE ON THE VALUE
CF THE FIT {AND ITS DERIVATIVES) AT CERTAIN POINTS. CNPVAL COMPUTES VALUES
OF THE FIT (AND 1TS DERIVATIVES) PROODUCED BY CNPFIT. CNPCOF COMPUTES
THE COEFFICIENYS OF THE FIT.

POLINT

HRMITE

POLYYL

POLCOF
SUBROUTINE POLINT CALCULATES THE UNIQUE INTERPOLATING POLYNOMEAL DEFINED
BY A SET OF DATA., [IF THE DATA INCLUDE FUNCTION VALUES AND DERIVATIVE
VALUESy THEN SUBROUTINE HRMITE WILL CALCULATE THE INTERPOLATING
POLYNOMIAL. SUBROUTINE POLYVL CALCULATES THE VALUE OF THE INTERPOLATING
POLYNOMIAL {AND DERIVATIVES) AS PRODUCED BY EITHER POLINT OR HRMITE.
SUBROUTINE POLCOF CALCULATES THE COEFFICIENTS OF THE INTERPOLATING
POLYNOMIAL PRODUCED B8Y EITHER POLINT OR HRMITE.

POLFIY

PVALUE

PCOEF
SUBROUTINE POLFIT COMPUTES LEAST-SQUARE POLYNOMIAL FIYS TO DATA USING
ORTHOGONAL POLYNDMIALS FOR AN INTERNAL REPRESENTATIDN. PVALUE EVALUATES
THE FIT UAND DERIVATIVES) PRODUCED BY POLFIT. PCOEF COMPUTES THE
COEFFICIENTS OF YHE FIT PRODUCED BY POLFIT.

PSMTHL
SUBROUTINE PSMTHEI IS A COMPUTATIONAL PROCEDURE FOR PCLYNOMIAL SMOOTHING
OF DATA AND FOR CALCULATING DERIVATIVES FROM A STRING OF DATA. SHORT
STRINGS OF OVERLAPPING DATA ARE USED FOR THE POLYNOMIAL FITS TOGETHER
WITH ROUTINES FOR SELECTING THE PROPER DEGREE OF FIT FOR EACH STRING.

SMOD
COMPUTES THE PARAMETERS OF A SMOOTHING SPLINE FIT 7O DATA. ESPECIALLY
RECOMMENDED FOR DIFFERENTIATING NOISY DATA.

SPLIFTY
COMPUTES THE PARAMETERS OF AN EXACT SPLINE FIT TO DATA.

SPLIQ
INTEGRATES A CUBIC SPLINE (DEFINED BY SPLIFT, SMOOTH, ETC.)

SPLINT
INTERPOLATES VALUES ON A SPLINE USING PARAMETERS FROM EITHER SPLIFT OR
SMOATH.

TJMAR]
TJMARL IS A SUBROUTENE DESIGNED FOR NONLINEAR LEAST SQUARES PARAMETER
ESTIMATION. THE PRINCIPAL APPLICATIONS OF THE ROUTINE ARE IN DATA FITTING
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AND IN SOLVING SYSTEMS OF SIMULTANEQUS NONLINEAR ALGEBRAIC EQUATIONS,
ALTHOUGH ANY PROBLEM WHICH CAN BE CAST AS THE MINIMIZATION OF THE SUM
OF SQUARES OF ARBITRARY RESIDUAL FUNCTIONS 1S APPROPRIATE.

PRSI RSS2 RIS 2 R E2 2 L 2t L e

EIGENVALUES AND EIGENVECTORS OF MATRICES
SEE IMSL LIBRARY FOR A MUCH MORE
COMPLETE SET OF ROUTINESsIF NEEDED

CHAA
COMPUTES ALL EIGENVECTORS AND EIGENVALUES OF A COMPLEX HERMITIAN MATRIX.

CHAN
COMPUTES ALL OF THE EIGENVALUES OF A COMPLEX HERMITIAN MATRIX.

CHBND
CALCULATES ERROR BOUNDS FOR COMPUTED EIGENVALUES AND EIGENVECTORS
OF COMPLEX HERMITIAN MATRICES. CHBND IS A COMPANION ROUTINE
FOR CHAA. '

CNAA
COMPUTES ALL EIGENVECTORS AND EIGENVALUES OF A COMPLEX NON - HERMITIAN

MATRIX.

CNAN
COMPUTES ALL DF THE EIGENVALUES OF A COMPLEX NON — HERMITIAN MATRIX.

RS AA
COMPUTES ALL EI1GENVALUES AND ALL EIGENVECTORS OF A REAL SYMMETRIC MATRIX.

RSAN
COMPUTES ALL OF THE EIGENVALUES OF A REAL SYMMETRIC MATRIX.

RNAA
COMPUTES ALL DF THE EIGENVALUES AND EIGENVECTORS OF A REAL MATRIX.

RNAN
COMPUTES ALL OF THE ETGENVALUES DF A REAL MATRIX.

RSBND
CALCULATES ERROR BOUNDS FOR COMPUTED EIGENVALUES AND £IGENVECTORS
OF REAL SYMMETRIC MATRICES. RSBND IS A COMPANION ROUTINE
FOR RSAA.

e ekl o oo o M R K R g o o o o K
FOURIER TRANSFORMS

FOURT
FAST FOURIER TRANSFORM ROUTINE FOR N~DIMENSIONAL CDMPLEX DATA WITH AN
ARSITRARY NUMBSER OF VALUES IN EACH DIMENSION.

FOURTR
PERFORMS A FORWARD FAST FOURIER TRANSFORM ON A ONE-DIMENSIONAL SET OF REAL
DATA. { SEE DESCRIPTYION OF RFFT)

FOURTH
PERFORMS AN INVERSE FAST FOURIER TRANSFORM TO YIELD A ONE-DIMENSIONAL SET
OF REAL VALUES. { SEE DESCRIPTIDON OF RFFTI )

RFFT

RFFTI
RFFT PERFORMS A FORWARD FAST FOURIER TRANSFORM ON A ONE-DIMENSIONAL SET
OF REAL VALUES.
RFFTI PERFORMS AN INVERSE FAST FOURIER TRANSFORM TO YIELD A ONE-
DIMENSIONAL SET OF REAL VALUES.



11

$ NOTE:

s THE TASKS PERFORMED BY RFFT AND RFFTI CAN BE PERFORMED BY FOURTR

$ AND FOURTH. HOWEVERs RFFT AND RFFY1 ARE THREE TO FIVE TIMES FASTER
$ (PARTLY OUE YO THE FACT THAT RFFT AND RFFTI ARE WRITYTEM IN THE

s CDC4600 ASSEMBLY LANGUAGE}

$5$858

o ok ok ok ok ko o e ok ok ok ok o
LINEAR ALGEBRAIC EQUATIONS

CAXBI1
SOLVES A SYSTEM CF COMPLEX LINEAR ALGEBRAIC EQUATIONS, AX = By AND
CPTIONALLY IMPROVES THE SOLUTIGN AND COMPUTES AN ERROR BOUND FOR THE
SOLUTION.

SAXB
SOLVES A SYSTEM OF REAL EQUATIONS, AX = 8+ USING GAUSSIAN ELIMINATION WITH
IMPLICIT SCALING AND ROW PIVOTING. SAXB8 REQUIRES LESS TIME AND LESS SPACE
THAN SAX8I BUT PROVIDES LESS ACCURACY.
{ SAXB REPLACES SUBRDUTINE AX8 )}

SAXBI
SOLVES A SYSTEM OF REAL EQUATIONSs AX = 8, USING GAUSSIAN ELIMINATION WITH
IMPLICIT SCALINGs ROW PIVOTING, AND ITERATIVE IMPROVEMENT. SaxBl 1S
RECOMMENDED AS THE BEST CHOICE SINCE IT PROVIDES GREATER ACCURACY THAN
SAXB AND ALSO PROVIDES AN ERROR ESTIMATE. SAXBI DOES REQUIRE MORE TIME AND
SPACE THAN SAXB .
{ SAXBI REPLACES SUBROUTINE AXBI )

ROET
EVALUATES THE DETERMINANT OF A REAL MATRIX. NOTE THAT SYSTEMS OF LINEAR
ALGEBRAIC EQUATIONS SHOULD ALWAYS BE SOLVED DIRECTELY USING SAXBI
OR SAXB RATHER THAN USING THE SLOWER LESS ACCURATE CRAMERS RULE
WITH DETERMINANT EVALUATION.

AR AR R ek o ok ok ok ok
LINEAR LEAST SQUARES

NNLS
COMPUTES THE SOLUTION TO A LINEAR LEAST SQUAKES PROBLEM AX=B
SUBJECT TO THE CONSTRAINT THAT EVERY COMPONENT OF THE SOLUTION
VECTOR X BE NONNEGATIVE.

SODS
SOLVES (IN THE LEAST SQUARES SENSE} AN OVERDETERMINED SYSTEM
OF LINEAR EQUATIONS. THAT IS, IF THERE ARE NEQ EQUATIONS IN
NUK UNKNOWNS, THEN NEQ.GE.NUK.

suos
SOLVYES AN UNDERDETERMINED SYSTEM OF LINEAR EQUATIONS. THAT 1S,
1F THERE ARE NEQ EQUATIONS IN NUK UNKNOWNSy THEN NEQ.LE.NUK.

SYA
COMPUTES THE SINGULAR VALUE DECOMPOSITION OF A LEAST SQUARES
PRUBLEM AND PRINTS QUANTITIES RELATING TO THIS DECOMPOSITION
TO PROVIDE THE USER WITH INFORMATION HELPFUL IN UNDERSTANDING
THE PROBLEM,

SVDRS
COMPUTES THE SINGULAR VALUES OF A MATRIX As ANO ALSO COMPUTES
AUXILIARY QUANTITIES USEFUL IN ANALYZ[NG AND SOLVING THE
LEAST. SQUARES PROBLEM AX=B.
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Aok ok kR SRR Rk
NONLINEAR EQUATIONS

oN
SOLVES A SYSTEM OF N NONLINEAR EQUATIONS IN N UNKNOWNS.

SOSNLE, BELOW, IS THE NEWER ROUTINE.

SOSNLE
SOLVES A SYSTEM OF N NONLINEAR EQUATIONS IN N UNKNDWNS.

TJMARL
SEE ENTRY UNDER DATA FITTING.

kxR RRkRk kbR rrkik ki kg
NUMERICAL GUADRATURE (NUMERICAL EVALUATION
OF DEFINITE INTEGRALS)

AVINT
INTEGRATION OF TABULATED DATA. A METHOD OF OVERLAPPING
PARABOLAS IS USED.

GAUSS
ADAPTIVE INTEGRATION USING 8 POINT GAUSS-LEGENDRE QUADRAQURE FOR HIGH
ACCURACY DR FOR SMOOTH FUNCTIONS.

QNC3
ADAPTIVE INTEGRATION USING 3 POINT NEWTON COTES ALGORITHM {SIMPSON#S RULE)

FOR RELATIVELY LOW ACCURACY ON ROUGH FUNCTIONS.

ONC? : , ,
ADAPTIVE INTEGRATION USING 7 POINT NEWTON COTES ALGORITHM FOR MODERATE
ACCURACY, QNC7 IS OFTEN THE PREFERABLE CHOICE FOR A WIDE CLASS OF
FUNCTIONS AND ACCURACIES ON THE CDC 6600,

SICONT
INTEGRATION OF FUNCTIONS CONTAINING AN EXPLICIT SIN(WT) DR COS{WT) IN THE
INTEGRAND.

SPLIQ ‘

INTEGRATES A CUBIC SPLINE (DEFINED BY SPLIFT, SMOOTH, ETC.)
EEFEEREEERREREREERE KR KL KL K
NUMERICAL SORTING

SSORT
SORTS AN ARRAY OF REAL VALUES IN EITHER ASCENDING DR DESCENDING NUMERICAL
ORDER AND OPTIONALLY CARRIES ALONG A SECOND ARRAY OF REAL VALUES,

SRk hR g bk kEhk gy Rk
ORDINARY DIFFERENTIAL EQUATIONS

COLODE
A COLLOCATION CODE DESIGNED FOR SOLVING STIFF SYSTEMS OF ORDINARY
SYSTEMS OF DIFFERENTIAL EQUATIONS. COLODE IS MEANT FOR HIGH
ACCURACY PROBLEM, AND IS RELATIVELY EXPENSIVE. SEE THE EASIER
TO USE DRIVER STFODE RELOW. ALSD SEE NOTE BELOW ON DRODE.

GERK

GERK 1S CESIGNED TQO SOLVE SYSTEMS OFf DIFFERENTIAL EQUATIONS WHEN IT IS
IMPORTANT TO HAVE A READILY AVAILABLE GLOBAL ERROR ESTIMATE.
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0DE VARIABLE STEP-SKEZE, VARIABLE ORDER PREDICYOR CORRECTOGR METHOD. THIS THE

RECOMMENDED ROUTINE FOR NONSTIFF SYSTEMS.

QDERT
INTEGRATES A SYSTEM OF ORDINARY DIFFERENTIAL EQUATIONS. .
INTEGRATION CONTIENUES UNTIL A ZERO OF A USER DEFINED LINEAR OR
NONLINEAR FUNCTION OF THE INDEPENDENT OR DEPENDENT VARIABLES IS
LOCATED.

RKF

RKF IS A RUNGE~-KUTTA-FEHLBERG SCHEME FOR SOLVING NON~STIFF DIFFERENTIAL
EQUATIONS WHEN DERIVATIVE EVALUATIONS ARE CHEAP. RKF SHOULD GENERALLY
NOT BE USED WHEN HIGH ACCURACY IS DEMANDED. SUBROUTINE OQDE IS PREFERRED

IN THESE CASES.

STEP1

SUBROUTINE STEPL IS NORMALLY USED INDIRECTLY THROUGH SUBRQUTINE ODE.

BECAUSE ODE SUFFICES FOR MOST PROBLEMS AND [S MUCH EASIER TD USE,
ODE SHOULD BE CONSIDERED BEFORE USING STEP1 ALONE.

STFODE .
A DRIVER FOR THE LOWER LEVEL ROUTINE COLODE.

SUPORT
SOLVES A LINEAR TWO-POINT BOUNDARY VALUE PROBLEM.

xRk DRODE **%*x THE ROUTINE THAT SHOULD BE USED FOR SOLVING STIFF
SYSTEMS OF ORDINARY DIFFERENTIAL EQUATIONS WHEN
STFODE {OR COLODE) 1S TOO EXPENSIVE IN COMPUTER
TIME OR MEMORY. ORODE 1S DN THE THJFTN LIBRARY
MENTIONED IN SECTICN 3. FURTHER INFORMATION IS
AVAILABLE FROM T« H. JEFFERSON.

Rk ook ook Rokok Kok ok ok ok ok
PRINTER PLOTTERS

QepPLOT
INTERFACE INTO XPPLOT FOR LINE PRINTER PLOTS OF A SINGLE FUNCTION.

QTPLOT o
INTERFACE INTO XPPLOT FOR TERMINAL PLOTS OF A SINGLE FUNCTION,
XPPLOT
PLOTS ONE TO FOUR CURVES ON A SINGLE PRINTER-PLOT, WITH VARIOUS
SIZE AND LABELING PARAMETERS SPECIFIED BY THE USER.

AR R R SRRk KRRk
SPECTAL FUNCTIONS

AIRY
COMPUTES AIRY FUNCTION AYT({X}s X REAL
BAIRY
COMPUTES AIRY FUNCTION BI{(X)s X REAL
BESI
BESI COMPUTES AN N MEMBER SEQUENCE OF I- BESSEL FUNCTIONS
1/SUB{ALPHA+K-1)/(X}y K=1429.es9yN OR SCALED BESSEL FUNCTIONS FOR
NON-NEGATIVE ALPHA AND X.
BESIOL
I BESSEL FUNCTIONS OF ORDER ONE OR TWO FOR REAL ARGUMENTS
BESKO1

K BESSEL FUNCTIONS OF ORDER ONE OR TWO FOR REAL ARGUMENTS
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BESYO1
Y BESSEL FUNCTIONS OF ORDER ONE OR TWO FOR REAL ARGUMENTS

BESJO1
J BESSEL FUNCTIONS OF ORCER ONE OR TWO FOR .REAL ARGUMENTS - -

BESJ
BESJ COMPUTES AN N MEMBER SEQUENCE OF J BESSEL FUNCTIDNS
J/SUBCALPHA#K=11/(X)s K31 92 reeeyN FOR NON-NEGATIVE ALPHA AND X. : T -

BESKN .
BESKN COMPUTES AN N MEMBER SEQUENCE OF INTEGER ORDER K BESSEL FUNCTIONS
K/SUBINU+TI~11/(X), OR SCALED BESSEL FUNCTIONS, FOR REAL X LGT. O AND A
NON=-NEGATIVE INTEGER NU.

BESYN
BESYN COMPUTES AN N MEMBER SEQUENCE OF INTEGER ORDER ¥ BESSEL FUNCTIONS
Y/SUB(NU+I-13/(X}y OR SCALED BESSEL FUNCTIONSs FOR REAL X .GT. 0 AND A
NON-NEGATIVE INTEGER NU.

BETVALC
COMPUTES AN N MEMBER SEQUENCE OF BETA DISTRIBUTIONS
Y(KI=!(AOK’1:B;XD| K=1'0l-!Nl A.GT.D r BIGTIO r AND O-LE.X.LE.I
WHERE I({AsB+X) IS THE INCOMPLETE BETA FUNCTION NORMALIZED TQO 1.

BETALN
EVALUATES THE NATURAL LOG OF THE COMPLETE BETA FUNCTION,
LN BETA{A,B) , WHERE BETA{A,B) 1S DEFINED IN TERMS OF THE
GAMMA FUNCTION BY BETA(AsB}=GAMMA(AI*GAMMA(B) /GAMMALA+B)

BETBIC :

COMPUTES AN N MEMBER SEQUENCE OF BETA OISTRIBUTIONS

Y{K}=[{AsB4K=19XLs K=lyeserNy AGT 0O » BeGT.0 s AND

DeLEXaLELl WHERE IlAsBsX) 1S THE INCOMPLETE BETA FUNCTION -
NORMALIZED TO 1. AT X=1.

COsSH
HYPERBOLIC COSINE FUNCTION. -

DAIRY
COMPUTES THE DERIVATIVE OF THE AIRY FUNCTION AI(X), X REAL.

DBAIRY
COMPUTES THE ODERIVATIVE OF THE AIRY FUNCTION BI(X)s X REAL.

ERF
THE ERROR FUNCTION 27SQRT(PI) *( INTEGRAL FROM O TO X OF
EXP{-Txx2} OT }

ERFC
THE COMPLEMENTARY ERRDR FUNCTION 2/S5QRT(PI) *( INTEGRAL FROM X TO
INFINITY OF EXP{~T*%x2) DT )
ERFC CAN ALSO BE USED TO EVALUATE THE NORMAL PROBABILITY INTEGRAL.

FCENT
COMPUTES THE CUMULATIVE T DISTRIBUTICN.

FCHISQ : -
COMPUTES THE CUMULATIVE CHI-SQUARE DISTRIBUTIGON.

FCIRCYV
CIRCULAR COVERAGE FUNCTION FOR RADIUS A AND OFFSET D. *

FEDIST
CUMULATIVE F DISTRIBUTICON

FNORM
CUMULATIVE NORMAL DISTRIBUTION

FNORMB
CUMULATIVE BIVARIATE NORMAL DISTRIBUTION

FXXRHO
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BIVARIATE NORMAL FOR TRIPLES (XX,0.,RHD)

GAMFN
GAMMA FUNCTION.

GAMEC
N-MEMBER SEQUENCE OF INCOMPLETE GAMMA FUNCTIODNS.

GAMLN
GAMLN COMPUTES THE NATURAL LOG OF THE GAMMA FUNCTION FOR REAL POSITIVE

 ARGUMENTS.

GAMMAZ :
GAMMA FUNCTION FOR A COMPLEX ARGUMENT (ACTUALLY A SUBROUTINE).

GANMTL
N-MEMBER SEQUENCE OF COMPLEMENTARY GAMMA FUNCTIONS.

RVNORM
GENERATES NORMALLY (RMU,SIG} DISTRIBUTED RANDOM VARIABLE.

SINH
HYPERBOLIC SINE FUNCTION.

THA
COMPUTES THE T{H,A) INTEGRAL OF OWEN.
TiH+AY=INTEGRAL FROM 0. TO A OF EXP(-HRH*(1+X*¥X)/2)/(]1+X*X).

3 s akeoke ek o o e e e ol ool sbe ke ok ol ol ek e ok

VECTOR OPERATIONS
BLAS-BASIC LINEAR ALGEBRA SUBROUTINES
A PACKAGE OF SUBPROGRAMS FOR COMPUTING SEVERAL
VECTOR OPERATIONS FREQUENTLY ENCOUNTERED
IN LINEAR ALGEBRA. ROUTINES ARE AVAILABLE
IN SINGLE PRECISION {PREFIX S}, DOUBLE PRECISION{PREFIX C),
AND COMPLEX (PREFIX Cl.

IF YOU NEED MORE INFORMATION ON THESE ROUTINES, PLEASE. INQUIRE.
BLAS CAPABILITIES ‘ARE AS FOLLOWS.

INNER PRODUCT OF TWO VECTORS.

THE OPERATION Y=AX+Y WITH X,Y VECTORS AND A IS A SCALAR.
GIVENS PLANE ROTATION.

MODIFIED GIVENS TRANSFORMATION.

COPY ONE VECTOR INTO ANOTHER.

SWAP TWO VECTORS.

EUCLIDEAN tENGTH OF TWO VECTORS.

SuUM OF MAGNITUDES OF VECTOR COMPONENTS.

SCALAR TIMES A VECTOR.

FIND INDEX OF VECTOR COMPONENT WHICH HAS LARGEST MAGNITUDE

AR Ao o ok R o ko R K ok &
ZEROQS OF FUNCTIONS AND OPTIMIZATION

MINA
SEARCHES FOR A MINIMUM DOF A REAL VALUED FUNCTION OF SEVERAL VARTABLES IN A

REGION. '

SIMIN
MINIMI ZES A REAL FUNCTION OF TwWO OR MORE REAL VARIABLES

ZERDIN
SEARCHES FOR A ZERO DF A REAL VALUED FUNCTION OF ONE VARIABLE IN AN
[NTERVAL USING AN EFFICIENT COMBINATION OF BISECTION ANN SECANT MFTHOU,
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ALSO SEE TJMAR]1 LISTED yNDER DATA FITTING FOR SOLVING SYSTEMS OF NONLINEAR
ALGEBRAIC EQUATIONS AND FOR MINIMIZING THE SUM OF SQUARES OF RESIDUALS.

ha st il Sl LRl L Lol il Ll
ZEROS OF POLYNOMIALS

CBND2
COMPUTES A PGSTERIGRI ERROR BOUNDS AND CLUSTER CDUNTS FOR APPROXIMATE
ZERDS OF A POLYNOMIAL WITH COMPLEX COEFFICIENTS. IT IS RECOMMENDED THAT
CBND2 BE USED TO DETERMINE THE ACCURACY AND PROBABLE MULTIPLICITY OF IERDS
COMPUTED 8Y CPQR.

CPOR
COMPUTES ALL OF THE ZEROS {BOTH REAL AND COMPLEX} OF A PGLYNOMIAL WITH

COMPLEX COEFFICIENTS AND OF DEGREE LESS THAN 20.

RBND2
COMPUTES A POSTERICRI ERROR BOUNDS AND CLUSTER COUNTS FOR APPROXIMATE
ZEROS OF A POLYNDMIAL WITH REAL COEFFICIENTS. IT IS RECOMMENDED THAT
RBND2 BE USED TO DETERMINE THE ACCURACY AND PROBABLE MULTIPLICITY OF 2ERDS
COMPUTED BY RPQR.

RPGCR
COMPUTES ALL OF THE ZEROS {(BOTH REAL AND COMPLEX} OF A POLYNOMIAL WITH
REAL COEFFICIENTS AND DEGREE LESS THAN 20.

LR TR T T2 DI T Japaranpaepn
L IBRARY ERROR CHECK ROUTINE ANDG USER OPTIONS

ERXSET
ERXSET SETS THE STATE OF TWO PARAMETERS IN THE LIBRARY ERROR CHECK
ROUTINE WHICH CONTROL THE PRINTING OF DIAGNOSTIC MESSAGES AND THE
TERMINATION OF EXECUTION OF THE USER#S PROGRAM. 1IN PARTICULAR, BY CALLING
ERXSET THE USER MAY MAKE MATHLIB MESSAGES NONFATAL. (SEE ERRCHK FOR
USAGE INFORMATION.)

ERRCHK
ERRCHK PROCESSES MESSAGES FROM OTHER ROUTINES IN THE MATHLIB FILE. SUCH
MESSAGES ARE NDRMALLY FATAL ERRORS UNLESS THE NONFATAL MOOE WAS SELECTED
PREVIOUSLY BY CALLING ERRSET. USUALLY ERRCHK I3 NOT CALLED DIRECTLY 8Y
THE USER.

ERRGET
ERRGET RETURNS THE VALUES OF TWO PARAMETERS CONTAINED WITHIN THE LIBRARY
ERROR CHECK ROUTINE. THIS, TOGETHER WITH ERRSET, PERMITS THE USER TO
DETERMINE THE STATE (OF THE PARAMETERSs TO CHANGE THEM, AND THEN TO RESTORE
THEM TO THEIR ORIGINAL STATE. {SEE ERRCHK FOR USAGE INFORMATION.)
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CALLING SEQUENCES FOR SUBROUTINES ( ALPHABETICAL ORDER )

Alpy Alry AIRY AIRY AIRY AIRY AIRY
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FUNCTION AIRY(X.,KODEyNZ)

WRITTEN BY D.E. AMOS AND S.L. DANIEL, FEBRUARY,1974
REFERENCE SAND-75-0147

ABSTRACT

AIRY COMPUTES THE AIRY FUNCTION AYIE{X), X REAL, WITH AN
OPTION FOR SCALED VALUES FOR X.GE.O. CHEBYSHEY SUMS,

ATIRY

ASYMPTOTICALLY SCALED FOR SMALL AND LARGE ABS(X), ARE USED ON
INTERVALS X.LT.0 AND X.GE.0 WITH O.LE.C.LE.5 AND C.GT.5 WHERE
C=2*(ABS{X)**1,5)/3, THE INTERVAL X.GE.O AND O.LE.C.LE.5 IS
FURTHER SUBDIVIDED AT X=1.2. THE UNDERFLOW TEST IS C.LE.ELIM
FOR X«GT.0, WHICH CORRESPONDS TO X.LE.100.033330%556172 WITH

ELIM=6567,
DESCRIPTION OF ARGUMENTS

INPUT
X -~ X.LE.100,03333+ FOR KODE=}l, UNRESTRICTED FOR KODE=2
KODE - A PARAMETER TO INDICATE THE SCALING OPTION
KDOE=1 RETURNS AIRY=AI(X) '
X.LE.100.,033330556172
KODE=z2 RETURNS AIRY=AI(X) s XeLT.O0
ATRY=ATIXI®*EXP(C)y X.GE.Oy
" WHERE C=2%{X*%x1.5)/3
ouTPUT
AIRY - ATRY FUNCTION AI(X), SCALED ACCORDING TO KODE
NI = UNDERFLDW INDICATOR

NZ=0 + NORMAL RETURN, COMPUTATION COMPLETED

NZ.NE.Os AIRY SET TO ZERD DUE TO UNDERFLOW WITH

KODE=1 AND X.GT.100.033330556172

ERROR CONDITIONS
IMPROPER INPUT ARGUMENTS — A FATAL ERROR
UNDERFLOW WITH KODE=1 -~ A NON-FATAL ERROR{NZ.NE.O}
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AVINT AVINT AVINT AVINT AVINT AyInT AVINT AVINT
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SUBROUTINE AVINT (X,¥Y,N¢XLOsXUP,ANS, IERR)
ORIGINAL PROGRAM FROM *NUMERICAL INTEGRATION® BY DAVIS+RABINOWITZ.
ADAPTATION AND MDDIFICATIONS FOR SANDIA MATHEMATICAL PROGRAM -
LIBRARY BY RONDALL E JONES.

ABSTRACT
AVINT INTEGRATES A FUNCTION TABULATED AT ARBITRARILY SPACED
ABSCISSAS. THE LIMITS OF INTEGRATION NEED NOT COINCIDE

WITH THE TABULATED ABSCISSAS.

A METHOD OF OVERLAPPING PARABOLAS FITTED TO THE DATA IS USED
PROVIDED THAT THERE ARE AT LEAST 3 ABSCISSAS BETWEEN THE
LIMITS OF INTEGRATION. AVINT ALSO HANDLES TWO SPECIAL CASES.
IF THE LIMITS OF INTEGRATIGN ARE EQUAL, AVINT RETURNS A RESULT
0OF ZERD REGARDLESS OF THE NUMBER OF YABULATED VALUES,

[F THERE ARE ONLY TWO FUNCTION VALUES, AVINT USES THE
TRAPEZOID RULE.

DESCRIPTION OF PARAMETERS
THE USER MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL LIST

X{N), YN}
INPUT -~
X - REAL ARRAY OF ABSCISSAS, WHICH MUST BE IN INCREASING
ORDER. . ‘
Y ~ REAL ARRAY OF FUNCTIONAL VALUES. 1.E«» Y{I)=FUNCUX(IH)
N = THE INTEGER NUMBER OF FUNCTION VALUSS SUPPLIED.

N +GE. 2 UNLESS XLO = XUuP.
XLO -~ REAL LOWER LIMET OF INTEGRATION
XUP - REAL UPPER LIMIT OF INTEGRATION. MUST HAVE XLO.LE.XUP,

QUTPUT=~
ANS -~ COMPUTED APPROXIMATE VALUE OF INTEGRAL
IERR - A STATUS CODE
-=-NORMAL CODE
=1 MEANS THE REQUESTED INTEGRATION WAS PERFORMED.
-~ABNORMAL CODES
=2 MEANS XUP WAS LESS THAN XLO.
=3 MEANS THE NUMBER OF X{1) BETWEEN XLO AND Xup
{INCLUSTIVE) WAS LESS THAN 3 AND NEITHER OF THE THWO
SPECIAL CASES DESCRIBED IN THE ABSTRACT OCCURRED.
NO INTEGRATION WAS PERFORMED.
=4 MEANS THE RESTRICTION X(I+1).GT.X{1) WAS VIOLATED.
=5 MEANS THE NUMBER N OF FUNCTION VALUES WAS .LT. 2.
ANS IS SET TO ZERD IF IERR=2+344,0R 5.

AVINT IS DOCUMENTED COMPLETELY IN SC-M-69-335
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FUNCTION BAIRY(X,KODE)
WRITTEN B8Y D.E. AMDS AND S.L. DANIELs FEBRUARY,1974
REFERENCE SAND-75-0150

ABSTRACT

BAIRY COMPUTES THE AIRY FUNCTION BI(X), X REAL, WITH AN

DPTION FOR SCALED VALUES FOR X,GE.Q. CHEBYSHEV SUMS,
ASYMPTOTICALLY SCALED FOR SMALL AND LARGE ABS(X), ARE USED ON
INTERVALS X LT40 WITH QuLE«CoLELS AND CaGT+5 AND X.GE.D WITH
OsLE«CoLE<8 AND Cu.GTo8 WHERE C=2#{ABS(X)**1.5}/3, THE INTERVAL
XeGEsO AND O LE.C.LE.8 IS FURTHER SUBDIVIDED AT X=2.5. THE
OVERFLOW TEST IS C.LE.ELIM FOR X.GE.Ds WHICH CORRESPONDS TO
XeLE.100.033330556172 WITH ELIM=5667T.

DESCRIPTION OF ARGUMENTS

INPUT
X = K.LE.100.03333¢+ FOR KODOE=1l, UNRESTRICLCTED FOR K0DE=2
X0DE — A PARAMETER TO INDICATE THE SCALING OPTION
KODE=1 RETURNS BAIRY=BI(X) '
. X.LE.100.033330556172
KODE=2 RETURNS BAIRY=BI(X) _ r X.LT.0
BAIRY=BI{X)*EXP(-C)s X.GE.O»
WHERE C=2%(X**].5}/3
DUTPUT

BAIRY ~— AIRY FUNCTION 8I1(X), SCALED ACCORDING TQ KOOE

EAROR CONDEITIONS

IMPROPER INPUT ARGUMENTS ~ A FATAL ERROR
OVERFLOW WITH KODE=1 - A FATAL ERROR

BEgI BESI BESI BEST 8ES1 BESI BESI BESI
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SUBROUTINE BESI{(X,ALPHA,KODE(N+YsNZ}
WRITTEN BY D. E. AMOS AND S. L. DANIEL, JANUARY,1975.

REFERENCE SAND-T75-0152
ABSTRACT

BESI COMPUTES AN N MEMBER SEQUENCE OF 1 BESSEL FUNCTIONS
I/SUB(ALPHA+K=1)/{X)s K=14aeesN OR SCALED BESSEL FUNCTIONS
EXP{~X)*1/SUB{ALPHA®K=1)/{X)s K=lyesseN FOR NON-NEGATIVE ALPHA
AND X, A COMBINATION OF THE PONER SERIES. THE ASYMPTOTIC
EXPANSION FOR X TO INFINITY, AND THE UNIFORM ASYMPTOTIC
EXPANSION FOR NU TO INEINITY ARE APPLIED OVER SUBDIVISIONS Of
THE [NU,X} PLANE, FOR VALUES NOT COVERED BY ONE OF THESE
FORMULAE, THE DRDER 1S INCREMENTED 8Y AN INTEGER SO THAT ONE
OF THESE FORMULAE APPLY. BACKWARD RECURSION IS USED TO REDUCE
ORDERS BY INTEGER VALUES. THE ASYMPTOTIC EXPANSION FOR X TO
INFINITY IS USED ONLY WHEN THE ENTIRE SEQUENCE (SPECIFICALLY
THE LAST MEMBER) LI1ES WITHIN THE REGION COVERED BY THE
EXPANSION, LEADING TERMS OF THESE EXPANSIONS ARE USED TO TEST
FOR OVER DR UNDERFLOW WHERE APPROPRIATE. IF A SEQUENCE IS
REQUESTED ANO THE LAST MEMBER WOULD UNDERFLOWs THE RESULT IS
SET TN 2ERD AND THE NEXT LOWER ORDER TRIED, ETC.s UNTIL A
MEMBER COMES ON SCALE OR ALL ARE SET TO ZERD. AN OYERFLOW
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CANNOT DCCUR WITH SCALING. BESI CALLS FUNCTION GAMLN.

DESCRIPTION OF ARGUMENTS

INPUT
X - XIGE.O .
ALPHA -~ ORDER OF FIRST MEMBER OF THE SEQUENCE, ALPHA.GE.D
KODE - A PARAMETER TO INDICATE THE SCALING OPTION
KODE=1 RETURNS
Y{K)= T1/SUB{ALPHA+K-1)/{X},
K=lv+ssstN
KODE=2 RETURNS
Y(KIZEXP{=X)1*I/SUB(ALPHA+K=~11/(X},
K=lysoesN
N ~ NUMBER OF MEMBERS IN THE SEQUENCEs N.GE.1
autTPuT
Y = A VECTOR WHOSE FIRST N COMPONENTS CONTAIN
VALUES FOR I1/SUBLALPHA+K~1Y/(X) OR SCALED
VALUES FOR EXP{=XI®I/SUB(ALPHA+K~11/(X),
K=1lyseea9yN DEPENDING ON KODE
NZ - NUMBER OF CDMPONENTS OF Y SET TO IERO DUE TO

UNDERFLOW,

NI1=0 + NORMAL RETURNs: COMPUTATION COMPLETED

NZ.NE.O, LAST NZ COMPONENTS QF Y SET TO ZERO,
Y(K'=oo' K=N"’Nl*1'-oo|No

ERROR CONDITIONS
IMPROPER INPUT ARGUMENTS - A FATAL ERROR
OVERFLOW WITH KODE=1 - A FATAL ERROR
UNDERFLOW — A NON-FATAL ERRDOR{NZ.NE.O)}

BES101 BESIC] BESIO01 BEsIOl BESIOL BESIOL BESIOL
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FUNCTION BESICOL{X,NU,KODE)
WRITTEN BY D.E., AMOS AND S.L. DANIEL, FEBRUARY,1974.

REFERENCE SAND-75-0149

ABSTRACT
BESIO1 COMPUTES BESSEL FUNCTIONS I/SUBINUI/{(X}y NU=0 OR 1
OR SCALED BESSEL FUNCTIDNS EXP(—ABS{X}}*1/5UBINUI/I(X},
NU=0 OR 1 FDOR REAL X. CHEBYSHEV SUMS, ASYMPTOTICALLY SCALED
FOR SMALL AND LARGE ABS(X), ARE USED ON INTERVALS Q.LE.X.LE.4,
4.LTeXabEe8¢ AND X.GT+8, THE SIGN [S FIXED ACCORDING TO THE
EVENNESS OR ODONESS OF THE FUNCTION. THE OVERFLOW TEST IS5 MADE
ON ABSUX).LE.ELIM WITH ELIM=66T.

DESCRIPTION OF ARGUMENTS

INPUT
X ABSIX).LE.66T., FOR KODE=l, UNRESTRICTED FOR KODE=2
NU ORDER DESIRED, NU=0 OR 1
KODE = A PARAMETER TO INDICATE THE SCALING OPTION
KODE=1 RETURNS ANS= 1/7SUBINUI/Z{X)s NU=0 OR 1
KODE=2 RETURNS ANS=EXP(=X)*1/S5UBINU)/{X)s NU=O OR 1

ouTPuUT
BESIO1

]

I BESSEL FUNCTION OF CORDER NU AT X SCALED ACCORDING
TO KGDE

ERROR CONDITIONS
IMPROPER INPUT ARGUMENTS - A FATAL ERROR
OVERFLOW FDR KODE=1 -~ A FATAL ERROR
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SUBROUTINE BESJUX,ALPHAIN+YsNZ) .
WRITYEN BY D.E. AMOS, S.L. DANIEL AND M.K., WESTON, JANUARY, 1975,

REFERENCE SAND-75=0147

ABSTRACT

BESJ COMPUTES AN N MEMBER SEQUENCE OF J BESSEL FUNCTIONS
J/SUBLALPHA+K=L)/{X)y K=1lyesepN FOR NON-NEGATIVE ALPHA AND X.
A COMBINATION OF THE POWER SERIES, THE ASYMPTOTIC EXPANSION
FOR X TD INFINITY AND THE UNIFORM ASYMPTOTIC EXPANSION FOR

NU TO INFINITY ARE APPLIED OVER SUBDIVISIONS OF THE (NUs+X)
PLANE. FOR YALUES OF (NUsX} NOT COVERED BY ONE OF THESE
FORMULAEs, THE ORDER 1S INCREMENTED OR ODECREMENTED BY INTEGER
VALUES INTO A REGION WHERE ONE OF THE FORMULAE APPLY. BACKWARD
RECURSION IS APPLIEO TO REDUCE ORDERS BY INTEGER VALUES EXCEPT
WHERE THE ENTIRE SEQUENCE LIES IN THE OSCILLATORY REGION. IN
THIS CASE FORWARD RECURSION IS STABLE AND VALUES FROM THE
ASYMPTOTIC EXPANSION FOR X TO INFINITY START THE RECURSION
WHEN [T IS EFFICIENT TO OD SO. LEAODING TERMS OF THE SERIES AND
UNIFORM EXPANSION ARE TESTED FOR UNDERFLOW. IF A SEQUENCE IS
REQUESTED AND THE LAST MEMBER WOULD UNDERFLOWs THE RESULT IS
SET YO ZERQ AND THE NEXT LOUWER ORDER TRIED, ETC.s UNTIL A
MEMBER COMES ON SCALE OR ALL MEMBERS ARE SET TQO ZERO. OVERFLOW
CANNOT OCCUR. BESJ CALLS SUBROUTINE JAIRY AND FUNCTION GAMLN.

DESCRIPTION OF ARGUMENTS

INPUT

X - XOGE-O

ALPHA — ORDER OF FIRST MEMBER OF THE SEQUENCE, ALPHA.GE.(

N -~ NUMBER OF MEMBERS IN THE SEQUENCEs N.GE.l i
ouTPUT

Y -~ A VECTOR WHOSE FIRST N COMPONENTS CONTAIN

) VALUES FOR J/SUBLALPHA#K=1}/{X)y K=1lyseerN

NZ = NUMBER OF COMPONENTS OF Y SET TO ZERO DUE TO

UNDERFLOW,

NZ=0 » NORMAL RETURNs COMPUTATIGN COMPLETED

NZ.NE.Oy LAST NZ COMPONENTS OF Y SET TO ZERO,
Y(K’xoo' K’N"NZ"’I’--.ONC

ERROR CONDITIONS

IMPROPER INPUT ARGUMENTS = A FATAL ERROR
UNDERFLOW =~ A NON=FATAL ERROR{NZ.NE.O)

BESJO1 8ESJOL BESJO] BESJO1 BESJO1L BEsJD1
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FUNCTION BESJOL{X,NU)
WRETTEN BY D.E. AMOS AND S.L. DANIEL, FEBRUARY,1974 .

ABSTRACT )

BESJ01 COMPUTES BESSEL FUNCTIDNS J/SUBUNUI/Z(X}+ NU=0 DR 1

FOR REALs UNRESTRICTED X. RATIONAL CHEBYSMEV APPROXIMATIONS,
ASYMPTOTICALLY SCALED FOR SMALL AND LARGE ABS(X)s ARE USED GN
O.LEeXsLEJBy AND X.GT.B. THE SIGN IS FIXED ACCORDING TO THE
EVENNESS OR ODDNESS OF THE FUNCTICN.

DESCRIPTIUON OF ARGUMENTS
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INPUT

X = UNRESTRICTED

NU = ORDER DESIRED, NU=Q OR 1
QuUTPUT

BESJOl - J BESSEL FUNCTION OF ORDER MU AT X

ERROR CONDITIONS
IMPROPER INPUT ARGUMENTS - A FATAL ERROR

BESKN BESKN BESKN BESKN BESKN BESKN BESKN BESKN
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SUBROUTINE BESKN {XyNUsKDODEsNsYoNZ)
WRITTEN BY D.E. AMOS AND S.L. DANIEL,s FEBRUARY,1974.

REFERENCE SAND-75-0151

ABSTRACT
BESKN [MPLEMENTS FORWARD RECURSION ON THE THREE TERM
RECURSION RELATION FOR A SEQUENCE DOF INTEGER ORDER BESSEL
FUNCTIONS K/SUB{NU+I-1}/(X}y OR SCALED BESSEL FUNCTIONS EXp(X)
*X/SUBINU+I=L}/(X)s I=lyaasoN FOR REAL X.GT.0 AND A
NON—-NEGATIVE INTEGER NU. IF NU.LT.NULIMs DRDERS O AND 1 ARE
OBTAINED FROM FUNCTION BESKOlL TO START THE RECURSTION. IF
NUGE.NULIMy THE UNIFORM ASYMPTOTIC EXPANSION IS USED FOR
ORDERS NU AND NU+1 TO START THE RECURSION. NULIM IS 35 OR
TO DEPENDING OUN WHETHER N=1 OR N.GE.2. UNDER AND OVERFLOW
TESTS ARE MADE ON THE LEADING TERM OF THE ASYMPTOTIC EXPANSION
BEFORE ANY EXTENSIVE COMPUTAYION IS OONE. BESKN CALLS FUNCTION
BESKOL AND SUBROUTINE ASKBES. BESKOl CALLS BESIOL.

DESCRIPTION OF ARGUMENTS

INPUT
X - X-GT.G
NU - DRDER OF THE INITIAL K FUNCTIONs NU=03l92¢aae
KODE = A PARAMETER TG INDICATE THE SCALING OPTION
KODE=1 RETURNS Y{K}= K/SUB(NU+I-1)/(X),
13110 LX) 'N
KODE=2 RETURNS Y{K)=EXP{X)*K/SUB(NU+I-11/(X),
I=1vnuu'N
N ~ NUMBER OF MEMBERS IN THE SEQUENCE, N.GE.}
ouTPUT
Y ~ A VECTOR WHOSE FIRST N COMPONENTS CONTAIN VALUES
FOR THE SEQUENCE
Y(ii= K/SUB(NU+I-11/{X)y I=lyeeesN OR

YOIP=EXP{X)*K/SUBINU+I-L)/{X)s 1=LlseeerN
DEPENDING ON KODE
NZ - NUMBER OF COMPONENTS OF ¥ SET TO ZERD DUE TOD
UNDERFLOW WITH KODE=},
NZ=0 + NORMAL RETURN, COMPUTATION COMPLETED
NZ.NE.Oy FIRST NZ COMPONENTS OF Y SET TO LlERD
DUE TO UNDERFLON. Y[K|=Oci K=l-.-..NZ

ERRQR CONDITIONS )
IMPROPER INPUT ARGUMENTS — A FATAL ERROR
OVERFLDW = A FATAL ERROR
UNDERFLOW WITH KODE=1 - A NON-FATAL ERROR(NZ.NE.O}
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FUNCTION BESKOLE{X4NUs KGDESNZ) .
WRITTEN BY D.E. AMOS AND S.L. DANIELs FEBRUARY 1974,

REFERENCE SAND~75-0149

ABSTRACT
BESKOL COMPUTES BESSEL FUNCTIONS K/SUB({NU}/{X}, NU=0 OR }
OR SCALED BESSEL FUNCTIONS EXPUXI®K/SUBINUI/ZEX),
NU=0 DR 1 FOR X.GT.0. CHEBYSHEV EXPANSIONS, PROPERLY SCALED
FOR SMALL AND LARGE X, ARE USED ON INTERVALS OolLTeXoLEe2y
2.LTeXeLEaS+ AND X.GT.5. THE UNDERFLOW TEST I5 MADE ON
XJLELELIM WITH ELIM=667. BESKOL CALLS FUNCTION BESIOl.

DESCRIPTICON OF ARGUMENTS

INPUT
X = QLT X.LELHT. FOR KODE=1ly X.GT .0 FOR KODE=2
NU - ORDER DESIRED, NU=0 0OR 1
KDDE = A PARAMETER TO INDICATE THE SCALING OPTION
KODE=1 RETURNS ANS= K/SUB{NU}/(X}y NU=0 OR 1
KODE=2 RETURNS ANS=EXP(XI*K/SUB(NUI/{X}, NU=Q CR 1
OuTPUT
BESKOl - K BESSEL FUNCTION OF ORDER NU AT X SCALED ACCORDING
TO KODE
NZ — UNDERFLOW INDICATOR

NI=0 + NORMAL RETURN, COMPUTATION COMPLETED
NZ.NE.QOy ANS SET TO ZIERQO DUE TO UNDERFLOW WITH
KODE=1 AND X.GT.667
ERROR CONCITIONS
IMPROPER INPUT ARGUMENTS - A FATAL ERROR
UNDERFLOW WITH KODE=1 = A NON-FATAL ERROR{NZ.NE.O)

BESYN BESYN RESYN BESYN BESYN BESYN BESYN BESYN
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SUBROUTINE BESYNUX¢NU,N,Y)
WRITTEN 8Y D.E., AMOS AND S.L. DANIEL, FEBRUARY,1974.

REFERENCE SAND-T5-0150

ABSTRACT
BESYN IMPLEMENTS FORWARD RECURSION ON THE THREE TERM
RECURSION RELATION FOR A SEQUENCE OF INTEGER ORDER BESSEL
FUNCTIONS Y/SUBINU*K~1)/(X)y K=lyssesN FOR REAL XoGT.0O AND A
NON-NEGATIVE INTEGER NU. IF NU.LT.NULIM, ORDERS O AND 1 ARE
OBTAINED FROM FUNCTION BESYOl TO START THE RECURSION. IF
NU.GE.NULIM, THE UNIFORM ASYMPTOTIC EXPANSION IS USED FOR
ORDERS NU AND NU+l TO START RECURSION. NULIM=100 RESTRICTS
FORWARD RECURSION TO RETAIN ACCURACY. AN OVERFLOW TEST IS
MADE ON THE LEADING TERM OF THE ASYMPTOTIC EXPANSION BEFORE
ANY EXTENSIVE COMPUTATION 1S DONE. BESYN CALLS FUNCTION BESYOQl
AND SUBROUTINE ASYBES. BESYOl CALLS FUNCTION BESJO01. ASYBES
CALLS SUBROUTINE YBAIRY.

DESCRIPTION OF ARGUMENTS

INPUT
X = X.GT.0
NU — ORDER OF THE INITIAL Y FUNCTION. NU2041r294000

N - MUMBER DF MEMBERS IN THE SEQUENCE, N.GE.1
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DUTPUT .
Af - A VECTOR WHOSE FIRST N COMPONENTS CONTAIN VALUES
FOR Y{K)=Y/SUB(NU+K-1)/(X)y K=1saessN '

ERROR CONDEITIONS
IMPROPER INPUT ARGUMENTS -~ A FATAL ERROR
OVERFLOW - A FATAL ERRQOR
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FUNCTION BESYOL(XeNU,ANSJ)
WRITTEN BY D.E. AMOS AND S.L. DANIEL, FEBRUARY,1974

REFERENCE SAND-T75-0148

ABSTRACT
BESYOL1 COMPUTES BESSEL FUNCTIONS J/SUBINUI/Z(X}I AND
Y/SUB{NUI/EX)y NU=0 OR 1 FOR X.GT.0. RATIONAL CHEBYSHEV
APPROXIMATIONSy ASYMPTOTICALLY SCALED FOR SMALL AND LARGE X,
ARE USED ON INTERVALS O.LE.X.LE.B8 AND X.GT.B. THE COST IN
RETURNING J/SUBINUY/{X) IS MINIMAL SINCE THIS FUNCTJION 1S
NEEDED IN THE ASYMPTOTIC FORM FOR O0.LT.X.LE.8 AND ONLY
REQUIRES A REARRANGEMENT OF 4 FACTORS NEEDED FOR X.GT.8.
BESYCY CALLS FUNCTION BESJOl.

DESCRIPTION OF ARGUMENTS

INPUT
X - X.GT-O-
NU ~ ORDER DESIRED, NU=0 OR 1
QuTPUT
BESYO! - Y BESSEL FUNCTIGON OF ORDER NU AT X
ANSJ - J BESSEL FUNCTION OF ORDER NU AT X

ERROR CONDITIONS
IMPROPER INPUT ARGUMENTS - A FATAL ERROR
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SUBROUTINE BETAIC(XOMXsAyByNsYsNZ)

WRITTEN BY D.E. AMOS AND S.l. DANIEL, JANUARY, 1975,
REFERENCE SC-DR-69 591

ABSTRACT ) i
BETAIC COMPUTES AN N MEMBER SEQUENCE OF BETA DISTRIBUTIONS
Y{K)=T(A+K=1,B4X} s K=lgsoesN s AGT.0 5 B.GT.0 o AND
O.LEaXsLEsly WHERE I(AsBsX) IS THE INCOMPLETE BETA FUNCTION
NORMALIZED TO 1. AT X=1. THE RELATION DF THE INCOMPLETE BETA
FUNCTION TO THE GAUSS HYPERGECMETRIC FUNCTION IS USED fWWER
YARIDUS PARAMETER RANGES WITH SERIES OR ASYMPTOTIC EXPRESSIONS
USED FOR EVALUATION STARTING AT A+N-1 AND BO.GT.0. WiTH
BO=B- INTEGER PARY OF B OR 1. THEN A COMBINATION OF FORWARD
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RECURSION ON THE PARAMETER TO RAISE BO 7O B FOLLOWED BY
BACKWARD RECURSION ON THE FIRST PARAMETER TO DECREASE A+N-1 TO
4 GETS THE REQUIRED SEQUENCE. [(AsByX) SATISFIES A TWO-TERM
RELATION IN BOTH PARAMETERS WHERE ADDITIONS CAN BE USED
EXCLUSIVELY TO RETAIN SIGNIFICANT DIGITS. BOTH X AND OMX=1.--X
ARE ENTERED IN THE CALL LIST TO AVOID LOSSES OF SIGNIFICANCE
IN OMX WHEN AN ANALYTICAL EXPRESSION IS AVAILABLE( SEE THE F
AND T DISTRIBUTIONS). BETAIC USES HYPGEO AND BETALN.

DESCRIPTION OF ARGUMENTS

INPUT

X - ARGUMENT’ OGLEOXlLEolc

aMxX - - 1.~X

A - START VALUE DF FIRST PARAMETER, A.GT.0.

B - VALUE OF SECOND PARAMETER, B.GT.0.

N ~ NUMBER OF BETA FUNCTIONS IN THE SEQUENCEs N.GE.1
QuTPUT

Y - A VECTOR WHODSE FIRST N COMPONENTS CONTAIN

Y(K’=I!‘*K"1QB|X,' Ksl'.l.'NO
NZ ~ UNDERFLOW FLAG

NI.EQ.O» A NORMAL RETURN.
NZ«NE«Oy» UNDERFLOW, Y{K)=0.0, K=N-NZ+1,N RETURNED

ERROR CONDITIONS
IMPROPER INPUT - A FATAL ERROR
UNDERFLEW - A NON-FATAL ERROR.

BETALN BETALN BETALN BETALN BETALN BETALN BETALN
o o o o ok s o ok o ok ok ok ek sk oo kol e ek ko ok
o ko Rk kA kR Rk ok kR Rk ok
e ek ook ok ol ook ok ok ok KOk
ek kkkk ko

FUNCTION BETALN(A,B)
WRITTEN BY D.E. AMOS ANO S.L. DANIELs MARCH, 1975.
REFERENCE SC-DR-69 591 AND SAND-75--0152

ABSTRACT
FUNCTION B8ETALN COMPUTES THE NATURAL LOG OF THE COMPLETE BETA
FUNCTIGN, LN BETA(A,B)y WHERE BETA(A.B} IS DEFINED IN TERMS QF
THE GAMMA FUNCTION BY BETA(A+B)=GAMMA(A)*GAMMA{ D)/ GAMMA{A+B),
THE NATURAL LOG DOF THE GAMMA FUNCTION IS COMPUTED WITH THE
LOGARITHMIC TERMS COMBINED ANALYTICALLY TO MINIMIZE LOGARITHM
EVALUATIONS. A RATIONAL CHEBYSHEV APPROXIMATION ON (8,1000)
AND THE ASYMPTOTIC EXPANSION FOR X.GT.1000 COMPLETES THE
CALCULATION OF THE NON~LOGARITHMIC TERMS., BACKWARD RECURSION
ON GAMMA(X-1)1=GAMMA(X)/{(X-1) AND THE LOGARITHM OF THE RESULT
SUFFICES FOR X.LT.8.

DESCRIPTION OF ARGUMENTS

INPUT
A = ARGUMENT, A.GT.0.
B = ARGUMENT, 8.67.0.
quTPUuUT

BETALN - VALUE FOR LN BETA{A,.B)

ERROR CONDITIONS
INPUT PARAMETER NON-POSITIVE - A FATAL ERROR
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BETBIC BETBIC BETBIC BETBIC BETBIC BETBIC BETBIC
st e oK Rk R K e ook o RO K R e e
A A Ok ORAORER RERARRK RERRR ER
kR Rk Rk Kk
FERRERRRKA
SUBROUTINE BETBICUIX ,OMXsAsBeNseYsNZ)

WRITTEN BY D.E. AMOS AND S.L. DANIEL, JANUARY, 1975,
REFERENCE SC-DR-69 591

ABSTRACT
BETBIC COMPUTES AN N MEMBER SEQUENCE OF BETA DISTRIBUTIONS
YIKI=1{AsB4+K=14X)y K=1peuesNy AeGT.0+ Ba.GT.0y AND
OJLE+X4LE.1y WHERE [{AyByX) IS THE INCOMPLETE BETA FUNCTION
NORMALIZED TO L. AT X=1. THE RELATION OF THE INCOMPLETE BETA
FUNCTION 7O THE GAUSS HYPERGEOMETRIC FUNCTION IS USED OVER
VARIOUS PARAMETER RANGES WITH SERIES DR ASYMPTUTIC EXPRESSIONS
USED FOR EVALUATION STARTING AT AA=A+M, M.GE.0 AND BO.GT .0,
BO=B-INTEGER PART OF B OR 1. THEN A COMBINATION OF BACKWARD
RECURSION ON AA FOLLOWED BY FORWARD RECURSION ON BB=BO+K GETS
CORRECT ARGUMENTS A AND B OR A AND B+K-1, K=1ljy.eeeN FOR
THE REQUIRED SEQUENCE Y(K). I{A,8,X) SATISFIES A TWO-TERM
RELATION IN BOTH PARAMETERS WHERE ADDITIONS CAN BE USED
EXCLUSIVELY TO RETAIN SIGNIFICANT DIGITS. BOTH X AND OMX=1.-X
ARE ENTERED IN THE CALL LIST TO AVOID LOSSES OF SIGNIFICANCE
IN OMX WHEN AN ANALYTICAL EXPRESSION 1S AVAILABLE{ SEE THE F
AND T DISTRIBUTIONS). BETBIC USES HYPGED AND BETALN.

DESCRIPTION DF ARGUMENTS

INPUT

X — ARGUMENTs 0O.LE.X.LE.l.

aMx = 1.=X

A - VALUE OF FIRST PARAMETER, A.GT.0.

B - START VALUE OF SECOND PARAMETERs B+GT.0.

N - NUMBER OF BETA FUNCTICNS IN THE SEQUENCE, N.GE.l
GuUTPUT

Y — A VECTOR WHOSE FIRST N COMPONENTS CONTAIN

Y{KI=I{A+B4+K-14X)y K=lyaaearN.
NZ - UNDERFLOW FLAG

NZ.EQ.Ce A NORMAL RETURN.
NZ JNE.Oy UNDERFLOW, Y{X)}=0.0, K=1,NI RETURNED.

ERROR CONDILTIDNS
IMPROPER INPUT - A FATAL ERRODR
UNDERFLOW — A NON-FATAL ERROR.

CAxBI Caxpl CAXBI CAXBI CAXBL CAXBI CAXBI CAxXB1
2 e s ok R e ok ok ke ok o e gk ol o ok ook ok Aok ok ok ok ok ok
e e o el e e o ok ok o ok o e o ok ok ok ook e
*#t**t***##*tt*#t***
e A ook ok ok
. SUBROUTINE CAXBI(ND¢N MoAsBoXoINIT,IMP,RC oW, INyKER)
: WRITTEN BY CARL B. BAILEY, AUGUST 1974,

ABSTRACT
CAXBTI SOLVES A NONSINGULAR SYSTEM OF COMPLEX LINEAR ALGEBRAIC
EQUATIONSy AX=8, AND OPTIONALLY IMPROVES THE SOLUTION AND
COMPUTES AN ERROR BOUND FOR THE SOLUTION. THE COEFFICIENT
MATRIX FOR AN EQUIVALENT SYSTFM DF REAL EQUATIONS 1S FORMED
AND STORED IN —-W- AND THEN THAT REAL SYSTEM [S SOLVED.
THE - METHOD USED 1S LU DECOMPOSITION {GAUSSIAN ELIMINATION}
WITH IMPLICIT ROW SCALING AMD PARTIAL (ROW) PIVOTING FOLLOWED
BY FORWARD-BACKWARD SUBSTETUTION AND OPTIONALLY BY ITERATIVE
[MPROVEMENT. A SEQUENCE OF SYSTEMS OF EQUATIONS ALL HAVING
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THE SAME COEFFICIENT MATRIX CAN BE SCLVED VERY EFFICIENTLY
USING CAX81. THE LU FACTORS OF =A- ARE COMPUTED AND STORED
DURING THE INITIAL CALL. ON SUBSEQUENT CALLS, THESE
PREVIQUSLY COMPUTED FACTORS CAN BE USED TQU SOLVE A NEW SYSTEM
8Y PERFORMING ONLY THE FORWARD-~BACKWARD SUBSTITUTION AND
OPTIONALLY ITERATIVE IMPROVEMENT,

IN —W-

CAXBI CALLS THE ROUTINE RLUD TO PERFORM LU DECOMPOSITION, RFBS
TO PERFORM FORWARD-BACKWARD SUBSTITUTION, AND OPTIONALLY CALLS
CRIMP TO PERFORM ITERATIVE IMPROVEMENT DF THE SCLUTICON.

REFERENCE

1. G.E.FORSYTHE ANC C.B.MOLFR, COMPUTER SOLUTION DOF LINEAR
ALGEBRAIC EQUATIONS, PRENYICE-HALL, 1967

DESCRIPTION OF ARGUMENTS
THE USER MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL LIST
A(NDsN), BINDyM)y X(NDsM}y W(2%ND,2*ND+11t, IN(2%NI
IF M=) THEN THE DIMENSION QF B AND X MAY BE B{N}, X{N).
THE ARRAYS =-A-y -B-, AND -X~ MUST BE OF COMPLEX DATA TYPE.

--INPUT FCR AN INITIAL CALL--

ND

INIT

IMp

-=-0UTPUT~
X

RC

AN INITIAL CALL IS5 THE CALL FOR THE FIRST SYSTEM OF
EQUATIONS IN A SEQUENCE OF SYSTEMS ALL OF WHICH HAVE
THE SAME COEFFICIENT MATRIX.

THE ACTUAL FIRST DIMENSION OF ~aA-,

{1.E. THE MAXIMUM NUMBER OF EQUATIONS THAT (AN BE
SOLVED USING —-A- TO STORE THE COEFFICIENTS.)

THE NUMBER OF COMPLEX EQUATIONS TO BE SOLVED.

{1 .LE. N .LEs ND}

~ NUMBER OF COLUMNS OF =B- AND -X~. (NORMALLY M=1)

-

A COMPLEX ARRAY DIMENSIONED WITH EXACTLY -ND- ROWS
AND AT LEAST —=N- COLUMNS. THE T4J-TH ELEMENT OF THE
COEFFICIENY MATRIX MUST BE STORED IN AlI,Jl. '

A COMPLEX ARRAY WITH EITHER ONE OR TWO DIMENSIONS.

IF M=1, -B- MAY BE A ONE-DIMENS IONAL ARRAY
DIMENSEONED AT LEAST ~N-. THE I1-TH ELEMENT OF THE
CONSTANT VECTOR MUST BE STORED IN B(I).

IF MGT.1y =B~ MUST BE A TWO-DIMENSIONAL ARRAY WITH
EXACTLY —ND- ROWS AND A7 LEAST M- COLUMNS. THE
I4J-TH ELEMENT OF THE CONSTANT MATRIX MUST BE

STORED IN B(I.J).

IS A FLAG WHICH PROVIDES FOR THE ESPECIALLY EFFICIENT
SOLUTION DF A SEQUENCE OF SYSTEMS OF EQUATIUNS HAVING
THE SAME —A- BUT DIFFERENT -B- VECTORS.

ON THE INITIAL CALL FOR A SEQUENCE OF RELATED SYSTEMS
OF EQUATIONSes —-INIT- MUST BE IERO.

SPECIFIES THAT ITERATIVE IMPROVEMENT I3 TO BE
PERFORMED IF ~IMP- 15 NONZERO.

A COMPLEX ARRAY WITH EITHER ONE OR TWO DIMENSIONS.

IFf M=1, X~ MAY BE A ONE-DIMENSIONAL ARRAY
DIMENSIONED AT LEAST -N~« THE I-TH ELEMENT OF THE
SCLUTION VECTOR WIELL BE STORED IN X(1).

If MoGT.lys —-X- MUST BE A TWO-DIMENSIGONAL ARRAY WITH
EXACTLY —~ND— ROWS AND AT LEAST -M- COLUMNS, THE
I,J-TH ELEMENT OF THE SOLUTION MATRIX WILL BE

STORED IN Xx(l,J1}.

IF ITERATIVE IMPROVEMENT WAS REQUESTED (IMP.NE.QO1, RC
wILL BE THE RATIO OF THE MAXIMUM NORM OF THE FIRST
CORRECTICON TO THE MAXIMUM NORM OF THE INITIAL
APPROXIMATE SOLUTION. THE CONDITION NUMBER OF ~-A-
AND ERROR BOUNDS FOR THE COMPUTED SOLUTION ARE
RELATED TQO -RC-. A SMALL VALUE FOR -RC-~ INDICATES

A WELL-CONDITIONED SYSTEM AND SMALL UNCERTAINTIES

IN THE SOLUTION. A LARGE VALUE FOR =RC- INDICATES

AN [LL-CONDIYIONED SYSTEM AND LARGE UNCERTAINTIES

IN THE SGLUTION.

REAL ARRAY WITH —-2ND- ROWS AND AT LEAST 2N+1 COLUMNS.
THE LEADING —2N- BY -2N- SUBARRAY WILL CONTAIN L-I+U
WHERE =1- AND -uU- ARE TRIANGULAR FACTORS OF =-A-,

=L~ IS5 UNIT LOWER TRIANGULAR, AND -I- IS5 IDENTITY.
(ACTUALLY, IT IS NOT L-1+U WHICH IS STORED [N =-A= BUT
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LL-1+U WHERE LL IS A REARRANGEMENT OF ELEMENTS OF L.)
THE 2N+13T COLUMN CONTAINS THE LAST CORRECTION TO THE
REAL AND [MAGINARY COMPONENTS QF =X=., IF INIT = 0,
THE LU FACTORS OF THE REaAL EQUIVALENT OF -A- WILL BE
COMPUTED AND STORED IN -~W-,

. IN = WILL CONTAIN THE ROW INTERCHANGE INDICES THAT WERE
COMPUTED DURING LU DECOMPOSITION,
KER - AN ERRCR COOE )

-~=NORMAL COODES
o 0 MEANS NO ERRORS WERE DETECTED

-~ABNORMAL CODES
MEANS —-ND- WAS NOT IN THE RANGE 1 .LT. ND .LE. 130
MEANS —N- WAS NOY IN THE RANGE 1 .LE. N .LE. ND.
MEANS THE TRIANGULAR FACTOR ~u~ 0OF —=A-~ IS SINGULAR.
MEANS -A- 1S TOD ItLL-CONDITIONED FOR ITERATIVE
IMPROVEMENT TO BE EFFECTIVE,

£ W N -

«=INPUT FOR A SUBSEQUENT CALL-~
A SUBSEQUENT CALL MAY BE MADE ONLY 1F AN INITIAL CALL
HAS BEEN MADE PREVIOUSLY FOR THE SAME COEFFICIENT
MATRIX. THE VALUES OF -ND-, —-N=, =A=-, =W-+ AND -IN-
MUST BE THE SAME AS THEY WERE WHEN THAT INITIAL CALL
WAS COMPLETED.

M - MUST BE THE NUMBER DF COLUMNS IN THE NEW CONSTANT
VECTOR OR CONSTANT MATRIX.
B — THE NEW CONSTANT VECTOR OR CONSTANT MATRIX MUST BE

STORED IN =B8= AS DESCRIBED FOR AN INITIAL CALL.

MUST BE NONZERO {ONLY FOR SUCH A SUBSEQUENT CALL).

THIS CAUSES THE PREVIOQUSLY COMPUTED LU FACTORS OF =A=-

TO BE USED TO SOLVE THE NEW SYSTEM VERY EFFICIENTLY.

IMp - MAY BE NONZERC OR ZERO AS ITERATIVE IMPROVEMENT
IS5 OR 1S NOT DESIRED RESPECTIVELY.
NOTE --—- NDy N+ My, A, B, INIT, AND IMP ARE NOT ALTERED BY CAXBI.

THE USER MUST PROVIDE SEPARATE STORAGE FOR THE ARRAYS

- Ay By Xy Wy AND IN WHENEVER ITERATIVE IMPROVEMENT IS
REQUESTED (IMP .NE. 0). THE MAXIMUM NUMBER OF EQUATIONS
THAT CAN BE SOLVED WITH ITERATIVE IMPROVEMENTS IS 130.
IF ITERATIVE IMPROVEMENT TS NOT REQUESTED (IMP .EQ. Ol
THEN THE USER MAY ECONOMIZE ON STORAGE BY EQUIVALENCING
(AyW)} AND (Be+X) IN WHICH CASE A AND B WILL BE ALTERED.
THE MAXIMUM NUMBER OF EQUATIONS THAT CAN BE SOLVED [N
THIS LATTER CASE IS 160,

INIT

CBND2 CBNDE CBND2 CBND2 CBND2 CBND2 CBND2 CBND?
Tk ook dokdoloR Rk dokokok g dokok ok ok Kok R Rk ok ok KoKk R kK
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ok ok o kR R Rk ok Rk R
Ak R Kok
SUBROUTINE CBND2{Ns+CRyCI+WRyWI,ABSERRyRELERR,XLUST(KER}
WRITTEN BY CARL B. BAILEY AND WILLIAM R. GAVIN

ABSTRACT

THIS ROUTINE COMPUTES ERROR BOUNDS AND CLUSTER COUNTS FOR
- APPROXIMATE TEROS OF A POLYNOMIAL WITH COMPLEX COEFFICIENTS,
THE ZEROS MAY HAVE BEEN COMPUTED BY ANY APPROPRIATE ROUT INE.
g (FOR EXAMPLE, 8Y CPQR)
THE METHOC USED 1S BASED ON THE FACT THAT THE VALUE OF A
- POLYNOMIAL AT ANY POINT IS EQUAL TO THE LEADING COEFFICIENT
TIMES THE PRODUCT OF THE DISTANCES FROM THAT POINT TO EACH
OF THE ZERDES. GIVEN THE VALUE CF THE POLYNOMIAL AT AN
APPROXIMATE ZERQ, CBNDZ2 COMPUTES FOR EACH APPROXIMATE IEROD
THE RADIUS OF A CIRCLE ABOUT THAT APPROXIMATE ZERC WHICH
CONTAINS A TRUE ZERD OF THE PCLYNDOMIAL. USING THE KNOWN
OISTRIBUTION OF APPROXIMATE ZEROES, AN ITERATIVE PROCEDURE
IS USED TG SHRINK THE RADII OF THE CIRCLES.

DESCRIPTION OF ARGUMENTS
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THE USER MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL LIST
CRIN+1), CI{N+1)y WR(N}, WIIN)y ABSERRIN)}, RELERR{N)

KLUST{N}
INPUT ==~
N -~ DEGREE OF THE POLYNCMIAL {NUMBER DF ZEROS).
CR = REAL ARRAY OF N+i REAL PARYS OF COEFFICIENTS.
Ll = REAL ARRAY OF N+1 IMAGINARY PARTS OF COEFFICIENTS.,

THE COEFFICIENTS COEF{I} = CRUIN4CI(I)*] MUST BE

IN THE ORDER OF DESCENDING POWERS OF I, 1.E.

PUZ) = (CRULI+I*CI{L))*Z%%N 4+ ... +
(CRINI+T*CI{NY}*Z + (CR{N+1)+I%CI(N+1))

HR‘ - REAL ARRAY OF N REAL PARTS OF APPROXIMATE ZEROS.
Wl - REAL ARRAY GF N IMAGINARY PARTS OF APPROXIMATE ZERDS.
QUTPUT-~

ABSERR = REAL ARRAY OF ABSOLUTE ERROR BOUNDS. ABSERR{I) ]IS
THE ABSOLUTE ERROR BOUNDO IN THE ZERO {WR{I)WILI}]).
REAL ARRAY OF RELATIVE ERROR BOUNDS., RELERR{I} IS -
THE RELATIVE ERRDOR BOUND IN THE ZERD (WR(I).WI(1)},
KLUST - INTEGER ARARAY OF CLUSTER COUNTS FOR ZERODS. THE TRUE
ZERD CORRESPONDING 7O I-TH ARPPROXIMATE ZERO LIES IN
A CIRCLE OF RADIUS ABSERR{I}. KLUST(I} IS THE NUMBER
OF CIRCLES INCLUDING THE I-TH CIRCLE WHICH OVERLAP
THE I1-TH CIRCLE. THE CLUSTER COUNT OFTEN INDICATES
THE MULTIPLICITY OF A ZERQ.
KER -~ AN ERRQOR CODE
~-NORMAL CODES
0 MEANS THE BOUNDS AND COUNTS WERE COMPUTED.
~~ABNORMAL CDDES
1 N (DEGREE} MUST BE .GE. 1
2 LEADING COEFFICIENT 1S ZERD

RELERR

1

CHAA CHAA CHAA CHAA CHAA CHAA CHAA CHAA
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SUBROUTINE CHAAINDIMy N+ AR, AL yEVVECR,VECI, [ERR)
EISPACK IS A COLLECTION COF CODES FOR SOLYING THE ALGEBRAIC
EIGENVALUE PROBLEM. THE ORIGINAL ALGOL CODES WERE WRITTEN BY
Jo He WILKINSOMN, ET.AL.sAND SUBSEQUENTLY TRANSLATED TQ FORTRAN
AND TESTED AT ARGONNE NATIONAL LABORATORY.

THIS INTERFACE TD EISPACK WAS WRITTEN 8Y M. K. GORDON.

ABSTRACT
THIS SUBROUTINE COMPUTES ALL EIGENVALUES AND CORRESPONDING
EIGENVECTORS DF A COMPLEX HERMITIAN MATRIX. THE MATRIX IS
REDUCED TC SYMMEYRIC TRIDIAGONAL FORM BY UNITARY SIMILARITY
TRANSFORMATIONS. QL TRANSFORMATIONS ARE USED TQ FIND THE
EIGENSYSTEM OF THE TRIOIAGONAL MATRIX.

TO COMPUTE ONLY THE EIGENVALUES OF A COMPLEX HERMITIAN MATRIX,
SEE SUBROUTINE CHAN., FOR EIGENSYSTEMS OF ARBITRARY COMPLEX
MATRICESs SEE SUBRCUTINES CNAA AND CNAN. FOR EIGENSYSTEMS OF
REAL MATRICES, SEE SUBROUTINES RSAA+RSAN,RNAAs;RNAN.

DESCRIPTION OF ARGUMENTS

CN INPUT
NDIM MUST BE THE ROW DIMENSION OF THE ARRAYS ARJAILVECR,
AND VECI IN THE CALLING PROGRAM DIMENSION STATEMENT.

N IS THE ORDER OF THE MATRIX, N MUST NOF EXCEED NOIM.
N%NDIM MUST NOT EXCEED 22500=150%150=53744(0(CTAL),
N MUST NOT EXCEED 150. N -MAY BE 1.
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ARy AT ARRAYS WITH EXACTLY NDIM ROWS AND AT LEAST N COLUMNS,
THE LEADING N BY N SUBARRAYS MUST CONTAIN THE REAL
AND IMAGINARY PARTS RESPECTIVELY OF THE COMPLEX
HERMIT{AN MATRIX WHOSE EIGENSYSTEM IS TO 8F COMPUTED.
ONLY THE DIAGONAL AND LOWER TRIANGLE OF AR,AIl NEED
BE DEFINED.

ON QUTPUT
Ev CONTAINS THE REAL COMPUTED EIGENVALUES IN
ASCENDING ORDER.

VECR,VECI CONTAIN AN ORTHONORMAL S5ET OF EIGENVECTORS
IN THE COLUMNS OF THE LEADING N BY N SUBARRAYS,
THE J-TH COLUMNS OF VECR+VECI CONTAIN AN
EIGENVECTOR OF LENGTH ONE CORRESPONDING TQ THE
EIGENVALUE IN THE J-TH ELEMENT OF EV.

[ERR IS A STAYUS CODE.
~--NORMAL CODE.
0 MEANS THE QL ITERATIONS CONVERGED.

-—ABNORMAL CODES.
J MEANS THE J-TH EIGENVALUE HAS NOT BEEN FOUND IN

30 ITERATIONS. THE FIRST J-1 ELEMENTS
CONTAIN THE UNORDERED EIGEMVALUES ALREADY
FOUND. THE FIRST J-1 COLUMNS OF VECR, VECI
CONTAIN THE CORRESPONDING COMPUTED EIGENVECTORS.

-1 MEANS THE INPUT VALUES OF N, NDIM ARE TOQ LARGE
OR INCONSISTENT. ’

ARy Al THE LOWER TRIANGLES OF BOTH MATRICES AND THE
DIAGONAL OF A1 ARE DESTROYED. THE UPPER
TRIANGLES AND THE DIAGONAL OF AR ARE UNALTERED.

CHAN CHAN CHAN CHAN CHAN CHAN CHAN CHAyN CHAN
ik ko ok ok e AR ok K ok ko ok ok
ok ok tokookoR Rk Aok ok ok kR ok ko
Aok ok ko ok ok Rk
ok e kokkokok ok
SUBROUTINE CHAN{NDIM,N;AR,Al +EV4IERR)
EISPACK IS A CHLECTIQON OF CODES FOR SOLVING THE ALGEBRAIC
EIGENVALUE PROBLEM. THE ORIGINAL ALGOL CODES WERE WRITTEN BY
Jo He WILKINSAON, ET.AL.»y AND SUBSEQUENTLY TRANSLATED TO FODRTRAN
AND TESTED AT ARGCNNE NATIONAL L ABORATORY.

THISVINTERFACE TO EISPACK WAS WRITTEN BY M. K. GORDON.

ABSTRACT
THIS SUBROUTINE COMPUTES ALL EIGENVALUES OF A COMPLEX HERMITIAN
MATRIX, THE MATRIX IS REDUCED TO SYMMETRIC TRIDIAGONAL FORM
BY UNITARY SIMILARITY TRANSFORMATIONS. QL TRANSFORMATIONS
ARE USED TO FIND THE EIGENVALUES OF THE TRIDIAGONAL MATRIX.

TO COMPUTE THE EIGENVALUES AND EIGENVECTORS OF A COMPLEX
HERMITIAN MATRIX, SEE SUBRGUTINE CHAA. FOR EIGENSYSTEMS

OF ARBITRARY COMPLEX MATRICES, SEE CNAA AND CNAN. FOR EIGEN-
SYSTEMS OF REAL MATRICES, SEE RSAA,RSAN,RNAA,RNAN,

DESCRIPTION OF ARGUMENTS
ON INPUT
NOIM MUST BE THE ROW OIMENSION OF AR AND Al IN THE
CALLING PROGRAM DIMENSION STATEMENT,

N 1S THE ORDER OF THE MATRIX. N MUST NOT EXCEED NDIM,
N*NDIM MUST NOTY EXCEED 50625=225%225=142T701{(NCTAL).
N MUST NOT EXCEED 225. N MAY BE 1.
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ARRAYS WITH EXACTLY NDIM ROWS AND AT LEAST N
COLUMNS. THE LFADING N BY N SUBARRAYS MUST
CONTAIN THE REAL AND IMAGINARY PARTS RESPECTIVELY
OF THE ARBITRARY COMPLEX MATRIX WHOSE EIGENVALUES
ARE TO BE COMPUTED. ONLY THE DIAGONALS AND

LOWER TRIANGLES OF AR.Al NEED BE DEFINED.

ON OUTPUT

EV

1ERR

ARy AT

LHBND CHBAND
*

SUBROUTINE
ABSTRACT

CONTAINS THE REAL COMPUTED EIGENVALUES IN
ASCENDING ORDER.,

IS A STATUS CODE.
--NORMAL CODE.

O MEANS THE QL ITERATICNS CONVERGED.
--ABNORMAL CODES.

J MEANS THE J-TH EIGENVALUE HAS NOT BEEN FOUND IN
30 ITERATIONS. THE FIRST J-1 ELEMENTS OF EV
CONTAIN THE UNGRCERED EIGENVALUES ALREADY FOUND.

-1 MEANS THE INPUT VALUES OF Ny NDIM ARE TOO LARGE
OR INCONSISTENT.

THE LOWER TRIANGLES OF BOTH MATRICES AND THE
DIAGONAL OF AI ARE CESTROYED. THE UPPER TRIANGLES
AND THE DTAGONAL OF AR ARE UNALTERED,

CHBND CHBND CHBND CHBND CHBND CHBND
e S 3 o e e o o e e ke e e e AR 3 o o ok ok ke e ok koo o ke ok o kol Ok ok
e 2k 3 e Jfe o e ok ok koK o ok ol sk e ook obok K ko
W02 e e o 2ok e e e ol ok e ok gk
Rk Rk R
CHEND{NDIMyNe ARy AT+ EVy VECRy VECI sEVIMP ,BNDS)

THIS SUBROUTINE CALCULATES RAYLEIGH QUOTIENT CORRECTIONS FOR

THE COMPUTE

O EIGENVALUES OF A COMPLEX HERMITIAN MATRIX AND

UPPER BOUNDS ON THE ABSOLUTE ERROR OF THE COMPUTED EIGENSYSTEM,

REASONABLE
WHEN THE £1
CASE, NO BO

TG COMPUTE
MATRICES, 5
SYMMETRIC A
DESCREPTICON
ON INPUT
NDIM

N
ARSAI

134

VECRVE

ON DUTPUT
EVIMP

BNDS

BOUNDS FOR THE EIGENVECTORS ARE POSSIBLE ONLY
GENVALUES ARE WELL SEPARATED. WHEN THIS IS5 NOT THE
UND IS CALCULATED.

ERROR BOUNDS FOR THE EIGENSYSTEMS OF REAL SYMMETRIC
EE SUBRCUTINE RSBNO. SIMILAR B8DUNDS FOR REAL NON-
NO COMFLEX NON-HERMITIAN MATRICES ARE NDT POSSIALE.

OF ARGUMENTS

MUST BE ROW DIMENSION CF AR,AT,VECR,VECI,BNDS

IN THE CALLING PROGRAM DIMENSION STATEMENT.

1S THE QRDER OF THE MATRIX. 1 JLE. N .LE. NDIM.

MUST CONTAIN IN THE LEADING N BY N SUBARRAYS

THE REAL AND IMAGINARY PARTS RESPECTIVELY OF THE

COMPLEX HERMITIAN MATRIX. ONLY THE DIAGDNALS

AND LOWER TRIANGLES NEED BE DEFINED.

MUST CONTAIN IN THE FIRST N ELEMENTS THE REAL

ELIGENVALUES AS COMPUTED, SAY: BY CHAA.

€1 MUST CONTAIN IN THE LEADING N BY N SUBARRAYS
THE REAL AND IMAGINARY ORTHONORMAL ETGENVECTORS
AS COMPUTEDs SAY, BY CHAA. THE J-TH COLUMNS
OF VECR,VEC] MUST CORRESPOND TO THE J~TH
ELEMENT OF EV.

CONTAINS DCUBLE PRECISION IMPROVEC EIGENVALUES
{RAYLEIGH QUOTIENTS) IN THE SAME ORDER AS EV.
CONTAINS UPPER BAOUNDS ON THE ABSOLUTE ERRORS OF
THE COMPUTED FIGENSYSTEM

BNDS(J,1) —— UPPER BOUND ON ABSOLUTE ERROR IN
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EVIMPLJ).
BNDS(J,2) -— UPPER BOUND ON L-2 NCRM OF ERROR IN J-TH
COMPUTED EIGENVECTOR. THIS QUANTITY
IS SET TO -1.0 WHEN THE EIGENVALUES
ARE TOO CLOSE 7O PERMIT A REASONABLE BOUND
BNDS{J+3) -— L=2 NORM OF RESIDUAL ASSOCIATED
WITH EVUJ) AND VECi*®*.J).

CNAA CNAA CNAA CNAA CNAA CNAA CNAA CNAA
Nl ook ok kol ol o ook ealokol ok ok kR Ak ke R
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SUBROUTINE CNAA{NCIM¢NyAR+ATyEVRLEVI«VECR,VECI+I1ERR)
EISPACK IS A COLLECTION OF CODES FOR SOLVING THE ALGEBRAIC
EIGENVALUE PRCBLEM. THE GRIGINAL ALGOL CODES WERE WRITTEN BY
Je He WILKINSON, ET.AL. AND SUBSEQUENTLY TRANSLATED TO FORTRAN
AND TESTED AT ARGONNE NATIONAL LABORATDRY. .

THIS INTERFACE YO EISPACK WAS WRITTEN BY M. K. GORDON.

ABSTRACT

THES SUBRDUTINE COMPUTES ALL EIGENVALUES AND CORRESPONDING
EIGENVECTORS OF AN ARBITRARY COMPLEX MATRIX. THE MATRIX IS
BALANCED BY EXACT NORM REDUCING SIMILARITY TRANSFORMATIONS AND
THEN IS REDUCED TO COMPLEX HESSENBERG FORM BY STABILIZED
ELEMENTARY SIMILARITY TRANSFORMATICNS. A MODIFIED LR ALGORITHM
1S USED TO COMPUTE THE EIGENYALUES OF THE HESSENBERG MATRIX.

TO COMPUTE ONLY THE EIGENVALUES OF AN ARBITRARY COMPLEX
MATRIX, SEE SUBROUTINE CNAN. FOR EIGENSYSTEMS OF COMPLEX
HERMITIAN MATRICES, SEE SUBROUTINES CHAA AND CHAN. FOR
EIGENSYSTEMS OF REAL MATRICES, SEE SUBROUTINES RSAA,RSAN,
RNAA,RNAN.

DESCRIPTION OF ARGUMENTS

ON INPUT '
NDIM MUST BE THE ROW DIMENSION OF THE ARRAYS AR,Al,
VECR, AND VECI IN THE CALLING PROGRAM DIMENSICN

-STATEMENT .

N IS THE ORDER OF THE MATRIX. N MUST NOT EXCEED NDIM.
NxXNDIM MUST NOT EXCEED 22500=150%150=53744(0CTAL).
N MUST NOT EXCEED 150. N MAY BE 1.

AR AL ARRAYS WITH EXACTLY NDIM ROWS AND AT LEAST N
COLUMNS. THE LEADING N BY N SUBARRAYS MUST CONTAIN
THE REAL AND IMAGINARY PARTS RESPECTIVELY OF THE
ARBITRARY COMPLEX MATRIX WHOSE EIGENSYSTEM 15 TO BE
COMPUTED.

ON QUTPUT : ) :
EVR,EVI CONTAIN THE REAL AND IMAGINARY PARTS RESPECTIVELY
OF THE COMPUTED EIGENVALUES. THE ETGENVALUES ARE
NOT ORDERED IN ANY WAY.

VECR,VECI CONTAIN IN THE LEADING N BY N SUBARRAYS THE REAL
AND- IMAGINARY PARTS RESPECTIVELY OF THE COMPUTED
EIGENVECTORS. THE J-TH COLUMNS QF VECR AND VEC]
CONTAIN THE EIGENVECTGR ASSOCIATED WIFH EVR(J}
-AND EVI(J4). -THE EIGENVECTORS ARE NOT NORMALIZED
IN ANY WAY.

TERR 1S A STATUS CQODE.
--NORMAL CODE.
0 MEANS THE LR ITERATIDNS CONVERGED,
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=-=ABNORMAL CODES.
J MEANS THE J-TH EIGENVALUE HAS NOT BEEN FOUND
IN 30 ITERATIONS. THE FIRST J-1 ELEMENTS OF
EVR AND EVI CONTAIN THOSE EIGENVALUES ALREADY
FOUND. NO EIGENVECTORS ARE COMPUTED.
=1 MEANS THE [INPUT VALUES OF Ny NOIM ARE TOO LARGE
OR INCONSISTENT.

AR+ AL ARE CESTROYED.

CNAN CNAN CNAN CNAN CNAN CNAN CNAN CNAN
e 2 3¢ o e e ok o e ol o o ok ek ook ok ol ok e o sjeade o o e ok K ok e ok ko e ok
s ook o ik o ke ok o 3l o ok ol ke akoeok ke
¥ kel e ook o ok ok ok ak o e ok o e ok ke
ek kg

SUBROUTINE CNAN{NTIMy Ny ARy AL EVRsEVI,IERR)

EISPACK IS A COLLECTION OF CODES FOR SOLVING THE ALGEBRAIC
EIGENVALUE PROBLEM. THE ORIGINAL ALGOL CODES WERE WRITTEN BY

Jo He WILKINSONy ETeAlLeys AND SUBSEQUENTLY TRANSLATED TO FORTRAN

AND TESTED AT ARGCNNE NATIONAL LABORATORY.

THIS INTERFACE TO EISPACK WAS WRITTEN 8Y M. K. GORDON.

ABSTRACT
THIS SUBROUTINE COMPUTES ALL EIGENVALUES OF AN ARBITRARY
COMPLEX MATRIX. THE MATRIX IS5 BALANCED BY EXACTY NORM REOUCING
SIMILARITY TRANSFORMATIONS AND IS THEN REDUCED TO COMPLEX
HESSENBERG FORM BY STABILIZED ELEMENTARY SIMILARITY
TRANSFORMATIONS. A MODIFIED LR ALGORITHM IS USED TO COMPUTE
THE EIGENVALUES OF THE HESSENBERG MATRIX.

TO COMPUTE THE EIGENVALUES AND EIGENVECTORS OF AN ARBITRARY
COMPLEX MATRIX, SEE SUBROUTINE CNAA. FOR EIGENSYSTEMS OF
COMPLEX HERMITIAN MATRICES, SEE SUBRODUTINES CHAN AND CHAA.
FOR EIGENSYSTEMS OF REAL MATRICESy SEE RSAA,RSAN+RNAA,RNAN.

DESCRIPTION OF ARGUMENTS

aN INPUT
NDIM MUST BE THE ROW DIVENSICON OF THE ARRAYS AR AND Al
IN THE CALLING PROGRAM DIMENSION STATEMENT.

N 15 THE GRDER DOF THE MATRIXe N MUST NOT EXCEED NDIM.
N*NDIM MUST NOT EXCEED 504625=225%225=142T701(0CTAL).
N MUST NOT EXCEED 225. N MAY BE 1l.

AR» AL ARRAYS WITH EXACTLY NDOIM ROWS AND AT LEAST N COLUMNS.
THE LEADING N BY N SUBARRAYS MUST CONTAIN THE REAL
AND [IMAGINARY PARTS RESPECTIVELY GF THE ARBITRARY
COMPLEX MATRIX WHOSE EIGENVALUES ARE TOQ BE COMPUTED.

ON OUTPUT
.EVRyEVE CONTAIN THE REAL AND I[MAGINARY PARTS RESPECTIVELY
OF THE COMPUTED EIGENVALUES. THE EIGENVALUES ARE
NOT ORDERED IN ANY WAY, .

1ERR IS A STATUS CODE. :
==NORMAL CODE. ’
O MEANS THE LR ITERATIONS CONVERGED.
—~—ABNORMAL CODES.
J MEANS THE J-TH EIGENVALUE HAS NQOT BEEN FOUND IN
30 ITERATIONS. THE FIRST J-1 ELEMENTS OF EVR,
EVI CONTAIN THOSE EIGENVALUES ALREADY FOUNO.
=1 MEANS THE INPUT VALUES DF N, NODIM ARE TQOOQ LARGE
OR INCONSTISTENT. :

AR4 AT ARE DESTROYED.
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CNPCOF CNPCOF CNPCOF CNPCOF ) CNPCOF CNPCOF CNPCOF
o e o e e okl ok ROl Aok K R R
2 o R R ORI R R K
AR A K e R
P~
SUBROUTINE CNPCOF{LyWy IORDERsNORD Ny XXsA+C+WORK) )
WRITTEN BY ROBERT £. HUDDLESTON, SANDIA LABORATORIES, LIVERMORE

wkkkk ABSTRACT *ks%x

*
* SUBROUTINE CNPCOF COMPUTES THE COEFFICIENTS OF THE CONSTRAINED
* LEAST SQUARES POLYNOMIAL P, PRODUCED BY SUBROUTINE CNPFIT, THE
* COEFFICIENTS (STORED IN C) OF THE FIT P, ARE FOR THE TAYLOR

* EXPANSION OF P ABOUT W. THAT 1S5S, THE EXPANSION FOR P HAS THE

* FORM:

* PIX)Y = CH1) + CU2¥I*{X-W} + (A3 IR{IXA-H}**2) + .0, ¢

* ' CAL+L).({ X=W )%}

* OPTIONALLY, THE COEFFICIENTS MAY BE OBTAINED IN REVERSE ORDER.
FhoR kR Rk kR ok Ao ok ok ook ROk ok kR ko sk Aok R kR kR R dokolokok ok ok ok

*&kex  [NPUT PARAMETERS #%%i%

L = THE ORDER OF THE PCLYNDMIAL FOR WHICH THE COEFFICIENTS
ARE DESIRED. L MUST BE GREATER THAN OR EQUAL YO N-1
AND LESS THAN OR EQUAL TO NCRD. THE CONSTRAINTS FORCE
THE FITTING POLYNOMIAL TQO BE OF DEGREE N-1 AT A MINIMUM,
CHODSING L = N-1 WILL PRDDUCE THE COEFFICIENTS OF THE
POLYNOMIAL DEFINED BY THE CCONSTRAINTS --- EXCLUSIVE OF
THE X.Y DATA,

W - THE POINY ABQUT WHICH THE TAYLOR EXPANSICON IS5 TO BE MADE

IF IORDER = 1, THE COEFFICIENTS OF THE TAYLOR EXPANSION
ARE STORED IN C IN THE FORM:
PIX) = CU1) 4 C{21%(X=W) + COI)*{(X-WI*%¥2) + .00 +
CIL+L ) *((X-W)*%L)
i1F IORDER =-1, THE COEFFICIENTS OF THE TAYLOR EXPANSION
ARE STORED IN C IN THE FORM:
PIX) = CELI*({X-W)*2L) + CL{2V*%{(X-WI**x(L-1})} + ... +
CILI*(X-W) + C{L+1}

IORDER

NORD = #kkk&
N - : NORD + N s XX » AND A MUST REMAIN UNCHANGED

XX - : BETWEEN THE CALL TO CNPFIT AND THE CALL TO CNPCOF.
A - :t#tt

#khek  QUTPUT PARAMETERS #k&ix

c ~ COEFFICIENTS OF THE POLYNOMIAL FIY, PIX), OF ORDER L.
IFf IORDER=1+ THE COEFFICIENTS ARE THOSE IN THE FORM:
PIX) = CL1) + CL2)%*(X=W) + C(3)*((X-W)*%2)} + ,,. +
CUL+1I*{(X-r)**L)
IF IORDER=-14 THE COEFFICIENTS ARE IN THE REVERSE CRDER.

*%xkks  STDORAGE PARAMETER *%%¥=%

HWORK - THIS IS AN ARRAY TQO PROVIDE INTERNAL WORKING SYORAGE.
IT MUST BE DIMENSIONED IN THE CALLING PROGRAM BY AT
LEAST L+ 2N ¢+ & , (THE LARGEST POSSIBLE VALUE
FOR L [S MAXDEG. HENCE MAXDEG + 2%N + & WILL ALwWAYS
SUFFICE FOR THE DIMENSION OF WORK).
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CNPFIY CNPFIT CNPFIT CNPFIT CNPFIT CNPFIT CNPFIT
REEERRXRARERRRERRREERRRRR TR RBREER KK RN Tk NK
ek ko FOROK R R ROk Aok ok
ERREERRRRRRRE KA kR
kiR Rk
SUBROUTINE CNPFIT{MyXsYoeWEIGHT yMAXDEG o Nw XXsYY 9 IS+EPS+R+NORDy IERs A)
WRITTEN BY ROBERT €., HUDDLESTON, SANDIA LABORATORIESs LIVERMORE

wREEE ABSTRALT EREX

SUBROUTINE CNPFIT IS DESIGNED TO COMPUTE A CONSTRAINED
LEAST-SQUARES POLYNOMIAL FIT. THAT 1S, CNPFIT COMPUTES
A POLYNOMIALs P(Z)+ DF DEGREE NORD THAT SATISFIES BOTH OF THE
FOLLOWING CONCITIONS.

{1) GIVEN THE DATA [(X{I),Y(I1)ys I=lsueesM
P MINIMIZES THE MEAN-WEIGHTED-SQUARE ERROR

M
{1/M) * SUM WEIGHTII}®IP(X{I})=Y(]1})])*%x2
=)
WHERE WEIGHT IS A USER SUPPLIED ARRAY OF WEIGHTS.

{2) P MAY BE MADE TO PASS THROUGH GIVEN POINTS AND ITS
DERIVATIVES MAY BE CONSTRAINED TO TAKE ON USER SUPPLIED
VALUES. LET (KM¥P(Z) DENOTE THE DERIVATIVE OF ORDER K OF P
EVALUATED AT Z. THE CONSTRAINTS ARE OF THE FORM

CISCHIIPLXXLIN) = YY(J)

THE USER MUST SUPPLY THE CONSTRAINT ARRAYS XX(J)e YY(J)s
AND IS€Jd)y J = 1y see oN DEFINED BY

TEARRREE LRI RRA AR R AR R KRR R R R ER R KRR SRR R R AR R AR KRR K

* *
* J XX{Jd) _ YY{J} Isty) =
* *
* 1 21 PIZ1} 0 *
* 2 21 (1IP(Z1} 1 *
* 3 1 (21P(21) 2 *
* » . * L *
* . . " . *
* - - * L *
* Nl 21 (N1-1)P{Z1)} N1-1 *
* N1+l 22 P(Z2) 0 *
*  N1+2 72 (1)Pi{22) 1 *
*  N1+3 12 (23p(22}) 2 *
* * . . . *
* » - - L] *
* * * » » ‘
%  Nl+N2 2 IN2-1)P{22) N2-1 *
] » - - L *
* L] . . . *
t . L ] - L] *
* N *
* *
L2 222 32 EE RS SRR 22 R 22 R et e o2 e RS ettt )]

THE CONSTRAINTS FORCE THE POLYNOMIAL FIT ,P(2Z)s TGO BE OF DEGREE
N-1 AT LEAST., THE USER MUST SUPPLY THE MAXIMUM DEGREE, MAXDEG, OF
THE POLYNOMIAL FIT TD 8E CONSIDERED. MAXDEG MUST BE GREATER THAN
OR EQUAL TO N-1. *%% NOTE **x [F THE DERIVATIVE OF ORDER K AT
Z IS TO BE SPECIFIED, THEN THE VALUE OF P AND ALL OF THE
DERIVATIVES OF P THROUGH ORDER K MUST BE SPECIFIED. #%%

OPTIONALLY, CNPFIT MAY BE USED TG COMPUTE A FIT EVEN WHEN DATA
IS GIVEN FOR DNLY ONE OF THE TWO CONDITIONS LISTED ABOVE.
IF N=0 (NO CONSTRAINTS) POLFIT COULD BE USED INSTEAD OF CNPFIT.
IF M=) (CONSTRAINTS ONLY) HRMITE COULD BE USED INSTEAD OF CNPFIT.

AFTER COMPUTING A FIT WITH CNPFIT, THE FITTING POLYNOMIAL AND
- ITS DERIVATIVES MAY BE EVALUATED AT ANY ARSCISSA USING CNPVAL AND
THE COEFFICIENTS OF THE POLYNOMIAL MAY BE COMPUTED USING CNPCOF,
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INPUT PARAMETERS  **%x k%

tELt

THE NUMBER OF DATA POINTS GIVEN IN X AND Y

THE ARRAY OF ABSCISSAS OF THE DATA POINTS

THE ARRAY QF ORODINATES OF THE DATA POINTS

THE ARRAY OF WEIGHTS CORRESPONDING TC THE DATA POINTS.
IF W1} IS NEGATIVE, CNPFIT WILL SET ALL OF THE WEIGHTS
EQUAL TO 1.0 . IF THE USER WISHES RELATIVE ERRORs THEN
THE WEIGHTS SHOULD BE WEIGHT{II=1./Y{1}%%2 4I=lseeesM o
THE MAXIMUM DEGREE OF POLYNOMIAL TO BE CONSIODERED FOR
THE CONSTRAINED POLYNOMIAL FIT. SINCE THE N CONSTRAINTS
FORCE THE POLYNOMIAL TO BE OF DEGREE N-1 AT LEAST: THEN
MAXDEG MUST BE GREATER THAN OR EQUAL TO THE MAXIMUM OF
N-1 AND ZERD.

— 1F EPS 1S GREATER THAN OR EQUAL TO ZERD, THEN MAXDEG
MUST BE LESS THAN OR EQUAL TO M+#N-1. IF MAXDEG = M+N-1
THEN THE FITTING POLYNCGMIAL HAS JUST ENOUGH DEGREES OF
FREEDOM TO SATISFY THE CCNSTRAINTS AND TO INTERPOLATE
ALL OF THE DATA (THIS CAN BE ACCOMPLISHED WITH EPS = O
AND MAXDEG = M+N-1).

- IF EPS IS LESS THAN ZERO (THE STATISTICAL SELECTION
CASE) THEN MAXDEG MUST BE LESS THAN M+nN-1,

THE NUMBER OF CONSTRAINTS

THE ARRAY OF ABSCISSAS DOF THE CONSTRAINTS

THE ARRAY OF VALUES OF THE CONSTRAINTS

THE ARRAY WHICH SPECIFIES THE ORDER OF DERIVATIVES FOR

EACH CONSTRAINT
*x%x%x NOTE *x*x [F THE DERIVATIVE CF ORDER K OF THE
POLYNOMIAL ¢ 1S TO BE SPECIFIED AT AN ABSCISSA I,
THEN THE VALUE OF P AT Z AND ALL OF THE DERIVATIVES
OFf P AT 1 THROUGH ORDER K MUST BE SPECIFIED.

ON INPUT, EPS SPECIFIES THE CRITERION TO BE USED IN

DETERMINING THE ORDER, NORDy OF FIT TO BE COMPUTED:

(1) IF EPS IS INPUT NEGATIVEs CNPFIT CHOOSES THE ORDER,

NORD, BASED ON A STATISTICAL F-TEST. IF EPS = -1
THE ROUTINE WILL AUTOMATICALLY CHODSE A SIGNIFICANCE
LEVEL BASED ON THE NUMBER OF DATA POINTS AND THE
MAXIMUM DEGREE OF POLYNOMIAL TO BE CONSIDERED. IF
EPS IS INPUT AS -,01, -.05, OR -.10y SIGNIFICANCE
LEVELS OF 1 PERCENT, 5 PERCENT, OR 10 PERCENT,
RESPECTIVELY, WILL BE USED.

*%% RECOMMENDATION #*#*% UNLESS YOU KNOW ENOUGH ABOUT
YOUR DATA TO MAKE A GOOD ESTIMATE OF THE RMS (ROOT
MEAN SQUARE} ERROR

RMS = SQRY( SUMDIF/M), WHERE

SUMDIF = SUMUI=1,M)(WEIGHT{I)}®{P(X(I))-Y(1))*2x2}
THEN THE BEST, AND FASIEST, WAY TO USE CNPFIT IS TO
SET EPS = -1.0 .

t2) IF EPS 1S SET TO 0.0 » CNPFIT SIMPLY COMPUTES THE
POLYNOMI AL OF DEGREE MAXDEG.

t3) IF EPS IS INPUT POSITIVEs EPS IS THE RMS ERROR
TOLERANCE WHICH MUST BE SATISFIED BY THE FITTED
POLYNOMIAL. CNPFIT WILL INCREASE THE ORDER DF THE
FIT UNTIL THIS DCCURS OR UNTIL THE MAXIMUM ORDER,
MAXDEG, [S5S REACHED.

ODUTPUT PARAMETERS #kkkk

IF M .GT. 0 AND MAXDEG .6V, N-1 THEN EACH Y(1}

1S MODIFIED BY SUBTRACTING FROM IT THE VALUE AT X(I)

OF THE POLYNOMIAL THAT SATISFIES JUST THE CONSTRAINTS.
LATER THAT VALUE IS ADDED TOQ THE MODIFIED Y{I) TQO RESTORE
ITS VALUE . NOTE THAT THE RESTORED VALUE OF EACH Y(I)
15 NOT NECESSARILY IDENTICAL TO ITS I[NPUT VALUE,

BUT USUALLY WILL BE EQUAL DR NEARLY EQUAL TD THAT VALUE.
IF M ,GT. 0 AND MAXDEG .GT. N-1 THEN THE RMS ERROR
OF THE PGLYNOMIAL FIT GF DEGREE NORD [S RETURNED IN EPS.
AN ARRAY CONTAINING THE VALUES OF YHE POLYNOMIAL FIT OF
CRDER NORD, R(I}y I=lsesse™ CONTAINS THE VALUE QF THF
FIT AT X(1}.

THE HIGHEST NROER OF PULYNOMIA: WHICH WAS CALCULATED.
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IER - OQUTPUT ERROR FLAG WITH THE FOLLOWING POSSIBLE VALUES:

= 1 INDICATES NORMAL EXECUTION, 1.E. EITHER
1) THE INPUT VALUE OF EPS WAS NEGATIVE, AND TRHE
COMPUTED POLYNOMIAL FIT OF ORDER NORD SATISFIES
THE SPECIFIED F-TEST, DR
{21 THE INPUT VALUE OF EPS WAS 04 AND THE FITS DF ALL
DRDERS UP TO MAXDEG ARE COMPLETE, OR
(31 THE INPUT VALUE OF EPS WAS POSITIVEs AND THE
POLYNOMIAL OF ORDER NORD SATISFIES THE RMS ERROR
REQUIREMENT,
= Z INDICATES THAT MAXDEG WAS LESS THAN N-1 {FATAL ERROR)
= 3 [NDICATES THAT EPS IS GREATER THAN OR EQUAL TO ZERD
AND MAXDEG IS GREATER THAN MeN~1. (FATAL ERROR}
= & INDICATES THAY €P5 IS LESS THAN ZER0D AND MAXDEG IS
GREATER THAN OR EQuUAL TO M+N-1, (FATAL ERROR}
= 5 INDICATES THAT EPS IS LESS THAN =1 AND 1S, THEREFORE,
MEANINGLESS. (FATAL ERRQOR)
= & INDICATES THAT THE RMS ERROR REQUIREMENT (SET 8Y
CHODSING EPS GREATER THAN IERO) CANNOT BE SATISFIED
WITH A POLYNOMIAL OF DEGREE NO GREATER THAN MAXDEG.
THE FIT OF DEGREE MAXDEG IS RETURNED {NODRD = MAXDEG).
= 7 INDICATES THAT THE STATISTICAL TEST FOR SIGNIFICANCE
{CHOSEN BY SETTING EPS LESS THAN ZERO) CANNOT BE
SATISFIED USING THE CURRENT VALUE DOF MAXDEG. IN THIS
CASE NORD WILL HAVE ONE OF THE FOLLOWING VALUES 3
MAXDEG+ MAXDEG-1+ OR MAXDEG-2. RERUNNING THE PROBLEM
WITH A LARGER VALUE FOR MAXDEG MAY RESULT IN A
BETTER FIT.
**% NOTE. ERRCHK PROCESSES DIAGNOSTICS FOR CODES 253,445,
A ~ WORK AND OUTPUT ARRAY WHICH MUST BE DIMENSIONED BY AT
LEAST 2N + 2 + MAXIMUM (3M + 3MAXDEG - 3N + 4, 2N + Z}).
VALUES IN A ARE NEEDED IF CNPVAL OR CNPCOF ARE TO BE
CALLED SUBSEQUENTLY.

whkdkk DIMENSIONING INFORMATION #%%kex

THE ARRAYS Xs» Yy WEIGHTs AND R MUST BE DIMENSIONED BY AT LEAST M
IN THE CALLING PROGRAM,
THE ARRAYS XX» YY, AND IS MUST BE DIMENSIONED B8Y AT LEAST N IN THE
CALLING PROGRAM,
THE ARRAY A MUST BE DIMENSIONED 8Y AT LEAST

2N + 2 + MAXIMUMIZM + 3MAXDEG ~ 3N + 3 , 2N + 2)
IN THE CALLING PROGRAM,

CNPVAL CNPVAL CNPyAL CNPyVAL CNPVAL CnPYAL CNPVAL

gk ok 3ok deok oK o % sl o AR e etk ok ok ko Al ok ok
HEAEEERRERRE KR RRAR Rk kR Rk
HEERXNR KK AR Rk
sk ek ko
SUBROUTINE CNPVAL L NDERsXFIToYFITYP,NORDsNsXXs A WORK, IERR)
WRIETTEN BY ROBERT E, HUDDLESTON, SANDTA LABQRATORIES, LIVERMORE

wakk®k  ABSTRACT wkks

SUBROUTINE CNPVAL EVALUATES THE CONSTRAINED LEAST - SQUARES
POLYNOMIAL FIT PROCUCED BY CNPFIT.

wkkxk  INPUT PARAMETERS #xkax

L = THE ORDER OF PCLYNOMIAL TO BE EVALUATED. L MUST BE GREATER
THAN OR EQUAL 7O N-1 AND LESS THAN DR EQUAL TO NORD, THE
CONSTRAINTS FORCE THE FITTING POLYNOMIAL TO 8F OF DEGREE
N—=1 AT A MINIMUM. THE LEAST SQUARES INFLUENCE ON THE FIT
ACTUALLY TAKES PLACE BETWEEM ORDER N AND NORO. CHOOSING
L = N-1 WILL RETURN THE VALUE OF THE POLYNOMIAL DEFINED BY
THF CONSTRAINTS EXCLUSIVE OF THE X,Y DATA, NOTE THAT L
MUST BE GREATER THAN OR EQUAL TO ZERO (EVEN IF N=O1}.
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NDER - THE NUMBER OF DERIVATIVES TGO BE EVALUATED,
XFIT - THE ABSCISSA AT WHICH THE FITTING POLYNOMIAL AND ITS
DERIVATIVES ARE TO BE EVALUATED.
NORD = #%k¥*
*
N - NORD 5 N 4 XX s AND A MUST REMAIN UNCHANGED BETWEEN
. * THE CALL TO CNPFIT AND THE CALL TO CNPVAL.
XX - %
*
A . 113%

ek GQUTPUT PARAMETERS  kkkkx

YFIT

THE VALUE OF THE FITTING PCOLYNOMIAL AT XFIT

Yp

THE ARRAY CF DERIVATIVES OF THE FITTING POLYNOMIAL
EVALUATED AT XFIT. THE DERIVATIVE OF ORDER J IS STORED
IN YPLJ} » J=1s4NDER.

1ERR = QUTPUT ERROR FLAG WITH THE FOLLOWING POSSIBLE VALUES @
~=NORMAL CODE
= 1 INDICATES NORMAL EXECUTION
-=ABNORMAL CODES
= 2 INDICATES THAT L IS LESS THAN N-I
= 3 INDICATES THAT L 1S GREATER THAN NORD

*kkkk  STORAGE PARAMETER  *¥¥kx%x

WORK - THIS [5 AN ARRAY TO PROVIDE INTERNAL WORKING STORAGE. IT
MUST BE DIMENSIONED BY AT LEAST 3%NDER + 2#N

COLODE CcOLGDE COLODE CoLQOE COLODE COLODE COLODE
T R R T T P
B R ORI 2 R ok ok Kk R
AERRRRRS R R RN R AR RK
RN KK
SUBROUTINE COLODELF.JACSUBCONSTJUINEGNsY 3T TFINLJEPSREL+EPSARSy
1 KFLAG, NCOLPTy IQUAD s IRETRNy IWORK s WORK ¢NWRKD)

WRITTEN BY B. L. HULME AND S. L. DANIEL.

ABSTRACT.
COLGDE 15 A COLLOCATION CODE FOR SYSTEMS OF ORDINARY
DIFFERENTIAL EQUATIONS OF THE FORM
DVIDT-‘F‘T'Y(I}'Y(Z, '--.'Y(NEQN,’.
IT IS RECOMMENDED PRIMARILY FOR SOLVING STIFF EQUATIONS, SINCE THE
: IMPLICITy ONE-STEP COLLOCATION METHODS ARE A-STABLE, HIGHLY
. ACCURATE, AND RELATIVELY EXPENSIVE. COLODE WILL ALSO SOLVE
NON-STEFF PROBLEMS, BUT PROBABLY LESS EFFICIENTLY THAN, S5AY, A
GODD VARIABLE ORDER ADAMS COQODE.
THE SUBROUTINE IS CESIGNED TO INTEGRATE FROM T TO TFIN WITH
' RETURNS TO THE USER EITHER AFTER EACH PAIR OF STEPSs DR ONLY AT
T=TFINs IF IRETRN=.Te.s THEN EACH CALL CF COLODE RESULTS IN
INTEGRATION OVER TWO STEPS OF LENGTH Hy A RETURN TO THE USER WITH
T=T+2Hy Y=Y(T}s WORK{(Gseee s IENEQNI=Y(T-H), AND ALL PARAMETERS SET
FOR CONTINUATION. THE USER NEEDS ONLY TO CALL COLODE REPEATEODLY
UNTIL KFLAG=2, INDICATING THAT T=TFIN. IF IRETRN=.,F,, THEN EACH
CALL OF COLODE RESULTS IN INTEGRATION OVER (T.TFIN), A RETURN TO
THE USER WITH T=TFINy Y=Y{T)ys AND ALL PARAMETERS SET FOR
CONTINUATION. THE STEP SIZE H IS INITIALIZED BY COLCDE AND VARIED
AT EACH PAIR OF STEPS IN AN ATTEMPT TO KEEP THE ESTIMATED LOCAL
ERROR PER STEP SMALLER THAN THE USER SPECIFIED TOLERANCE.
THWO DGZEN OIFFERENT COLLOCATION METHODS ARE AVAILABLE TO THE
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USER. THEY CORRESPOND TO LOLLOCATION AT THE ABSCISSAS DF
DIFFERENT QUAORATURE FORMULAS MAPPED ONTG EACH STEP. THE METHOD
USED IS CHOSEN BY EITHER THE USER OR COLODE FROM AMDNG THE
GAUSS~LEGENDRE OR RADAU (RIGHT END POINT) QUADRATURES USING ONE
TO TWELVE POINTS. IQUAD INDICATES THE TYPE OF QUADRATURE POINTS,
AND NCOLPT INDICATES THE NUMBER, THE GAUSS—-LEGENDRE METHODS ARE
A-STABLE AND ARE OF ORDER 2#NCOLPT, WHILE THE RADAU METHODS ARE
STRONGLY A-STABLE AND ARE OF ORDER 2*NCOLPT-1. (SEE REFERENCE.)
COLODE MAKES NO ATTEMPT TO VARY THE METHOD DURING INTEGRATION.
THE ITERATIVE SOLUTION OF THE GENERALLY NONLINEAR COLLOCATION
EQUATIONS REQUIRES SDME KNOWLEDGE OF THE JACOBIAN OF F WITH
RESPECT TO Y., THE USER MAY EITHER SUPPLY A JACOBIAN SUBRDUTINE
DFDY, OR ELSE LET CCLODE APPROXIMATE THE
MATRIX BY DIFFERENCES. THE USER*S CHOICE IS INDICATED BY JACSUB.
IN ADDITIONs CONSTJ INDICATES WHETHER OR NOT THE JACOBIAN IS
CONSTANT, SINCE CONSTANT JACOBIAN PROBLEMS CAN BE TREATED MORE
EFFICIENTLY. FOR SUCH PROBLEMS THERE IS NO REASON FOR THE USER
TO WRITE A JACOBIAN SUBROUTINEs SINCE THE PROBLEM IS NECESSARILY
LINEAR AND THE FIRST DIFFERENCES ARE EXACT, EXCEPT FOR ROUNDCFF.

REFERENCE.
Be L.« HULMEs**DISCRETE GALERKIN AND RELATED ONE-STEP METHODS FOR
ORDINARY DIFFERENTIAL EQUATIONS,**MATH.COMP.,V.26+1%72+PP.881~891,

SUBROUTINES.
COLODE CALLS TWOSTP, WHICH CALLS F AND POSSIBLY DFDY. COLODE ALSOC
CONTAINS THREE CALLS+AND TWOSTP ONE CALL,OF ERRCHK,A LOCAL LIBRARY
SUBROUTINE FOR PROCESSING ERROR MESSAGES.

DUMMY ARGUMENTS.

F - THE NAME OF THE DERIVATIVE SUBROUTINE.

JACSUB - THE JACOBIAN SUBROUTINE INDICATOR.

CONSTY = THE CONSTANT JACOBIAN INDICATOR.

NEQN — THE NUMBER OF EOQUATIONS IN THE SYSTEM.

Yix) ~ THE APPROXIMATE SOLUTION VECTOR AT T.

T - THE INDEPENDENT VARIABLE.

TFIN - THE FINAL POINT QF THE INTEGRATION INTERVAL.

EPSREL - THE RELATIVE LOCAL ERROR TOLERANCE PER STEP.

EPSABS - THE ABSOLUTE LOCAL ERROR TOLERANCE PER STEP.

KFLAG - THE FLAG FOR COMMUNICATION BETWEEN COLODE AND USER.
NCOLPT - THE NUMBER OF COLLOCATION POINTS PER STEP.

1QUAD — THE TYPE OF QUADRATURE ABSCI3SSAS USED FOR COLLOCATION.
IRETRAN - THE INTERMECDIATE RETURN INDICATOR.,

IWORK(*) = THE INTEGER WORK VECTOR.

WORK (%) - THE REAL WORK VECTOR.

NWRKD - THE DIMENSION OF WORK.

ACTUAL ARGUMENTS.
THE ONLY ARGUMENTS WHICH MAY BE CDNSTANTS OR EXPRESSIONS ARE
THOSE CORRESPONDING TO THE DUMMY ARGUMENTS JACSUB, CONSTJs NEQN.
TFIN, TRETRN, AND NWRKD. ALL OTHERS MUST BE NAMES.
THE ARGUMENTS JACSUB, CONSTJ, AND IRETRN ARE TYPE LOGICAL.
1¥ VARIABLES ARE USED FOR THESE PARAMETERS THEY MUST BE
DECLARED AS TYPE LOGICAL.

INPUT.
F —~ NAME OF SUBROUTINE Fi{T.Y.YP)} TO STORE DY{J)/DT IN
YP{J). THIS NAME MUST BE DECLARED IN AN EXTERNAL
STATEMENT.
JACSUB . = oT,, IF THE USER SUPPLIES A JACOBIAN SUBRDUTINE _
DFDY{T,Y»PDyNPDIM)} TO STORE THE PARTIAL DERIVA-
TIVES OF F(I) WITH RESPECT TO Y(J4) INTQ POUI,Jd},
FOR 1.LE.TsJ+LE.NEQN, PD MUST BE DIMENSIONED
PL{NPDIM,NPDIM), REGARDLESS OF THE VALUE OF NEQN.
= oFes OTHERWISE.
CONSTJ = «Tee IF THE JACOBIAN IS CONSTANT,
= oFes DTHERWISE.
NEON = THE NUMBER OF EQUATIONS.
Y(*) = THE INITIAL VALUES.,
T = THE INITIAL POINT.
TFIN = THE FINAL POINT,
EPSREL = THE RELATIVE LOCAL ERRDR TOLERANCE PER STEP.
EPSARS = THE ABSOLUTE LOCAL ERROR TOLERANCE PER STEP,.

PRIOR TO ACCEPTANCE OF A PAIR OF STEPSs COLODE TESTS
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THE ESTIMATED LQCAL ERROR [N Y(J)} RELATIVE 70

EPSREL#*ABS(Y{J} }+EPSABS.
1y START, OR RESTART WITH SOME CHANGE IN THE
ARGUMENTS OTHER THAN TFIN.
2y CONTINUE WITH ARGUMENTS UNCHANGED EXCEPT FOR TFIN.
3y CONTVINUE WITH ARGUMENTS UNCHANGED.
4y CONTINUE WITH ARGUMENTS UNCHANGED.
Sy RESTART WITH ARGUMENTS UNCHANGED EXCEPT FOR TFIN.
Oy IF COLODE IS TO SELECT NCOLPT AND IQUAD,
GENERALLY, USE BETWEEN 2 AND 7 PGINTS.
Oy IF COLODE IS TO SELECT IQUAD,
1y FOR GAUSS-LEGENDRE POINTS,
2+ FOR RADAU (RIGHT-END) POINTS.
GENERALLY, GAUSS—~LEGENDRE POINTS ARE BETTER FOR
NON-STIFF PROBLEMS. A SIMPLE RULE FDR STIFF
PROBLEMS 1S TO USE GAUSS-LEGENDRE POINTS WITH
ABSOLUTE ERRDR TOLERANCES AND RADAU POINTS WITH
RELATIVE ERROR TOLERANCES. [IF THE PRCBLEM SEEMS
VERY STIFF, USE RADAU POINTS.
«Tes IF COLGDE IS TO RETURN AFTER EACH PAIR OF STEPS,
«Fes IF COLODE IS TO RETURN ONLY AT T=TFIN.
THE NAME DF THE INTEGER WORK VECTOR. THE DIMENSION OF
IWORK MUST BE .GE. NEQN*NCOLPT.
THE NAME OF THE REAL WORK VECLTOR.
THE DIMENSICN OF WORK. :
NWRKD o GE+ INEQN*NEQN+2 ) *NCOLPT*NCOLPT
+[NEQN*NEQN+5*NEQN+2 ) *NCOLPT
+6XNEQN+3.,
IN OADER TO DIMENSION IWORK AND WORK WHEN COLODE
1S TO SELECT NCOLPT, THE USER MAY SIMPLY TAKE
NCOLPT TO BE 7, THE LARGEST VALUE COLJODE WILL
EVER SELECTY, TO MINIMIZE STORAGE. HOWEVER, THE
ACTUAL VALUE OF NCOLPT SHOULD BE USED.
SEE DESCRIPTION OF DUTPUT VALUE OF NCOLPT, BELOW.

THE APPROXIMATE SGLUTION AT T. .

THE END DOF THE LAST SUCCESSFUL PAIR QF STEPS.

ABSOLUTE VALUE OF THE INITIAL EPSREL NORMALLY. IF

KFLAG=4 AND EPSREL.NE.O., THEN EPSREL=1.42F~14.

ABSOLUTE VALUE OF THE INITIAL EPSABS NORMALLY. IF

KFLAG=4 AND EPSREL.EQuO., THEN EPSABS=1.4ZE-14*NORM Y,

2+ INTEGRATION WAS COMPLETED TO T.EQ.TFIN.

3y TWO STEPS WERE TAKEN, AND T.NE.TFIN.

4y EITHER EPSREL OR EPSABS WAS TOO SMALL AND HAS BEEN
INCREASED TO TWO UNITS OF ROUNDOFF, NO STEPS WERE
TAKENe AND COLODE IS SET FOR CONTINUATION.

5, H 15 MGRE THAN FIVE ORDERS OF MAGNITUDE SMALLER
THAN 1TS VALUE AT THE LAST START OR RESTART. NO
DIFFICULTY 1S EXPECTED. THE USER MAY RETURN TO
COLODE, PERHAPS WITH A NEW TFIN, AND THE
INTEGRATION WILL PROCEED.

&y CONVERGENCE AND/OR LOCAL ERROR FAILURES CONTINUED
TO CCCUR EVEN AFTER H WAS REDUCED FIVE ORDERS OF
MAGNITUDE BELQOW ITS VALUE AT THE LAST START OR
RESTART, THE USER MUST CHANGE THE METHOD AND/OR
THE TOLERANCE BEFQRE RETURNING TO COLODE. IF
NCOLPT [S INCREASEDs THE USER MUST BE SURE NWRKD 1§
LARGE -ENOUGH . . .

T+ CANNOT PROCEED BECAUSE OF EITHER TLLEGAL INPUT OR
SINGULAR MATRICES. FOR DETAILS SEE THE DIAGNOSTIC
MESSAGE PRINTED BY THE SUBROUTINE ERRCMK,.

NGTICE THAT THE OUTPUT VALUES KFLAG=2,3,4,5 HAVE
BEEN COORDINATED WITH THE INPUT VALUES. AFTER
INITIALIZING KFLAG=1s THE USER NEED NOT RESET
KFLAG UNTIL EITHER HE WISHES TO START A NEW
INTEGRATION OR HE ENCOUNTERS KFLAG=64+7.

THE NUMBER OF COLLOCATION POINTS USED.

WHEN THE INPUT VALUE NCOLPT.EQ.0, COLODE RESETS

NCOLPT AS FOLLOWS. FOR EPSREL.EQ.O,

NCOLPT=MINO(7,MAXO(2, INTL(-ALOG1O(EPSABS/A) )*.511),

WHERE A IS THE MAGNITUDE OF THE LARGEST ELEMENT IN Y

(OR 1. IF ¥ IS ZERQO}» AND FOR EPSREL.NE.O,
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NCOLPT=MINC (7, MAXO (3¢ INT{{14.-ALOGLO{EPSREL)}*.251]).
ALSO, WHEN NWRKD FAILS TD SATISFY THE ABOVE
INEQUALITYs NCOLPT IS REDUCED S50 THAT IT IS SATISFIED,

IQUAD = 1y IF GAUSS-LEGENDRE POINTS WERE USED,
= 24 IF RADAU POINTS WERE USED.
IQUAD IS RESET BY (GLODE IF NCOLPT.EQ.D OR IQUAD.EQ.O.
FOR EPSREL.EQ.Oy IQUAD=1, AND FOR EPSREL.NE.O+ [QUAD=2
IWORK(*} = THE INTEGER WORK VECTOR.
WORK{*) = THE REAL WORK VYECTOR.

SPECIAL AUXILIARY OUTPUT.

COSH

CPOR

CERTAIN USERS MAY WANT SOME OF THE AUXILIARY OUTPUT VARIABLES

WORK(1} = H - STEP S1IE.

WORK{2} = ELE ~ RATIO OF ESTIMATED LOCAL ERROR TO TOLERANCE,

WORK(3) = HMIN = 1.E=-5 TIMES H AT THE LAST START DR RESTART.

WORK (4) = YTMH{%) - APPROXIMATE SOLUTION AT T~He IF KFLAG=2,3.
COSH COSH COSH COsH COSH COsH CosH cosH.

xR ARk Rk Rk R Rk kR kR Rk Rk k&
FAOR R R RO R kRO RS ok Rk k%
koo ok Rk Rk ook
LR 2R Ly
FUNCTION COSH{X)
WRITTEN BY CARL B. BAILEY, NOVEMBER 1971

ABSTRACT

COSH EVALUATES THE HYPERBOLIC COSINE FUNCTION. THAT IS,
COSHIX) = (EXPI{X) + EXP(-X}} 7/ 2

ACTUALLY. COSHCABS(X)) IS COMPUTED TO REDUCE THE ROUND~OFF
ERROR INCURRED WHEN X IS NEGATIVE.

OESCRIPTION QOF ARGUMENT
X = ANY REAL VALUE FDR WHICH EXP{ABS{XJ)} 15 REPRESENTABLE.

CPQR CPQR CpQr CPQR CPQR CPQR CPQR CPQR
Fkdkkohk kg kpkkkkkkkkokkkkkk s hkh ke kkhkkk
e 3k 2k 36 o ok 3 e e 3k ok ok e ke ke sk ke Aol ook g ok o ke ook ok
o Ak ko e ek ok ok k kok kakok
ek e e o okok

SUBROUTINE CPORINDEG,CRsCIsWReMI 4 TERR)

THIS ROUTINE IS AN INTERFACE YO AN EIGENVALUE ROUTINE IN EISPALK.
THIS INTERFACE WAS WRITTEN BY WILLIAM R. GAVIN,

ABSTRACT

THIS ROUTINE COMPUTES ALL ZEROS OF A POLYNOMIAL
OF DEGREE TWENTY OR LESS WITH COMPLEX COEFFICIENTS
BY COMPUTING THE EIGENVALUES OF THE COMPANICON MATRIX.

CESCRIPTION OF PARAMETERS
THE USER MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL LIST
CRINDEG+1), CII{NDEG+l)}y WR{NOEG), WI(NDEG)

—=INPUT=~
NDEG DEGREE OF POLYNOMTAL

CR,C1 REAL ANC [MAGINARY PARTS CF COEFFICIENTS IN
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PLI) = (CR{LI+IXCI(TI}I*(Z*=xNDEG) + ...
+ (CR{NCEG}+I*CI{(NDEG))*Z + [CRUINDEG+1)+I*CI{NDEG+1}}

--QUTPUT~-
WR,WI  REAL AND IMAGINARY PARTS CF COMPUTED ROOTS

1ERR QUTPUT ERROR CDOE

= NORMAL CODE

0 MEANS THE ROOTS WERE CCMPUTED.

- ABNORMAL CODES

1 MURE THAN 30 QR INTERATIONS BN SOME
EIGENVALUE OF THE COMPANION MATRIX

2 CRI{1)=0.0 AND Ci{(1)=0.0

3 NDEG GREATER THAN 20 OR LESS THAN 1

DAIRY CAIRY DAIRY CAIRY DAIRY. DAIRY DAIRY DALRY
o ool ok o ok ok Rk ol ko koo ok o o kol ok
B R ok ok R R R K ok ek
R A ok ko X Ok ok ok
MR RREEEEE
FUNCTION DAIRY(X+KODEsNZ2}

WRITTEN BY D.E. AMOS AND S.L. DANIEL, FEBRUARY 1974
REFERENCE SAND-T75-0147

ABSTRACT
DAIRY COMPUTES THE DERIVATIVE OF THE AIRY FUNCTION AI(X)s+ X
REALs WITH AN CPTION FGR SCALED VALUES FOR X.GE.O. CHEBYSHEV
SUMSy ASYMPTOTICALLY SCALED FOR SMALL AND LARGE ABS(X}, ARE
USED ON INTERVALS XoLT.0 AND X.GE.0 WITH O.LE.C.LE.5 AND
CeGT+5 WHERE C=2#*(ABSI{X)**1.5)/3. THE INTERVAL X.GE.O0 AND
GeLE.CoLEJ5 IS5 FURTHER SUBDIVIDED AT X=1.2. THE UNDERFLOW TEST
IS C.LELELIM FOR X.GT.Ce WHICH CODRRESPONDS TO
XeLE.100.033330556172 WITH ELIM=66T.

DESCRIPTION CF ARGUMENTS

INPUT
X - X.LE.100.03333+ FCR KODE=1, UNRESTRICTED FOR KODE=2
KODE — A PARAMETER TO INDICATE THE SCALING OPTION
KODE=1 RETURNS DAIRY=DERIVATIVE OF AI{(X),
X«LE.100.033330556172
XODE=2 RETURNS DAIRY=DERIVATIVE DF AI{X), X.LT.O
DATRY={DERIVAT IiVE GF AI{X))*EXP(C},
XeGE«Q WHERE (=2%(X#*%x] ,5)/3
auTPuY
DAIRY - CERIVATIVE OF AI(X)s SCALED ACCORDING TO KCDE

NZ = UNDERFLUW INDICATOR
N1=C + NORMAL RETURN, COMPUTATICN COMPLETED
NZ.NE.Os DAIRY SET TO ZERO DUE TO UNDERFLOW WITH
KODE=1 AND X.GT.100.03333055172

ERROR CONOITIGNS
IMPROPER INPUT ARGUMENTS - A FATAL ERROR
UNDERFLOW WITH KOGE=1 - A NON-FATAL ERROR(NZ.NE.O)
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DBAIRY DBAIRY DBAlIRY DBALRY DBAIRY DBAIRY DBAIRY
HEERRRAI AN AR R A oA R o
Foa ke e sk R s o ol ORIk o
bR Rk Aok Kk ko
Nk ok
FUNCTION DBAIRY(X,XODE)

WRITTEN BY D.E. AMOS AND S.L. DANIELy FEBRUARY,1974
REFERENCE SAND=75=0150

ABSTRACT
DBAIRY COMPUTES THE DERIVATIVE OF THE AIRY FUNCTION BI(X), X
REALy WITH AN CPTION FOR SCALED VALUES FOR X<GE.O. CHEBYSHEV
SUMS, ASYMPTOTICALLY SCALED FOR SMALL AND LARGE ABS{X), ARE
USED ON INTERVALS XoLTeO WITH OoLE+CoLE.5 AND C.GT.5 AND
XeGEeD WITH OuJLE«Ce.LE«8 AND CoGT.8 WHERE C=2%(ABS{X)*%*1.5)/3,
THE INTERVAL X.GE.O AND O.LE.C.LE.B IS FURTHER SUBDIVIDED AT
X=2,5, THE OVERFLOW TEST IS C.LE.ELIM FOR X,GE.Oe¢ WHICH
CORRESPONDS TO X.LE«100.033330556172 WITH ELIM=66T.

DESCRIPTION OF ARGUMENTS

INPUT
X ~ X.LE.100,033334 FCR KODE=1. UNRESTRICTED FOR KODE=2
KODE — A PARAMETER TO INDICATE THE SCALING OPTION
KODE=1 RETURNS DBAIRY=DERIVATIVE QF B8I{X),
X«LE.100.033330556172
KODE=2 RETURNS DBAIRY=DERIVATIVE OF BI{X)y X«LT.04
OBAIRY={DERIVATIVE OF BILIX})*EXP{-C)
X«GE«G WHERE C=2%(X*%*].5})/3
autTPuT

DBAIRY - DERIVATIVE OF BI(X), SCALED ACCORDING YO KODE

ERRQR CONDITIONS
IMPAROPER INPUT ARGUMENTS - A FATAL ERROR
OVERFLOW WITH KODE=) - A FATAL ERROR

ERF ERF ERF ERF ERF ERF ERF ERF ERF ERF
e o e e e o0 e o ok ol ok ol e e ol o ke o ok ool ool e Aok o ok ok ok
2 PRS2 E RIS LSS SRS LRSS 2L LT T
AN e A o Ko o
7 LE LT ST 23
FUNCTION ERF(XX)
WRITTEN BY J.E. VOGEL FROM APPROXIMATIONS DERIVED BY W.J. CODY .

ABSTRACT
ERFIX) COMPUTES 2.0/SQRTI(PI) TIMES THE INTEGRAL FROM 0 TO X
OF EXP{—X*%2). THIS IS DONE USING RATIONAL APPROXIMATIONS.
ELEVEN CORRECT SIGNIFICANT FIGURES ARE PROVIDED.
DESCRIPTION OF PARAMETERS
X MAY BE ANY REAL VALUE

ERF IS DOCUMENTED COMPLETELY IN SC~M-70-275
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ERFC ERFC ERFC. ERFC ERFC ERFC ERFC ERFC ERFC
Ak KRR ok ok ok R ok Rk K ok
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kR Rk Rk Rk ok
ek ok ok
. FUNCTION ERFCI(XX)
WRITTEN BY J.E. VOGEL FROM APPROXIMATIONS DERIVED BY W.J. CODY .

ABSTRACT

ERFC(X) COMPUTES 2.0/SQRT{PI) TIMES THE INTEGRAL FROM X YO
INFINITY OF EXPU(=X*%2}, THIS IS DONE USING RATIONAL APPROX~-
IMATIONS. ELEVEN CORRECT SIGNIFICANT FIGURES ARE PROVIDED.

DESCRIPTION OF PARAMETERS
X MAY BE ANY REAL VALUE

ERFC IS DOCUMENTED COMPLETELY IN SC-M-70-275.

ERRCHK ERRCHK ERRCHK ERRCHK ERRCHK ERRCHK ERRCHK
ok el kol ab oo ook ok el e o il ok ok il akok ek ok ek ko ko
P2 22332 PR iS22 RS S RIS EL S - 2]
e e ke ok ol sk iode Al ok ek ok ok
sk ks ki

SUBROUTINE ERRCHK{NCHARS ;NARRAY }

ORIGINAL 6600 VYERSION WRITTEN BY CARL B. BAILEY IN DECEMBER, 1968.

LATEST REVISION OF COMMENTS BY R. E. JONESy NOVEMBER 1975

ABSTRACT i
THE ROUTINES ERRCHKy ERXSET, AND ERRGET TOGETHER PROVIDE
A UNIFORM METHOD WITH SEVERAL OPTIONS FOR THE PROCESSING
OF DIAGNOSTICS AND WARNING MESSAGES WHICH ORIGINATE
IN THE MATHEMATICAL PROGRAM LIBRARY ROUTINES.

DESCRIPTION OF ARGUMENTS

{80TH ARGUMENTS ARE INPUT ONLY.)

NCHARS — NUMBER OF CHARACTERS IN HOLLERITH MESSAGE.
If NCHARS 1S NEGATEDy ERRCHK WILL UNCONDITIONALLY
PRINT THE MESSAGE AND STOP EXECUTION. CTHERWISE,
THE BEHAVIOR OF ERRCHK MAY BE CONTROLLED 8Y
AN APPROPRIATE CALL TO ERXSET.

NARRAY - NAME OF ARRAY OR VARIABLE CONTAINING THE MESSAGE.
OR ELSE A LITERAL HOLLERITH CONSTANT CONTAINING
THE MESSAGE. BY CONVENTION, ALL MESSAGES SHOULD
BEGIN WITH *IN SUBNAM,y ...*, WHERE SUBNAM IS THE
NAME OF THE ROQUTINE CALLING ERRCHK.

EXAMPLES
1. TO ALLOW CONTROL BY CALLING ERXSETs USE
CALL ERRCHK{30430HIN QUADy INVALID VALUE OF ERR.}
2. TO UNCONDITIONALLY PRINT A MESSAGE AND STOP EXECUTION, USE
- ' CALL ERRCHK{-30,30HIN GUAD, INVALID VALUE OF ERR.)
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ERRGET ERRGET ERRGET ERRGET ERRGET ERRGET ERRGET
o e e R o ek ok ook e o o kRl kK
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SUBROUTINE ERRGETI(NFATAL NTRACE)

ORIGINAL 6600 VERSION WRITTEN BY CARL B, BAILEY IN DECEMBER, 1968.

LATEST REVISION GOF CCMMENTS BY R. E. JONES, NOVEMBER 1975

ABSTRACT
THE ROUTINES ERRCHK, ERXSETs AND ERRGET TOGETHER PROVIDE
A UNIFORM METHOD WITH SEVERAL OPTIONS FOR THE PRDCESSING
OF DIAGNOSTICS AND WARNING MESSAGES WHICH DRIGINATE
IN THE MATHEMATICAL PROGRAM LIBRARY ROUTINES.

DESCRIPTION OF ARGUMENTS
AOTH ARGUMENTS ARE QUTPUT ARGUMENTS OF DATA TYPE INTEGER.,
NFATAL - CURRENT VALUE OF FATAL~ERROR / MESSAGE-LIMIT FLAG
{SEE DESCRIPTION OF ERXSET)
NTRACE - CURRENT VALUE OF WALKBACK TRACE FLAG.
{SEE DESCRIPTION OF ERXSET)

ERXSET ERXSET ERXSET ERXSET ERXSET ERXSET ERXSET
Ao ok Ok Rk skl Ok R ok ok ol K kK ko
T LT ET LT P P P SR
e e o o ok o oo R sk ok
‘ . ook ok ok kK

SUBRCUTINE ERXSET (NFATAL,NTRACE)

DRIGINAL 6600 VERSION WRITYEN 8Y CARL B. BAILEY IN DECEMBERe: 1968.

LATEST REVISION OF COMMENTS BY R. E. JONES, NOVEMBER 1975

ABSTRACT
THE ROUTINES ERRCHK, ERXSET, AND ERRGET TOGETHER PROVIDE
A UNIFORM METHOD WITH SEVERAL CPTIONS FOR THE PROCESSING
OF DIAGNOSTICS AND WARNING MESSAGES WHICH ORIGINATE
IN THE MATHEMATICAL PROGRAM LIBRARY ROUTINES.

DESCRIPTION OF ARGUMENTS

BOTH ARGUMENTS ARE INPUT ARGUMENTS OF DATA TYPE INTEGER.

NFATAL - IS A FATAL-ERROR / MESSAGE-LIMIT FLAG., A NEGATIVE
VALUE DENQTES THAT DETECTED OIFFICULTIES ARE TD BE
TREATED AS FATAL ERRORS. NONNEGATIVE MEANS NONFATAL.
A NONNEGATIVE VALUE IS THE MAXIMUM NUMBER OF NONFATAL
WARNING MESSAGES WHICH WILL B8E PRINTED BY ERRCHK.
AFTER WHICH NONFATAL MESSAGES WILL NOT BE PRINTED.
{DEFAULT VALUE IS -1.}

NTRACE - «GE.1 WILL CAUSE A TRACE-BACK TO BE GIVEN,.
»LE.O WILL SUPPRESS ANY TRACE-~BACK, EXCEPT FOR

CASES WHEN EXECUTION IS TERMINATED.

{DEFAULT VALUE IS 0.}

*NOTE* —- SOME CALLS TO ERRCHK WILL CAUSE UNCONDITIGNAL
TERMINATION OF EXECUTION. ERXSET HAS NO EFFECT ON SUCH CALLS.

EXAMPLES
1. TO PRINT UP TO 100 MESSAGES AS NONFATAL WARNINGS USE
CALL ERXSET(100,0)
2. TO SUPPRESS ALL MATHLIB WARNING MESSAGES USE
CALL ERXSET(0,0)
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FCENT FCENT FLENT FCENT FCENT FCENT FCENT
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. FUNCTION FCENT(XsFN,KODE,NZ}
CDC 6600 ROUTINE

WRITTEN BY D.E. AMOS ANC S.L. DANIELy GCTOBERs 1974.
REFERENCE SC-DR-73 0333

ABSTRACT

FCENT COMPUTES THE CUMULATIVE T DISTRIBUTION F(X) OR ITS

FCENT

COMPLEMENT 1.-F{X) FUOR A RANDOM VARIABLE T=U/SQRT{V/N) WHERE

U IS NORMAL(Oy1} AND Vv IS CHI-SQUARE(NI}. THE RELATION OF

F{X} TO THE INCOMPLETE BETA FUNCTION (NORMALIZED YO 1. AT X=1)

I$ USED FOR THE COMPUTATICN IN SUBROUTINE BETAIC.

DESCARIPTION OF ARGUMENTS

INPUT
X - ARGUMENTs UNRESTRICTED,
FN - DEGREES CF FREEDDM OF THE DENOMINATOR CHI=-SQUARE(N)
RANDOM VARIABLEs FN.GE.1,
KODE - A SELECTICN PARAMETER
KODE=1 RETURNS FCENT=F(X}
KCDE=2 RETURNS FCENT=1.-F(X).
QUTPUT
FCENT = Fi{X} OR l.—-F{X) DEPENDING ON KODE,

NZ ~ UNDERFLOW FLAG
NZ=0, A NORMAL RETURN
NZ=1, UNDERFLOWs FCENT=0.0 RETURNED.

. ERROR CONDITIONS
IMPROPER INPUT - A FATAL ERROR ‘
UNDERFLOW — A NON-FATAL ERROUR.

FCHISQ FCHISQ FCHI1ISQ FCHISQ FCHISQ FCHISQ
e 20k ok o i R R R Rk ek i kK R ok
HRRAREEREF R AR R R kKRR Kk &
P et T e Y P i L i s d
e kAok Rk
FUNCTION FCHISQUX,FN+KODE.NZ)
CDC 6600 ROUTINE

WRITTEN BY D.E. AMOS ANC S.L. DANIEL, OCTOBERs 1974.
REFERENCE SC=DR-73 0333

ABSTRACT i

FCHISQ

FCHISQ COMPUTES THE CUMULATIVE CHI-SQUARE DISTRIBUTION F(Xi OR
ETS COMPLEMENT l.«F(X) WITH N DEGREES OF FREEDOM, X.GE.O0 AND

- NeGE«.l. THE RELATION GF F{X) TO THE INCOMPLETE GAMMA FUNCTIGN
(NORMALIZED TCQ 1. AT X=INFINITY) 1S USED FOR THE COMPUTATION

. IN SUBROUTINES GAMIC AND GAMTLy WITH THE CHANGE FROM ONE

SUBROUTINE TO THE OTHER AT ARGUMENT=THE PARAMETER OF THE GAMMA

FUNCTIONS. THIS CHANGE NOT ONLY ENSURES SIGNIFICANT DIGITS FOR

BATH F(X) AND 1l.~F{X), BUT MAKES THE- CCMPUTATION AS FAST AS
POSSIBLE IN EACH SUBROUTINE. A PARAMETER REL=1.E-8 IS5 SET IN
THE PROGRAM FOR 8 SIGNIFICANY DIGITS. REL CAN BE SET AS LOW AS

1.E-12 FOR 12 SIGNIFICANT DIGITS.
FCHISQ USES GAMIC, GAMTL+ GAMLN.

DESCRIPTION OF ARGUMENTS

INPUT
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X -~ ARGUMENT, X,GE.0.0C

FN DEGREES OF FREEDOM OF THE CHI-SQUARE(N)
DISTRIBUTION, FN.GE.1l.

KODE - A SELECTION PARAMETER
KODE=1 RETURNS FCHISQ=F(X)
KODE=2 RETURNS FCHISQ=l.-F{X)}

ouTPUT
FCHISQ - F(X) OR 1.-F(X), DEPENDING CN KODE.
NZ = UNDERFLOW FLAG

NZ.EQ.Os A NORMAL RETURN.
NZ«NE«.Oy UNDERFLOW, FCHISQ=0.0 RETURNED.

ERROR CONDITIONS
IMPROPER INPUT -~ A FATAL ERROR
UNDERFLOW - A NON-FATAL ERRDR.

FCIRCV FCERCV FCIRCY FCIRCy FCIRCy FCIRCY ECIRCV
e 2 e s e ol e e i oje o ok sl e e e o oo e e e e oK ok ok S koo Kk ok ok
R A AOR R ORRAOK ke e AR R
e dodckeokodok ok ok ok R Rk
FRA AR R A
FUNCTION FCIRCVIR,T,KODE)

L0C 6600 ROUTINE
WRITTEN BY D.E. AMOS AND S.L. JANIEL. JANUARY, 1975,
REFERENCE SLA-73-0333

ABSTRACT
THE CIRCULAR COVERAGE FUNCTICON GIVES THE PROBABILITY OF
COVERING A POINT TARGET BY A WEAPON OF RADIUS A WHEN THE
OFFSET AIM IS Dy, AND THE DISTRIBUTION OF AIMING ERRORS 1S
CIRCULAR NORMAL WITH STANDARD DEVIATION SIG. THIS PROBABILITY
CAN BE EXPRESSED IN TERMS OF

PIR+T)=INTEGRAL ON (0sR] OF X*EXP(-(T*T+X:X}/2)1%1/5UB(Q)/{(XT)

WHERE R=A/SIGy T=D/SIG AND I 15 A MODIFI1ED BESSEL FUNCTION.
FCIRCY COMPUTES P{R.T) OR 1-P(R,T) BY SUMMING QUADRATURES GF
LENGTH 4 YO THE LEFT OR RIGHT OF R« TRADE~OFFS ON THE WORK
REQUIRED ARE MADE AT XR=T+4& OR XL=T-4, SINCE THE INTEGRAND HAS
A MAXIMUM NEAR X=T ANC THE MAJOR CONTRIBUTIONS TO P{R.T} OR
1-P(R,T) ARE OBTAINED TO THE LEFT OF XR OR THE RIGHT OF XL.
ECONOMY IS ACHIEVED FOR P{R,Tl! WITH R.GT.XR BY COMPUTING
1-P[ReT) AND USING P{RsTh=1-(}~P{RyT)). SIMILARLY+ P{R.T) IS
COMPUTED FOR R.LT.XL AND THE RESULT SUBTRACTED FROM I WHEN
1-P{R, T} IS REQUESTED. OTHERWISE DIRECT QUADRATURE TO THE LEFT
DF XR OR TO THE RIGHT OF XL GETS P{RyT} OR 1-P{R,T}
RESPECTIVELY. THE QUADRATURE SUMS ARE TERMINATED AT X=0 OR

A RELATIVE ERROR TESY ON A TERM BEING ADDED. IF T=0,
P{R+Q)=1-EXP{-R%*R/2) AND THE POWER SERIES FOR EXP FUNCTION IS
USED FOR R.LE.0.l. ERR=5.E~8 FOR GAUS8 QUADRATURES.

FCIRCV CALLS BESIO1 AND GAUS8. GAUSB CALLS FUNCTION FEIIX.

DESCRIPTICON OF ARGUMENTS

INPUT
R = RADIUS, STANDARDIZED BY S1Gy R.GE.O
T - OFFSET ATM, STANDARDIZED BY S5IGs T.GE.O
KQODE - A SELECTION PARAMETER
KODE=1 RETURNS FCIRCY=P(R,T}
KODE=2 RETURNS FLCIRCV=)~P(R T}
QUTPUT

FCIRCV PER,T} DR l1.~P(R+T) DEPENDING ON KODE
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ERROR CONDITIONS
IMPROPER INPUT PARAMETERS - A FATAL ERROR
DIAGNOSTICS FROM GAUSB.

FFOIST FFDISTY FEDIST FFDIST FFDIST FFOIST FFDIST
ook ok R ok o ok ok o ok Rk doRokk ok
Aok ok ko ok ok R ok ko ok ok
e ok ook el ok ok ko
LR EL LI L L
FUNCTION FFDIST(X+FMyFN,KODE ¢NZ)
CDC 6600 ROUTINE

WRITTEN BY D.E. AMOS AND S.L. DANIEL+ OCTOBER, 1974.
REFERENCE SC-DR-73 0333

ABSTRACY
FFOIST COMPUTES THE CUMULATIVE F DISTRIBUTION FUX) OR ITS
COMPLEMENT l.-F(X) FOR A RANDOM VARIABLE F={U/M)/{V/N) WHERE
U 1S CHI=-SQUARE{M) AND Vv IS CHI-SQUARE(N). THE RELATION OF
F{X) TO THE INCOMPLETE BETA FUNCTION (NORMALIZED TO 1. AT X=1)
IS USED FOR THE COMPUTATION IN SUBRODUTINE BETAIC.

DESCRIPTION COF ARGUMENTS

INPUT
X = ARGUMENTy X«GE.0.0.
FM - DEGREES OF FREEDOM OF THE NUMERATOR CHI-SQUARE(M)

RANDOM VARTABLE, FM.GE.1.
FN - DEGREES OF FREEDOM OF THE DENOMINATOR CHI-SQUARE(N)
RANDOM VARIABLE, FN.GE.l.

KODE - A SELECTIGON PARAMETER
KODE=1 RETURNS FFDIST=F(X}
KODE=2 RETURNS FFRIST=1.~-F(X)
QuUTPUT
FFDIST « F(X) DR l.-F{X)s DEPENDING OUN KOOE

NZ = UNDERFLOW FLAG
NZ=0y, A& NORMAL RETURN,
NZ=1y UNDERFLOW, FFOIST=0.0 RETURNED

ERROR CONDITIONS
IMPROPER INPUT -~ A FATAL ERRCR
UNDERFLOW -~ A NON-FATAL ERROR.
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FUNCTION FNORMUX4KODEsNZ)

COC 6600 ROUTINE

WRITTEN BY D.E. AMOS ANO S.L. DANIEL, OCTOBER, 1974
REFERENCE SC~DR-72-0918 »

ABSTRACT
FNORM COMPUTES THE CUMULATIVE NORMAL DISTRISBUTION F(X} DR
ITS COMPLEMENT 1l.-F{X). CHEBYSHEV EXPANSIONS FOR ERF(2) ON
0uLE.Z.LT<2 AND ERFC(Z) ON 2,LE.Z2.LE.4 AND Z.GT.4 ARE
USED FOR EVALUATION. THE RELATIONS
FIXI=oS*ERFCIZ} v I==X/SORTI2) 4+ XalT.-2.%5QRT{(2)
FIX)=a5—5*ERF{L) 4 EZ=-X/SQRT(2) +-2%SQRT{2).LE.X.LT.O
FIXI=e5+.5#ERF(L) o 2= X/SQRTI(2) 4+ 0.LE.X.LT.2%SQRT(2)
FIX)=1e—o S*ERFCUZ} » Z=X/SQRTI(2Z2) ¢+ 2.LE.2.LT.6
FiX)=1. vy XeGE.6*SQRT{2)
F{=Xbl=1le=F{X) ,
ARE USED TO COMPLETE THE DEFINITION ON THE REAL LINE S0 THAT
SIGNIFICANT DIGITS ARE RETAINED OVER THE FULL EXPONENT RANGE.

DESCRIPTION OF ARGUMENTS

INPUT
X - ARGUMENT OF THE DISTRIBUTION
KODE - A SELECTIDN PARAMETER
KODE=1 RETURNS FNORM=F(X)
KODE=2 RETURNS FNORM=1.-F(X}
QuTPUT :
FNORM - ANSWER FOR F{X) OR 1.-F{(X) DEPENDING ON KODE.
NZ = UNDERFLOW FLAG

NI=0, A NORMAL RETURN
N2Z=1, UNDERF{ OW, FNORM=0.0 RETURNED

ERROR CONDITICNS
IMPROPER INPUT FOR KODE- A FATAL ERROR
UNDERFLOW — A NON-FATAL ERRORs XLIM=-36,5444845898331 1S THE
CRITICAL VALUE.

FNORMB FNORMB FNORMB ~ FNORMS8 FNDRMB FNORMB FNORMB
AR R A A RO ROk o Aok X ko dokokok R ki .
LSRRI RIS SRR R RS LY L
KRRk R R R RN ERR SR
LRI L L
FUNCTION FNORMBUX1 yX2,RHO)
CDC 6600 ROUTINE

WRITTEN BY D.E. AMOS AND S.L. DANIEL, JANUARYs 1975.
REFERENCE SLA-73-0334

ABSTRACT
FNORMB COMPUTES THE CUMULATIVE BIVARIATE NORMAL PROBABILITY
P(RL.LE.XE+R2.LE. X2yRHO}=NI X1 ,X2,RHO} FOR RANDOM VARIABLES
Rl AND R2 WITH CORRELATION RHO. A VARIETY OF FUNCTIONAL
RELATIONSHIPS ARE USED YO COVER THE (X1,X2) PLANE. FOR A
GENERAL TRIPLEs+ THE PROBLEM IS RENUCED TO NIX.0,ALPHA) SINCE

N{XY X2 RHROI=NTXY,0¢4GAMMA) N[ XZ+0,BETA) +H
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WHERF GAMMA, BETA, AND H ARE SIMPLE FUNCTIONS OF XlsX2» AND
RHO. SUBROUTINE FXXRHO COMPUTES N(Xs0sALPHAY BY MEANS 0OF THE
THA INTEGRAL OF OWEN. SUBROUTINE THA COMPUTES THIS INTEGRAL

BY QUADRATURE WITH GAUSB AND FUNCTION FTHA. FOR X.GT.l, THE
THA INTEGRAL CAN BE RELATED TO THE SAME INTEGRAL FOR AN
ARGUMENT LESS YHAN 1, KEEPING THE RANGE FOR GAUSS WELL SCALED.
FNORMB USES SUBROUTINES FXXRHOs THA AND FUNCTIONS FNORM

ERFy ERFCy ASIN, FNORMB RETURNS APPROXIMATELY 8 DECIMAL

PLACE ACCURACY. .

DESCRIPTION OF ARGUMENTS

INPUT

X1 - ARGUMENT, UNRESTRICTED

X2 ~ ARGUMENT, UNRESTRICTED

RHO = CORRELATION COEFICIENTs -l.LE.RHO.LE.L
DUTPUT

FNORMB - CUMULATIVE NCRMAL PROBABILITY, P

ERROR CONDITIONS
IMPROPER INPUT PARAMETERS- A FATAL ERROR
DIAGNOSTICS FROM GAUSS

FOURT FOURT FOURT FOURT FOURT FQURT FOURT FOURT
: BARAKKREFRR B R R R AR AR R KRR R ROk RR KRRk
2R R o K R
KRR XA ERE R ERKRRE
2 IR L2 S 2y

SUBROUTINE FOURTIDATA,NNyNDIMyISIGN, IFORMyWORK)

WRITTEN BY N M BRENNER, MIT LINCOLN LAB

PREPARED FOR THE MATH LIBRARY BY R & JONES

ABSTRACLT

FOURT PERFORMS AN N«DIMENSTONAL FAST FOURIER TRANSFORM ON AN
N-~DIMENSIONAL ARRAY OF COMPLEX DATA. THE TRANSFORM PERFORMED
MAY BE EXPRESSED AS FOLLOWS =--

TRANSFORM(JL ¢ J2 90w e F=SUMIDATATL 412y cuo ddWl®*({11l-1}%{J1~1))
*W2kx|{ (I12-1L)*%{42-1))
*... ’
WHERE I1 AND J1 RUN FROM 1 TC NN{1)s AND
12 AND J2 RUN FROM } TO NN(2), ETC.
AND
Wl = EXP{ISIGN*2*PI*SQRT(-1)/NNI(1)) , ETC.

FOR ONE DIMENSION, THE TRANSFORM IS PRECISELY
TRANSFORM{J1) = SUMICATA(ILI*WLl**{(ILl-1)%(Ji-1)))

FOURT IS FASTEST WHEN THE NUMBER OF DATA VALUES I[N EACH
DIMENSION IS A HIGHLY COMPOSITE (FACTORABLE} NUMBER,

FOR FAST FOURTER TRANSFORMS OF DATA WHICH IS REAL (IN THE
TIME DOMAIN} SEE SUBROUTINES FOURTR AND FOURTH.

DESCRIPTION OF PARAMETERS

DATA -- COMPLEX ARRAY IN WHICH THE OATA TO 8E TRANSFORMED
IS PLACED. UPON RETURN TO CALLING PROGRAM DATA
CONTAINS THE TRANSFORM VALUES.

NN - INTEGER ARRAY GIVING THE (POSITIVE) NUMBER OF POINTS,
OR VALUES, IN EACH DIMENSIONy RESPECTIVELY.

NOIM - NUMBER OF DIMENSIONS (INTEGER} NDIM.GE.1

ISIGN - INTEGER GIVING DIRFECTION DOF TRANSFORM TO BE DONE.
= =1 IMPLTES FORWARD
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= +1 IMPLIES BACKWARD
IFORM - INTEGER PARAMETER DESCRIBING THE FORM OF THE DATA.
= 1 IMPLIES THE DATA IS COMPLEX (NON-TRIVIALLY).
= 0 IFMPLIES THE DATA IS ACTUALLY REAL. I.E.y THE
IMAGINARY PART OF EACH COMPLEX ELEMENT OF DATA
15 7ZERD. FQURT 1S SIGNIFICANTLY FASTER WHEN
1FORM=0.
WORK - COMPLEX WORK ARRAY. WORK MUST BE CIMENSIONED AS
LARGE AS THE LARGEST DIMENSION OF DATA WHICH IS NOT
A POWER OF TWO. IF ALL OIMENSIONS OF DATA ARE
POWERS OF TWO THEN WORK NEED NOT BE DIMENSIONED.

FOURTH FAOURTH FOURTH FOURTH FOURTH FOURTH
Ak Ak ok e AR R Aok KRR ek ok ko ook kX
AR KR LRk kR R Rk
ke ok ok ok ok ol ok o ok ok
ko ok

SUBROUTINE FOURTH{DATA+NN¢ISIGN,WORK)

WRITTEN BY RONDALL E JONES

REFERENCE~- COOLEY, LEWIS, AND WELSH, *THE FAST FOURIER TRANSFORM
AND ITS APPLICATIONS* {IBM RESEARCH PAPER RC-1T743) SECTION 2.6

ABSTRACT

FOURTH PERFORMS ONE OIMENSIONAL INVERSE FAST FOURIER
TRANSFORMS, GIVEN FOURIER COEFFICIENTS IN THE FORM RETURNED
BY FOURTR (OR BY FOURT, IF THE FCORWARD TRANSFORM WAS DONE
USING NDIM=1, NN A MULTIPLE OF 4, AND IFORM=Q1].
SPECIFICALLY, THE INVERSE TRANSFORM GONE AMOUNTS 7O THE
FOLLOWING, FOR K=1 TO NN.

{DATA ON THE RIGHY SIDE OF THE EQUALITY REFERS TO INPUT
VALUES. DATA ON LEFT REFERS TO COMPUTED VALUES.)

DATA(K) = DATA(1)
+ 2¥5UML DATAL2*[+1)*COS{2%PI*#I*{K-1)/NN} )
— [SIGN#*2#SUM{ DATA(2%[+2)*SIN(2*PI*I*{K~-1)/NN} )
+ DATA(NN+1)I®COS(PI*{K-11}

WHERE SUMS ARE FROM I=1 TO NN/2-1.

THUSs FOR I=0 TO NN/2, THE INPUT DATA{Z2%*I+1) AND DATA(2%]+2)
MUST BE THE COSINE AND SINE COEFFICIENTS FOR THE FREQUENCY OF
I1*DF, WHERE OF 1S5 THE FREQUENCY SPACING.

NOTE THAT THE INPUT DATA{2) AND DATA(NN+2) ARE ASSUMED TQ = 0.

DESCRIPTION OF ARGUMENTS

THE USER MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL LIST
DATA{INN+2}, (WORK(NN)} ONLY IF NN IS NOT A POWER OF TWO)

INPUT===
DATA - ARRAY CONTAINING THE NN+2 FOURIER COEFFICIENTS,
IN THE FORM RETURNED BY FOURTR.
NN ~ THE NUMBER DOF FOURIER COEFFICIENTS 1S NN+2Z,
NN MUST B8E A MULTIPLE OF 4, AND MUST BE AT LEAST B.
{S5IGN - NORMALLY SHDULD BE + 1. IN SOME SPECIAL CASES 17
MAY NEED TO BE -1 (SEE DEFINING EQUATIONS ABOVE).

OUTPUT-~

DATA ~ WILL CONTAIN THE NN REAL VALUES OF THE INVERSE
TRANSFORM, (DATA{NN+LE} AND DATA(NN+2} WILL BE ZERO.)
THE TIME SPACING OF THESE VALUES IS OT = 1/{NN#*DF).

WORK=eom

WORK = IF NN IS NOT A POWER OF TWOs, WORK MUST BE AN ARRAY
OF AT LEAST NN WORDS. IF NN IS A POWER OF TWO,
THEN WORK NEED NOT BE DIMENSIONED.
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FOURTR FOURTR FOURTR FOURTR FOURTR FDURTR FOURTR
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SUBROUTINE FOURTR{DATAsNN+ ISIGN,WORK)

WRITTEN BY RONDALL E JONES

REFERENCE-- CODLEY. LEWISy AND WELSH, *THE FAST FOURIER TRANSFORM
AND ITS APPLICATIONS* (IBM RESEARCH PAPER RC-1743) SECTION 2.6

ABSTRACT

FCURTR PERFORMS A ONE~DIMENSIONAL FAST FOURTER TRANSFDRM

OF AN ARRAY OF NN REAL DATA VALUES, WHERE NN IS A MULTIPLE
OF 4, FOURTR RETURNS ONLY THE NCN-REDUNDANT COEFFICIENTS
{Y1.E.» THE COEFFIENTS FOR FREQUENCIES O TO NN/2 CYCLES].
THESE COEFFICIENTS ARE DEFINED AS FOLLQOWS (FOR K=0 TO NN/2)
[DATA ON THE RIGHT SIDE OF THE EQUALITY REFERS TO INPUT
VALUES. OATA ON LEFT REFERS TO COMPUTED VALUES.)

DATA{2%K+1) = SUM { DATACI)}*COS(2*PI*{I-1)*K/NN) )
DATA{2*%K#2) =ISTGN*SUM { DATA(T}I*SIN(2#PI*([-1)%K/NN) )}

WHERE SUMS ARE FROM I=1 TO NN.

THUS, FOR 1=1 TO NN, THE INPUT DATA{I) MUST BE THE TIME ODOMAIN
VALUE FOR THE TIME [([-1)*DT, WHERE DT IS5 THE TIME S5PACING.
NOTE THAY THE COMPUTED DATA{2) AND DATA{NN+2) WILL ALWAYS = O,

{SEE FOURTH FOR CORRESPONDING INVERSE TRANSFORMS.}

DESCRIPTION OF ARGUMENTS
THE USER MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL LIST
DATA(NN+21, (WORK{NN} ONLY IF NN IS NOT A POWER OF TWO}

INPUT—~—
DATA - REAL ARRAY WHICH CONTAINS THE DATA TO BE TRANSFORMED.
DATA MUST BE DIMENSIDNED AT LEAST NN+2, THE FIRST NN
WORDS CONTAINING THE VALUES TO BE TRANSFORMED.
NN = NUMBER GF VALUES IN DATA TO BE TRANSFORMED.
NN MUST BE A MULTIPLE OF 4, AND MUST BE AT LEAST 8.
ESIGN - NORMALLY SHOULD BE -1, 1IN SOME SPECIAL CASES IT
MAY NEED TO BE +1 (SEE OEFINING EQUATIDONS ABQOVE),

QuTPUT-~

DATA - WILL CONTAIN THE NN+2 REAL COSINE AND SINE
COFFICIENTS OF THE DISCRETE FOURIER TRANSFORM,.
{DATAL2] AND DATA{NN+2)} WILL BE LERO.)
THE FREQUENCY SPACING OF THESE VALUES IS DF=1/INN*DT).

WORK——~— .

WORK = 1F NN I5 NOT A POWER DOF TWOs WORK MUST BE AN ARRAY
OF AT LEAST NN WORDS. |[IF NN IS A POWER OF TWO,
THEN WORK NEED NOT BE DIMENSIONED.
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FXXRHO FXXRHO FXXRHO FXXRHO FXXRHG FXXRHOD FXXRHQ
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SUBROUTEINE FXXRHO(XB,RHCOB,PRORA)

FXXRHO COMPUTES THE BIVARIATE NORMAL FOR TRIPLES (XX,0.yRHO} BY
MEANS OF OWENS FORMULA.

{DC 56400 SUBROUTINE
FXXRHO USES ROUTINES FNORM, THA, FTHA, GAUS8 AND ERRCHK.

GAMFN GAMFN GAMFN GAMFN GAMFN GAMEN GAMFN GAMFN
e s et ol ol 00 0ok i 2 ol o ol o e 3 e ol o K i b ok e ik o ok o e ke ok
2 e e e ok ol g 2k b e g ol ook o o e ok kg ok Rk ok e ok
¢ 2 et e ek ok o ke 2k 3k ke sk ok ok ko
ok sk deok Hok

FUNCTION GAMFN(X,IERR)

A CDC 6600 SUBROUTINE
WRITTEN BY D.E. AMOS, JANUARY, 1976,
REFERENCE

ABSTRACT
GAMFN COMPUTES THE GAMMA FUNCTION ON THE INTERVAL ([=~169,4170)
EXCEPT AT IERD OR THE NEGATIVE INTEGERS WHERE THE GAMMA
FUNCTION HAS POLES. A RATIONAL CHEBYSHEV APPRCXIMATICN 15
USED ON (243) WITH FDORWARD RECURSION ON

GAMMA{X+1)} = X*GAMMA(X)

UP TO X=10 AND BACKWARD RECURSION DOWN TO X=0. FOR X GREATER
THAN 10y ANOTHER RATIONAL CHEBYSHEV APPROXIMATION IS USED FOR
THE LOG OF THE GAMMA FUNCTION. FOR X NEGATIVE ANO NOT AN
INTEGERs THE REFLECTION FORMULA

GAMMAL=X]}=<PI/(SIN{PI*X}*GAMMA(L+X}), X.GT.O

L
IS USEDs FOR X=lev+2eveseel00.9 A TABLE LOOK~-UP IS PERFORMED
ON THE GAM VECTOR FGR FACTORIALS. IF LARGE POSITIVE VALUES OF
X ARE ANTICIPATED, GAMLN FOR THE NATURAL LOG OF THE GAMMA
FUNCTION MAY BE MCRE APPROPRIATE FOR SCALING PURPGSES.

DESCRIPTION CF ARGUMENTS

INPUT
X ~ ARGUMENTs ~16F.LT<X.LE.#170

QUTPUT
GAMFN = A VALUE FOR GAMMA{X)
IERR - AN ERROR FLAG
IERR = O 4+ NORMAL RETURNs AT LEAST 11 SIGNIFICANT
: DIGITS

TIERR.NE.Oy X IS WITHIN 0.01 OF A NEGATIVE INTEGER
RESULTING IN REDUCED SIGNIFICANCE BY
APPROXIMATELY TERR DIGITSs OR 14-IERR
SIGNIFICANT DIGITS RETAINED.

ERROR CONDITIONS
IMPROPER INPUT ARGUMENT - A FATAL ERROR
X IS5 ZERD OR A NEGATIVE INTEGER - A FATAL ERROR
X WITHIN 2.01 OF A NEGATIVE INTEGER - A NON-FATAL ERROR.
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GAMIC GAMIC GAMIC GAMIC GAMIC GAMIC GAMIC GAMIC
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SUBROUTINE GAMIC(XeALPHA4RELyNyYsNZ)
WRITTEN BY D.E. AMOS AND S.L. DANIEL,s NOVEMBER: 1974.
REFERENCE SC-DR-72 0303

ABSTRACT
GAMIC COMPUTES AN N MEMBER SEQUENCE OF INCOMPLETE GAMMA
FUNCTIONS NORMALIZED SO THAT AT X=INFINITY, THE INCOMPLETE
GAMMA FUNCTION HAS THE VALUE 1. THE SEQUENCE IS DENOTED 8Y

Y(K)=INCGAMMA(ALPHA+K-1,X} /GAMMA (ALPHA+K~1)y K=142y0se2N

AND IS COMPUTED TO A RELATIVE ERROR REL CR BETTER WHERE ALPHA
«GTe0. IF ALPHA+N-1.GE.Xy THE LAST MEMBER [S COMPUTED BY THE
CONFLUENT HYPERGEOMETRIC SERIES WITH THE OTHER MEMBERS
COMPUTED BY BACKWARD RECURSIAON ON A TWO-TERM FORMULA,

YAK=L)=Y(KI+EXP{(ALPHA+K=]1 }*ALCG(X)=X=GAMLN{[ AL PHA+K]) )

IF ALPHA#N=1.LT.X, AN INTEGER M IS ADDED SO THAT
ALPHA+N~14M,.GE. X AND THE FIRST PROCEDURE IS APPLIED. SPECIAL
PROCEDURES APPLY FDR ALPHA.EQ.l OR AN UNDERFLOW CCCURS OR

X EXCEEDS A CRITICAL VALUE, APTEST, WHERE ALL MEMBERS ARE 1.
T3 THE WORD LENGTH OF THE CDC 6600. GAMIC USES GAMLN.

DESCRIPTION CF ARGUMENTS

INPUT
X - ARGUMENT, X.GE.0.0
ALPHA = PARAMETER, ALPHA.GT.0.0

REL = RELATIVE ERROR TOLERANCEs REL=1.E-S FOR S
SIGNIFICANT OIGITS )

N = NUMBER OF GAMMA FUNCTIONS IN THE SEQUENCE
BEGINNING AT PARAMETER ALPHA, N.GE.l

QuTPUT
Y - A VECTOR CONTAINING AN N MEMBER SEQUENCE
Y(K)}= INCGAMMA(ALPHA®K~=1, X} /GAMMA{ALPHA+K-11),
K=le4sssN TO A RELAYIVE ERROR REL.
NZ - UNDERFLOW FLAG
NZ.EQ.0, A NORMAL RETURN :
NZ.NE.Oy UNDERFLOW, Y{(K)=0D.0, K=N-NZ+14+N RETURNED

ERROR CONDITIONS
IMPROPER INPUT PARAMETERS - A FATAL ERROR
UNDERFLOW — A NON-FATAL ERROR.
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FUNCTION GAMLN(X)

WRITTEN BY D.E. AMOS AND S.L. DANIELs JANUARY, 1976.
REFERENCE SAND-7%5-0152

ABSTRACT
GAMLN COMPUTES THE NATURAL LOG OF THE GAMMA FUNCTION FOR
X.6T.0. A RATIONAL CHEBYSHEV APPROXIMATION IS USED ON
BalTaX,LT.1000.+ THE ASYMPTOTIC EXPANSION FOR X.GE.1000. AND
BACKWARD RECURSION FOR 0.LT.X.LT.B8 FOR NON-INTEGRAL X. FOR
X=levseser100.y GAMLN IS SET TO NATURAL LOGS OF FACTORIALS.

* DESCRIPTION OF ARGUMENTS

INPUT
X - X.GT.0

quTPUY
GAMLN ~ NATURAL LOG OF THE GAMMA FUNCTION AT X

ERROR CONDITIONS
INPROPER EINPUT ARGUMENT « A FATAL ERROR

GAMMAZ GAMMAZ GAMMAZ GAMMA L GAMMAZ GAMMAZ GAMMAZ

T T T R L P P N O e e e
ke o o ook oo ol o ok o e ok ok o ookl ke ok e ok
e oo ks ok ok ol ok koK ok ek

EREEREEREK
SUBROUTINE GAMMAZ(ZR+I1+,GR+GI,IERR)
FROM A CO-0P LIBRARY ROUTINE ORIGINALLY WRITYEN BY W.H.K. LEE.
PREPARED AND MODIFIED {(CHECKS FDR POLES, REGION CF APPLICABILITY,
AND ADDITION OF THE ASYMPTOTIC SECTION} FOR THE SANDIA
MATHEMATICAL LIBRARY BY RONALD D. HALBGEWACHS, OCTOBER 14,1968.

ABSTRACT

THIS ROUTINE COMPUTES THE GAMMA FUNCTION FCR COMPLEX
ARGUMENTS. RECURRENCE AND REFLECTION FORMULAS ARE USED
TO REDUCE THE ARGUMENT TC THE UNIT SQUARE, WHERE A

PADE APPROXIMATION IS APPLIEL. FOR LARGE ARGUMENTS
STIRLING-S ASYMPTOTIC EXPANSICN IS USED. APPROXIMATELY
EIGHT CORRECT SIGNIFICANT FIGURES ARE PROVIDED.

FOR REAL ARGUMENTS SEE SUBROUTINE GAMMA,

DESCRIPTION OF PARAMETERS

IR = INPUT, REAL PART 0Of THE COMPLEX ARGUMENT,
THE BOUNDS ON ZR DEPEND ON THE VALUE OF 1I1.
If 21 IS ZERO, THE LOWER BOUND ON ZR IS ~=160.0
AND THE UPPER BOUND IS 175. AS ZII INCREASES IN
MAGNTTUDE, THE BOUNDS ON 7R I[NCREASE ALGEBRAICALLY.
IF THE ARGUMENT IS STRICTLY REAL THEN ZR MUST
NOT BE WITHIN 1.0E-07 OF A NEGATIVE INTEGER
QR ZERO.

11 = INPUT, IMAGINARY PART OF THE COMPLEX ARGUMENT.
THE COMPLEX ARGUMENY (IRe21) MUST NOT BE WITHIN
1.0E~7 OF A NEGATIVE INTEGER OR ZERD.

GR = JUTPUT+ REAL PART COF THE RESULTANT GAMMA FUNCTION
VALUE.



57

GI = OUTPUT + IMAGINARY PART OF THE RESULTANT GAMMA
FUNCTION VALUE.

i

1ERR OUTPUT, ERROR FLAG FOR THE CONDITIONS
-- NORMAL CODE
=1, NORMAL = NO ERRORS
-— ABNORMAL CODES
=2+ (ZRyZ1) 1S WITHIN 1,0€6~-7 OF A NEGATIVE
. INTEGER OR ZERO.
=3y ARGUMENT IS TO THE LEFT OF THE LEFT BOUNDS
=4, ARGUMENT [5 TO THE RIGHT OF THE RIGHT BOUNDS
=5y ABS(Z1) .GT. 1800 AND RESULTS MAY BE
INACCURATE.

GAMTL GAMTL GAMTL GAMTL GAMTL GAMTL GAMTL GAMTL
Ttk Rk R R Rk R kR Rk Rk Rk koK
Rk dolok Rk kR kR ARk R Rk kKR
Aok Aok Rk Rk KRRk Rk
ol ek ek ke
SUBROUTINE GAMTLIUX+BsRELWNsY,NZ}

CDC 6600 ROUTINE
WRITTEN BY D.E. AMOS AND S.L. DANIEL.» DOCTOBER,1974
REFERENCE SC-DR-72 0303

. ABSTRACT
GAMTL COMPUTES AN N MEMBER SEQUENCE OF COMPLEMENTARY
GAMMA FUNCTIONS

Y{K}=1o~INCGAMMA{B#+K=1 ,X)/GAMMA{B+K~1)y K=1lyasesNy

TO A RELATIVE ERROR REL FOR X.GE.Q AND B.GT.0. THE CONTINUED
FRACTION IS EVALUATED FOR 80.GT.0.s BO=B-INTEGER PART OF

8y FOLLOWED BY FORWARD RECURSION ON ITS TWO TERM RELATION TO
RAISE BO TO B#N-1, THE CONVERGENCE IS BEST FOR LARGE

X oGE. MAX{1.80). WHERE SPEEQ IS A CONSIDERATION, EVALUATE
¥{K) BY SUBTRACTING THE INCOMPLETE GAMMA FUNCTION FROM 1,
USING SUBROUTINE GAMIC FOR X.LT.MAX{1l,B8+K-1} AND GAMTL FOR
XeGE.MAX({14B¢X-1),

DESCRIPTION OF ARGUMENTS

INPUT
X - ARGUMENT! X.GE.0.0
8 - PARAMETERy B.GT.0.0
REL = RELATIVE ERROR REQUIREMENT,
REL=1.E~5 FOR S SIGNIFICANT DIGITSy O.LEsS.LE.12
N ~ NUMBER GOF COMPLEMENTARY FUNCTIONS IN THE SEQUENCE
BEGINNING AT PARAMETER By N.GE.!
ouTPUTY . - ) ..
Y -~ A VECTOR CONTAINING AN N MEMBER SEQUENCE

Y(K)=1.-INCGAMMA{B+K—1sX)/GAMMA(B+K=1}, K=1y4.44s¢N
- TO A RELATIVE ERROR REL.
NI ~ UNDERFLOW FLAG
NZ.EQ.0s A NORMAL RETURN
. NZ.NE.Qy UNDERFLOW, Y(K}=0.0, K=1,NZ RETURNED.

ERROR CONDITIONS
IMPROPER INPUT — A FATAL ERROR
CONTINUED FRACTION OOES NOT CONVERGE — A FATAL ERROR.
UNDERFLOW - A NON-FATAL ERROR.
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SUBROUTINE GAUS8 (FUN,A,B4ERR,ANS,[ERR}

By RONDALL E JONES, SANDIA LABDRATORIES

SALIENT FEATURES =- [NTERVAL BISECTION, COMBINED RELATIVE/ABSOLUTE

ERROR CONTROL, COMPUTED MAXIMUM REFINEMENT LEVEL WHEN A 1S

CLOSE TO B.

ABSTRACT
GAUSB INTEGRATES REAL FUNCTIONS OF ONE VARIABLE OVER FINITE
INTERVALSs USING AN ADAPTIVE 8-POINT LEGENDRE-GAUSS ALGORITHM,
GAUS8 1S INTENDED PRIMARILY FOR HIGH ACCURACY INTEGRATION
OR INTEGRATION OF SMUOOTH FUNCTIONS. FOR LOWER ACCURACY
INTEGRATION OF FUNCTIONS WHICH ARE NOT VERY SMOOTH,
EITHER QNC3 OR QNC7 MAY B8E MORE EFFICIENT.,

DESCRIPTION OF ARGUMENTS

INPUT~-

FUN - NAME OF EXTERNAL FUNCTION TO BE INTEGRATED. THIS NAME
MUST BE IN AN EXTERNAL STATEMENT IN THE CALLING PROGRAM.
FUN MUST BE A FUNCTION OF ONE REAL ARGUMENY. THE VALUE
OF THE ARGUMENT YO FUN IS THE VARIABLE OF INTEGRATION
WHICH RANGES FROM A TO 8.

A - LOWER LIMIY OF INTEGRAL

B =~ UPPER LIMIT OF INTEGRAL (MAY BE LESS THAN A}

ERR - IS A REQUESTED ERROR TOLERANCE. NORMALLY PICK A VALUE OF
ABS{ERR) .LT.1l.E=3., ANS WILL NORMALLY HAVE NO MORE ERROR
THAN ABS{(ERR) TIMES THE INTEGRAL 0OF THE ABSOLUTE VALUE
OF FUN(X). USUALLY, SMALLER VALUES FOR ERR YIELD
MORE ACCURACY AND REQUIRE MORE FUNCTION EVALUATIONS.
A NEGATIVE VALUE FOR ERR CAUSES AN ESTIMATE QF THE
ABSOLUTE ERROR IN ANS TO BE RETURNED IN ERR.

OUTPUT--
ERR — WILL BE AN ESTIMATE OF THE ERROR IN ANS IF THE INPUT
VALUE OF ERR WAS NEGATIVE. THE ESTIMATED ERROR IS5 SOLELY
FOR INFORMATION TD THE USER AND SHOULD NOT BE USED AS
A CORRECTION TO THE COMPUYED INTEGRAL.
ANS — COMPUTED VALUE OF INTEGRAL
1ERR= A STATUS CODE
-—NORMAL CODES
1 ANS MOST LIKELY MEETS REQUESTED ERROR TOLERANCE,
OR A=B,
-1 A AND B ARE TOO NEARLY EQUAL YO ALLOW NDRHAL
INTEGRATION. ANS IS SET TO Z2ERQ.
—=ABNORMAL CODE
2 ANS PROBABLY DDES NOT MEET REQUESTED ERROR TOLERANCE,
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GERK GERK GERK GERK GERK GERK GERK GERK GERK
ok koK Ak kR ok kR SR kR
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SUBROUTINE GERK(F+NEQN+ YT TOUT JRELERR,ABSERRy IFLAG) GERRDR
1 WORK » 1 WORK)
FEHLBERG FQURTH(FIFTH) ORDER RUNGE-KUTTA METHOD WITH
GLOBAL ERROR ASSESSMENT

WRITTEN BY HoAJWATTS AND L<F.SHAMPINE
SANDIA LABDRATORIES

GERK IS DESIGNED TO SOLVE SYSTEMS OF OIFFERENTIAL EQUATIONS WHEN
1T IS IMPORTANT TO HAVE A READILY AVAILABLE GLOBAL ERROR ESTIMATE.
PARALLEL INTEGRATICN IS PERFORMED TO YIELD TWO SOLUTIONS DN h
DIFFERENT MESH SPACINGS AND GLOBAL EXTRAPGLATION IS APPLIED TO
PROVIDE AN ESTIMATE OF THE GLOBAL ERRCOR 1IN THE MORE ACCURATE
SOLUTION.

LES I PSSR SE RIS SRS SR E R SR E R RS S b e s R EL R Rt t s BE S S L L]

ABSTRACT
REEREEXRXRREXRXNRAXRBFRRER AR SRR KR RARRKEER I RER RREREARRE Rk kkEk bR

SUBROUTINE GERK INTEGRATES A SYSTEM OF NEQN FIRST ORDER
DRDINARY CIFFERENTIAL EQUATIONS GF THE FORM

DY{ID/DT = F{T4¥{1)4Y{2)seessYINEQN))

WHERE THE Y(I) ARE GIVEN AT T .
TYPICALLY THE SUBROUTINE IS USED TO INTEGRATE FROM T TO TOUT BUT IT
CAN BE USED AS A ONE-STEP INTEGRATOR TO ADVANCE THE SOLUTION A
SINGLE STEP IN THE DIRECTION OF TCUT. ON RETURN.AN ESTIMATE OF THE
GLOBAL ERROR IN THE SOLUTION AT T IS PRQOVIDED AND THE PARAMETERS IN
THE CALL LIST ARE SET FOR CONTINUING THE INTEGRATION. THE USER HAS
ONLY TD CALL GERK AGAIN {AND PERHAPS DEFINE A NEW VALUE FOR TOUT).
ACTUALLY, GERK IS MERELY AN INTERFACING ROUTINE WHICH ALLOCATES
VIRTUAL STORAGE IN THE ARRAYS WORK.IWORK AND CALLS SUBROUTINE GERKS-
FOR THE SOLUTION. GERKS IN TURN CALLS SUBROUTINE FEHML WHICH
COMPUTES AN APPROXIMATE SOLUTION QVER ONE STEP.

GERK USES THE RUNGE-KUTTA-FEHLBERG {445} METHOD DESCRIBED

EN THE REFERENCE

E.FEHLBERG , LCW=CRDER CLASSICAL RUNGE-KUTTA FORMULAS WITH STEPSIZE
CONTROL s NASA TR R-315

THE PARAMETERS REPRESENT-
F ~= SUBROUTINE FIT,Y,YP) TO EVALUATE DERIVATIVES YP{I)=DY(I}/DT
NEQN == NUMBER OF EQUATIONS TO BE INTEGRATED
Y{*) —— SOLUTION VECTOR AT T
T —= INDEPENDENT VARIABLE
TOUT -- OUTPUT POINT AT WHICH SCLUTION IS DESIRED
RELERR, ABSERR —— RELATIVE AND ABSOLUTE ERROR TOLERANCES FOR LOCAL
ERROR TEST. AT EACH STEP THE CODE REQUIRES THAT
ABS{LOCAL ERROR) .LE. RELERR*ABS{Y) + ABSERR
FGR EACH COMPONENT OF THE LOCAL ERROR AND SOLUTION VECTORS
IFLAG == INDICATOR FOR STATUS OF INTEGRATION
GERROR[*) ~~ VECTOR WHICH ESTIMATES THE GLOSBAL ERROR AT T. THAT
1Sy GERRGORI{I} APPROXIMATES Y(I)-TRUE SOLUTION(I).
WORK{*} ~- ARRAY TO HOLD INFORMATION INTERNAL TO GERK WHICH IS
NECESSARY FOR SUBSEQUENT CALLS. MUST BE OIMENSIONED
AT LEAST 348%NEQ
IWORKE{*) —— INTEGER ARRAY USED TO HOLC INFORMATICGN INTERNAL TO
GERK WHICH IS NECESSARY FOR SUBSEQUENT CALLS. MUST BE
OIMENSIONED AT LEAST 5

EkRRERERRETRETREERER R ERERRE R R R REEREKER TR R R RB A AL AR R RN RR R R R R R R R kKR

FIRST CALL TO GERK
sk ook okl ok ok ok kokokok gok Rk kol kR kR kR kR kR R kR Rk R kR kR Rk Rk Rk kk

THE USER MUST PROVIDE STORAGE IN HIS CALLING PROGRAM FOR THE ARRAYS
IN THE CALL LIST - Y{NEQN) + WORK{3+8%NEQN) + IWORKI5)
DECLARE F IN AN EXTERNAL STATEMENT, SUPPLY SUBROUTINE FI{T,Y,YP) AND
INITIALIZE THE FOLLOWEING PARAMETERS~
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NEQN == NUMBER OF EQUATIONS TO BE INTEGRATED« (NEQN +GE. 1)

Y{*} -- VECTOR OF INITIAL CONDITIONS

T == STARTING PUINT OF INTEGRATION , MUST BE A VARIABLE

TOUT == OUTPUT PCINT AT WHICH SOLUTION 18 DESIRED.
T=TOUT IS ALLOWED ON THE FIRST CALL ONLY.IN WHICH CASE GERK
RETURNS WITH IFLAG=2 TF CONTINUATION IS POSSIBLE.

RELERR,ABSERR ~= RELATIVE AND ABSOLUTE LOCAL ERROR TOLERANCES
WHICH MUST BE NON-NEGATIVE BUT MAY BE CONSTANTS. WE CAN
USUALLY EXPECT THE GLOBAL ERRORS TO BE SOMEWHAT SMALLER
THAN THE REQUESTED LOCAL ERRGR TOLERANCES. TO AVOID
LIMITING PRECISION DIFFICULTIES THE CODE ALWAYS USES THE
LARGER OF RELERR AND AN INTERNAL RELATIVE ERROR PARAMETER
WHICH IS MACHINE DEPENDENT.

TFLAG == +1,~1 INCICATOR TO INITIALIZE THE CODE FOR EACH NEW
PROBLEM. NORMAL INPUT IS +1. THE USER SHOULD SET IFLAG=-1
ONLY WHEN ONE-STEP INTEGRATOR CONTROL IS ESSENTIAL. IN THIS
CASEs GERK ATTEMPTS TO ADVANCE THE SOLUTICN A SINGLE STEP
IN THE DIRECTION OF TOUT EACH TIME IT IS CALLED. SINCE THIS
MODE OF OPERATION RESULTS IN EXTRA COMPUTING OVERHEAD, 1T
SHOULD BE AVOIDED UNLESS NEEDED.

e e ok e e sk e o ok ok o ok ook sl R o ko ke ook S ok ok A ko sl ik ok ook dkokokok ok ok e ok e ok ko kR ok ok kok ok

OUTPUT FROM GERK
e e 2 2 S s ok e ool ok oo ok ke sk ok e s ok o o ok ok ok ol Aok ok o gk ake ol e ok o o e e ol i e ok sk oo ok A s ol ok ok ook ok

Y{¥} —— SOLUTION AT ¥
T == LAST POINT REACHED IN INTEGRATION.
IFLAG = 2 —— INTEGRATION REACHED TOUT.INDICAYES SUCCESSFUL RETURN

AND IS THE NORMAL MODE FOR CONTINUING INTEGRATION.
x=2 == A SINGLE SUCCESSFUL STEP IN THE DIRECTION OF TOUT
HAS BEEN TAKEN. NORMAL MODE FOR CONTINUING
- INTEGRATION ONE STEP AT A TIME.
= 3 —— INTEGRATION WAS NOT COMPLETED BECAUSE MORE THAN
S000 DERIVATIVE EVALUATIONS WERE NEEDED. THIS
1S APPROXIMATELY 500 STEPS.
= 4 —= INTEGRATION WAS NOT COMPLETED BECAUSE SOLUTICN
VANISHED MAKING A PURE RELATIVE ERROR TEST
IMPOSSIBLE. MUST USE NON-2ERD ABSERR TO CONTINUE.
USING THE CONE-STEP INTEGRAYION MODE FQOR ONE STEP
1S A GOOD wWAY TQ PROCEED.
= 5 =~— INTEGRATION WAS NOT COMPLETEL BECAUSE REQUESTED
ACCURACY COULD NBY BE ACHIEVED USING SMALLEST
ALLOWABLE STEPSIZE., USER MUST INCREASE THE ERROR
TOLERANCE BEFORE CONTINUED INTEGRATION CAN BE
ATTEMPTED.
= & —— GERK IS BEING USED INEFFICIENTLY IN SOLVING
THIS PROBLEM. TOO MUCH BUTPUT 15 RESTRICTING THE
NATURAL STEPSIZE CHOICE. USE THE ONE-STEP
INTEGRATOR MODE.
= 7 --— INVALID INPUT PARAMETERS (FATAL ERRCR UNLESS
OVERRIDDEN BY CALL TD ERXSET)
THIS INDICATOR DCCURS IF ANY OF THE FOLLOWING 1S
SATISFIED - NEQN .LE. O
T=TOUT AND IFLAG .NE. +1 OR -1
RELERR OR ABSERR .LT. O.
- IFLAG -EQ- 0 OR -LT- -2 OR -GT- 7
GERROR{*)} -—~ ESTIMATE OF THE GLOBAL ERROR IN THE SOLUTION AT T
WORK{#*), IWORK{*) -~ INFORMATION WHICH IS5 USUALLY OF NO INTEREST
TO THE USER BUT NECESSARY FOR SUBSEQUENT CALLS.
WORK(L1) rose s WORKINEQN) CONTAIN THE FIRST DERIVATIVES
OF THE SOLUTION VECTOR ¥ AT T. WORKEINEQN+1) CONTAINS
THE STEPSTZE H TO BE AYTEMPTED ON THE NEXT STEP,
IWORKIL1) CONTAINS THE DERIVATIVE EVALUATION COUNTER.

W EEERRE Rk kR Rk ko ok Wk ok ROl K R RO R R o kA o ok R R R ok ok ok koK

SUBSEQUENT CALLS TO GERK
s e ok ok ok okt e okok ok Rk Rk ook Rk R R Rk R R AR R AR KRR KRR R R kR Rk kR

SUBROUTINE GERK RETURNS WITH ALL INFORMATION NEEDED TO CONTINUE THE
INTEGRATION., IF THE INTEGRATION REACHED TOUT,THE USER NEED DONLY
DEFINE A NEW TOUT AND CALL GERK AGAIN., IN THE QONE-STEP INTEGRATOR
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MODE (IFLAG==2) THE USER MUST KEEp IN MIND THAT EACH STEP TAKEN I35
IN THE DIRECTION OF THE CURRENT TOUT. UPON REACHING TOUT (INDICATED
BY CHANGING IFLAG TQ 2).THE USER MUST THEN DEFINE A NEW TOUT AND
RESET 1FLAG YO =2 TO CONTINUE [N THE ONE=-STEP INTEGRATOR MODE.

IF THE INTEGRATION WAS NCUT COMPLETED BUYT THE USER STILL WANTS TO
CONTINUE [IFLAG=3 CASED)s HE JUST CALLS GERK AGAIN. THE FUNCTION

COUNTER IS THEN RESET TO O AND ANOTHER 9000 FUNCTION EVALUATIDNS
ARE ALLOWED.

- HOMEVER,IN THE CASE IFLAG=4, THE USER MUST FIRST ALTER THE ERROR
CRITERION TQ USE A POSITIVE VALUE OF ABSERR BEFORE INTEGRATION CAN
PROCEED. IF HE DOES NOT,EXECUTION IS TERMINATED.

ALSO+IN THE CASE IFLAG=5, IT IS NECESSARY FOR THE USER TO RESET
IFLAG TO 2 I0OR ~2 WHEN THE ONE~STEP INTEGRATION MODE I5 BEING USED)
AS WELL AS INCREASING EITHER ABSERR,RELERR OR BUTH BEFORE THE
INTEGRATION CAN BE CONTINUED. IF THIS IS NOT DONEs EXECUTION wILL
BE TERMINATED. THE OQCCURRENCE OF IFLAG=5 INDICATES A TROUBLE SPOT
{SOLUTION [S CHANGING RAPIDLY,SINGULARITY MAY BE PRESENT) AND IT
OFTEN 1S INADVISABLE TC CONTINUE.

1F 'IFLAG=6 IS ENCOUNTERED, THE USER SHCOULD USE THE ONE~STEP
INTEGRATION MODE WITH THE STEPSIZE DETERMINED BY THE CODE. IF THE
USER INSISTS UPON CCNTINUING THE INTEGRATION WITH GERK IN THE
INTERVAL MODE, HE MUST RESEY IFLAG TD 2 BEFORE CALLING GERK AGAIN.
OTHERWISE,EXECUTION WILL BE TERMINATED.

1F IFLAG=T IS CBTAINED, INTEGRATICN CAN NOY BE CONTINUED UNLESS
THE INVALID INPUT PARAMETERS ARE CORRECTED.

1T SHOULD BE NOTED THAT THE ARRAYS WORK,IWORK CONTAIN INFORMATION
REQUIRED FOR SUBSEQUENT INTEGRATION. ACCORDINGLY, WORK AND IWORK
SHOULO NOT BE ALTERED.

AR R R A AR R RN R RN Rk R Rk R KRR Rk & R Rk Rk kR R Rk Rk Rk kR kKR

HRMITE HRMITE HRMITE HRMITE HRM]I TE HRMITE HRMITE
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SUBROUTINE HRMITE (N XsYeIS5:CyD)
WRITTEN BY ROBERT E, HUDDLESTON, SANDIA LABORATORIES, LIVERMORE

*4%%  AASTRACT FTYTE

SUBROUTINE HRMITE IS DESIGNED TO PRODUCE A POLYNOMIAL FIT WHICH
PASSES THROUGH GIVEN POINTS AND TAKES ON PRESCRIBED VALUES OF 1TS
DERIVATIVES. TD BE MORE SPECIFIC LET THE FOLLOWING N PIECES OF
CATA BE GIVEN:

K X(K) YK} 1S(K)
1 z1 Y{1l) 0
2 1 Y(2}) 1
3 11 ¥{3) 2
L) L [ ] L]
L] * - -
N1 1 YIN1) N1l-1
N1l+1 12 Y{Nl+l) 0
N1+2 12 Y{N1+2) 1
N1+3 12 Y{N1+3) 2
. » * .
N1+¢N2 12 Y{NL+NZ} N2-1
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Nl+NZ2+1l I3 YIN1+NZ2+1]

L] - *

. . s O

- » L]

N

LET {K}P{2) DENOTE THE DERIVATIVE OF ORDER K OF THE FUNCTION P
EVALUATED AT 2. THEN HRMITE DETERMINES A POLYNOMIAL P SUCH THAT
[IS{KIIPIXIK)) = Y(K]) 4 K=ls2peeerNe
P IS DETERMINED IN THE FORM
PLZ) = CO1) + CU2I*{Z~X{1)} + CUBI*{Z-X{2))*(ZI~-X{2)} + ...
+ CUINPHEZ-XAL) ) *{Z=X{2) V%o *{Z-X{N-1))
SUBROUTINE POLYVL CAN BE USED TE EVALUATE P AND ITS DERIVATIVES.
SUBROUTINE POLCOF CAN BE USED TO DETERMINE THE COEFFICIENTS OF P
IN A MORE STANDARD FORM.

EACH OF THE ARRAYS X, Ys IS, Cy AND O MUST BE DIMENSIONED AT LEAST
M. 0 I5 A WORK ARRAY.

MINA MINA MINA MINA MINA MINA MINA MINA
ARPXRERRE KR TR R KR E AR TR Rk hokk KRRk
FRERELRERKRREARR KRR LR R KR
2 AR AR R R
HE Rk

SUBRQUTINE MINA{FNyNV NDIV,DEL+yA+GUESSXyFOFX, IERR)
ORIGINAL ROUTINE WAS H2 SAND MIN, BY Z. BEISINGER AND S. BELL '
PRESENT VERSION BY R E JONES

ABSTRACT
MINA FINDS AN APPROXIMATE MINIMUM OF A REAL FUNCTION OF
NV VARIABLES, GIVEN AN INITIAL ESTIMATE OF THE POSITICN OF
THE MINIMUM AND RANGES FOR EACH OF THE VARIABLES.
MINA USES A SELECTIVE DIRECTED SEARCH OF A SURRCUNDING
NV~-DIMENSIONAL GRID GF POINTS TO FIND A DIRECTION IN WHICH
THE FUNCTION DECREASES. IT THEN PRDCEEDS IN THIS DIRECTIGN
AS FAR AS THE FUNCTIDN DECREASES, THEN DETERMINES A NEW
DIRECTION TO TRAVEL. WHEN NO SUCH DIRECTION 15 FOUND THE
SEARCH INCREMENT FACTCR IS DECREASED ANDC THE PRDCESS )
IS5 REPEATED.

DESCRIPTION OF ARGUMENTS
THE USER MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL LIST
A{NV421 s GUESS(NV), XI{NV)

INPUT=~

FN - NAME DF FUNCTION OF NV VARIABLES TO BE HINIMIZED.

(THIS NAME MUST APPEAR IN AN EXTEQNAL STATEMENT.}

FORM OF THE CALLING SEQUENCE MUST B8E FUNCTION FN{X).

WHERE X IS AN ARRAY OF NV VARIABLE VYALUES. THE

OROERING OF THE VARIABLES IS ARBITRARY, EXCEPT

THAT IT MUST AGREE WITH THE JRDERING USED IN

ARRAYS A ANC GUESS.

NUMBER OF VARIABLES. [NV .GE. 1]

NUMBER OF REFINEMENTS OF THE SEARCH INCREMENTS TO USE.

AT EACH REFINEMENT, THE INCREMENT IN EACH DIMENSION

IS DIVIDED BY 10. {USUALLY NDIV IS ABCUT 3 OR 4.}

DEL ~ FRACTION OF VARIABLE RANGE (IN EACH DIMENSIDBN) TO USE
AS THE INITIAL INCREMENT (IN THAT DIMENSION)

A = ARRAY OF SEARCH BOUNDS, DIMENSICNED NV BY 2.
Al{l,1} SHOULD BE THE LOWER BQAUND OF THE I-TH VARIABLE.
A(1,2) SHOULD BE THE UPPER BOUND OF THE I-TH VARIABLE,

GUESS~ ARRAY OF NV INITIAL VALUES. GUESSII) SHOULD BE THE
INITIAL VALUE TO USE FOR THE I-TH VARIABLE.

]

NV
NDIV

QUTPUT -~
X = ARRAY (DIMENSIONED NV} GIVING THE VALUES OF THE
VARTABLES AT THE MINIMUM. X{I) WILL BE THE VALUE"
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OF THE I-TH VARIABLE.
FOFX - FUNCTION VALUE AT THE MINIMUM
IERR ~ A STATUS CODE
-NORMAL CDDE
=1 MEANS THE SEARCH FOR A FMINIMUM PROCEEDED FOR THE
SPECIFIED NUMBER OF REF INEMENTS.
—ABNORMAL CODES
=2 MEANS NV IS GREATER THAN 50
=3 MEANS A RANGE MINIMUM IS GREATFR THAN THE
CORRESPONDING MAXIMUM

NNLS NNLS NNLS NNLS NNLS NNLS NNLS NNLS
FAERKR KRR KR ARk Rk dRdokok kR Rk Rk kK
B AR A A T oK oK o K koK ok ok
HORAOK ROR K K KO KR R R KR
Ak kR Rk
SUBROUTINE NNLS {AMDA4M,N,BsXyRNORMyWs2Z, INCEX,MODE)
DIMENSION A{MDAyN)B{M) o XIN),W(N},ZZ(M},INDEX(N)

WRITTEN BY C. L. LAWSON AND R. J. HANSON, FROM THE BOOK S0OLVING
LEAST SQUARES PRODBLEMS, PRENTICE-HALL, INC. (1574}. FOR FURTHER
ALGORITHMIC DETAILS SEE ALGORITHM NNLS I[N CHAPTER 23. '

ABSTRACT

GIVEN AN M B8Y N MATRIX A AND AN M YECTOR B THIS SUBPRDGRAM
COMPUTES THE SOLUTICN TO THE LEAST SQUARES PROBLEM AX = 8 SUBJECT
TO X.GE.0. THE INEQUALITY CONSTRAINT X.GE.O MEANS THAT EVERY
COMPONENT OF THE SOLUTION WILL BE NONNEGATIVE.

EITHER M.GE.N OR M.LT.N IS PERMITTED. THIS PRCOBLEM ALWAYS HAS A
SOLUTION BUT IT IS NOT UNIQUE IF THE RANK OF A IS .LT. N.

THE USER MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL LIST..
A(MDASN]) s BIM) o XUINDI ¢ WIN}ZZIM), INDEX(N}, THIS PERMITS THE SOLUTION
OF A RANGE OF PROBLEMS IN THE SAME ARRAY SPACE.

THE PARAMETERS FOR NNLS ARE
INPUT..

A{xy %) s MDA My N THE ARRAY A(*,#%} IS DOUBLY SUBSCRIPTED WITH
FIRST DIMENSIONING "'PARAMETER EQUAL TO MDA,
THE ARRAY A{*,%} INITIALLY CONTAINS THE M BY
N MATRIX A. EITHER MJGEJN OR M,LT.N 18
PERMITTED. THE FIRST DIMENSIONING PARAMETER
MUST SATISFY MDA.GE.M.

THE CONOITION MDA.LT.M IS CONSIDERED AN

ERROR.

Bl#*) THE ARRAY B{*} CONTAINS THE M-VECTOR B.

OUTPUT..

Al*xyx),BU*) THE CONTENTS OF THE ARRAYS Al*,%} AND B(%*)
WILL BE MODIFIED BY THE SUBROUTINE. THESE
CONTENTS ARE GENERALLY NOT REQUIRED BY THE
USER.

X{*x) ON TERMINATEON THIS ARRAY CONTAINS A VECTOR

X«GE+O. [IF MODE=14s X{%) CONTAINS A SOLUTION
VECTOR., IF MODE=3, X{%*) CONTAINS A NONNEGATIVE
APPRUXIMATE SOLUTION AND RNORM CONTAINS THE
CORRESPONDING RESIDUAL VECTOR NORM. IF

MODE=2, X{*) 1S5 NOT DEFINED.

RNORM ON TERMINATION RNOURM CONTAINS THE EUCLIBEAN
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LENGTH OFf THE FINAL RESIDUAL VECTOR B8-AX.

Wik) o 22 (%) 4 INDEX (%)
ON QUTPUT W{*} CONTAINS THE N-VECTOR OF DUAL
COEFFICIENTS W=(TRANSPQUSE OF A){B-AX). THE
ARRAYS ZZ(*) AND INDEX(*) ARE WORKING SPACE
WHOSE CONTENTS ARE NOT GENERALLY REQUIRED B8Y
THE USER. .

MODE THIS FLAG IS SET BY THE SUBROUTINE TO ENDICATE
THE STATUS OF THE (OMPUTATION ON COMPLETION..

MODE=1, SUCCESSFUL

MODE=2, BAD DIMENSIONS. ONE OF THE
CONDITIONS M.,LE.O OR N.LE.O OCCURRED.

MODE=3, MAXIMUM NUMBER (3%N) ITERATIONS HAS
BEEN EXCEEDED.

THE SOLUTION IS USUALLY OBTAINED IN ABOUT N/2
ITERATIONS. A RETURN WITH MODE=3 MAY INDICATE
THAT THE DATA MATRIX CONTAINS IMPROPERLY
DEFINED ENTRIES.

0ODE ODE ODE aDE C0E 0DE QDE pDE DDE ODE
A 30K R A K ok kel R A ook o kR e e koK
AR AR 2 R K K Ok ROk R Kok KK X
ookl R Rk Rk kR
Aol dokok ko
SUBRQUTINE CODE(FyNEQN Y Ty TOUT RELERRABSERRyIFLAGyWORK,y IWORK)
WRITTEN BY L., F. SHAMPINE AND M. K. GORDON

ABSTRACT

SUBROUTINE OODE - INTEGRATES A SYSTEM OF NEQN FIRST ORDER
ORDINARY DIFFERENTIAL EQUATIONS OF THE FORM

DYUIN/DT = FUT+¥YUL1De¥(2) 9o s YINEQNY)

Y{1) GIVEN AY T .
THE SUBROUTINE INTEGRATES FROM T TG TOUT . ON RETURN THE
PARAMETERS IN THE CALL LIST ARE SET FOR CONTINUING THE INTEGRATION.
THE USER HAS ONLY TO DEFINE A NEW VALUE TOUT AND CALL ODE AGAIN.

THE DIFFERENTIAL EQUATIONS ARE ACTUALLY SOLVED BY A SUITE OF CODES
DE ¢+ STEP1 o+ AND INTRP . ODE ALLOCATES VIRTUAL STORAGE IN THE
ARRAYS WORK AND IWORK AND CALLS DE . DE IS A SUPERVISOR WHICH
DIRECTS THE SOLUTION. IT CALLS ON THE ROUTINES STEPL AND INTRP
TO ADVANCE THE INTEGRATION AND TD INTERPOLATE AT QUTPUT POINTS.
STEP1L USES A MODIFIED DIVIDEDO DIFFERENCE FORM OF THE ADAMS PECE
FORMULAS AND LOCAL EXTRAPOLATION. IT ADJUSTS THE ORDER AND STEP
SIZE TO CONTROL THE LOCAL ERROR PER UNIT STEP IN A GENERALIZED
SENSE. NORMALLY EACH CALL TO STEP]1 ADVANCES THE SOLUTION ONE STEP
IN THE DIRECTIAON OFf TOUT . FOR REASONS OF EFFICIENCY DE
INTEGRATES BEYOND TOUT INTEARNALLY, THOUGH NEVER BEYOND
T+10%(TOUT-Tt, AND CALLS [INTRP TD INTERPOLATE THE SOLUTION AT

TGUT « AN OPTION IS PROVIDED TO STOP YHE INTEGRATION AT TOUT 8UT
IT SHOULD BE USED ONLY IF IT 1S IMPOSSIBLE TO CONTINUE THE
INTEGRATION BEYOND TOUT .

THES CODE IS COMPLETELY EXPLAINED AND COCUMENTED IN THE TEXT,
COMPUTER SOLUTION OF ORDINARY CIFFERENTIAL EQUATIONS: THE INITIAL
VALUE PROBLEM BY L. F, SHAMPINE AND M. K. GORDON.

THE PARAMETERS REPRESENT --
F -- SUBRCUTINE FI{T,Y,YP) TO EVALUATE DERIVAYIVES YP{l}=0D¥(1}/07T
NEQN -~ NUMBER OF EQUATIONS TO BE INTEGRATED
Y{*} —— SOLUTION VECTOR AT T
T -- INDEPENDENT VARIABLE
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TOUT =~ POINT AT WHICH SOLUTION IS DESIRED
RELERR,ABSERR —= RELATIVE AND ABSOLUTE ERROR TOLERANCES FOR LOCAL
ERROR TEST. AT EACH STEP THE CODE REQUIRES
ABS(LOCAL ERAROR) .LE. ABSU{Y)®RELERR + ABSERR
FOR E€ACH COMPONENT OF THE LOCAL ERROR AND SOLUTION VECTORS
IFLAG -— INDICATES STATUS OF INTEGRATICON
WORK(*) o INORKE{*} -~ ARRAYS TO HOLD INFORMATION INTERNAL TO CODE
WHICH IS NECESSARY FOR SUBSEQUENT CALLS

FIRST CALL TO ODE --

THE USER MUST PROVIDE STORAGE IN HIS CALLING PROGRAM FGR THE ARRAYS
IN THE CALL LIST,
YINEQN)» WORK(L100+21*NEQN), IWORK{5),
DECLARE F IN AN EXTERNAL STATEMENT, SUPPLY THE SUBROUTINE
F{T+Y,YP) TO EVALUATE
DYCTI/DT = YP{I} = FAToY(1DeY(2)9eaer YINEQN))
ANO INITIALIZE THE PARAMETERS ==
NEQN =~ NUMBER OF EQUATIONS TO BE INTEGRATED S
Y(*k)} == YECTOR OQF INITIAL CONDITIONS
T ~= STARTING POINT OF INTEGRATION
TOUT —- POINT AT WHICH SOLUTION IS5 DESIRED
RELERRyABSERR == RELATIVE AND ABSOLUTE LOCAL ERRCR TOLERANCES
IFLAG —= +1,-1, INDICATOR TO INITIALIZE THE CODE. NORMAL INPUT
IS #1., THE USER SHOULD SET IFLAG=-1 ONLY If 1T IS
IMPOSSIBLE TO CONTINUE THE INTEGRATICON BEYCND YOUT .
ALL PARAMETERS EXCEPT F 4 NEQN AND TOUT MAY BE ALTERED BY THE
CODE ON OUTPUT S50 MUST BE VARIABLES IN THE CALLING PROGRAM,

QUTPUT FROM ODE -~

NEQN == UNCHANGED
Y{*} ~= SOLUTION AT T
T =~ LAST POINT REACHED IN INTEGRATION. NORMAL RETURN HAS
T = TOUT .
TOUT == UNCHANGED
RELERRsABSERR =-- NORMAL RETURN HAS TOLERANCES UNCHANGED. [IFLAG=3
SIGNALS TOLERANCES INCREASED
IFLAG = 2 ==~ NORMAL RETURN. INTEGRATION REACHEDC TOUY
= 3 —= [INTEGRATION DID NOT REACH TOUT BECAUSE ERROR
TCOLERANCES TOO SMALL. RELERR , ABSERR INCREASED
i APPROPRIATELY FOR CONTINUING
= & == [NTEGRATION DID NOT REACH TOUY BECAUSE MORE THAN
500 STEPS NEEDED
= § == INTEGRATION DID NOT REACH TOUT BECAUSE EQUATIONS
APPEAR TO BE STIFF
= 6 —= INTEGRATION DID NCT REACH TOUT BECAUSE SOLUTION
VANISHED MAKING PURE RELATIVE ERRDR IMPOSSIBLE.
MUST USE NON—ZERO ABSERR TO CONTINUE.
= T <= INVALID INPUT PARAMETERS (FATAL ERROR}
THE YALUE OF 1IFLAG 1S RETURNED NEGATIVE WHEN THE INPUT
VALUE 1S NEGATIVE AND THE INTEGRATION DOES NOT REACH TQUT ,
TeEBev =3y =4y ~5¢y =6,
WORK{*), IWORK(*) =~ INFORMATION GENERALLY OF NO INTEREST TO THE
USER BUT NECESSARY FOR SUBSEQUENT CALLS.

SUBSEQUENT CALLS TO ODE --

SUBROUTINE ODE RETURNS WITH ALL INFORMATION NEEDED TO .CONTINUE

THE INTEGRATION., IF THE INTEGRATION REACHED TOUT , THE USER NEED
ONLY DEFINE A NEW TOUT AND CALL AGAIN. IF THE INTEGRATION DID NOT
REACH TOUT AND THE USER WANTS TO CONTINUE, HE JUST CALLS AGAIN.

IN THE CASE [IFLAG=6 , THE USER MUST ALSO ALTER THE ERRCR CRITERION.
THE DUTPUT VALUE OF IFLAG IS THE APPROPRIATE INPUT VALUE FOR
SUBSEQUENT CALLS. THE ONLY SITUATICN IN WHICH IT SHOULD BE ALTERED
IS TQO STOP THE INVTEGRATION INTERNALLY AT THE NEW TOUT ¢+ I.Ee
CHANGE OQUTPUT IFLAG=2 TG INPUT 1IFLAG==2 . ERROR TOLERANCES MAY
BE CHANGED 8Y THE USER BEFORE CONTINUING. ALL CTHER PARAMETERS MUST
REMAIN UNCHANGED.
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SUBROUTINE ODERTEFNECQNs Y+ T TOUT yRELERRy ABSERRyIFLAG+WORK, [WORK,
1 G,REROQT,AEROOQT)

WRITTEN BY M. K. GORDON, 5122

A ekt KR AR o K o o A ek ROOR ek kR Rk R ok Rk kA kR kR
ABSTRACT ’

o o 2 b e ok i ook ofe e e e e e e ke ok ok olok el ek e ol sk e ol ok 2k kK o ok e sl ok ol ol dofok kel o kool o st o ook ok kok
SUBROUTINE ODERT INTEGRATES A SYSTEM OF NEQN FIRST ORDER
ORDINARY DIFFERENTIAL EQUATIUNS OF THE FDRM

DY{L)/DT = FUT+Y{1Ywseas YINECN))

Y{1) GIVEN AT T. ’
THE SUBROUTINE INTEGRATES FROM T IN THE DIRECTION OF TOUT UNTIL
IT LOCATES YHE FIRST ROQT OF THE NONLINEAR EQUATIGN

GUTeY{1)raua o YINECNI s YP{1l)yseu sy YPINEQN)}} = O,

UPON FINDING THE ROOT. THE CODE RETURNS WITH ALL PARAMETERS IN THE
CALL LIST SET FOR CONTINUING THE INTEGRATION TO THE NEXT ROOT OR
THE FIRST ROOT OF A NEW FUNCTICN G .« [IF NO ROOT IS FOUND, THE
INTEGRATION PROCEEDS TO TOUT . AGAIN ALL PARAMETERS ARE SET TO
CONTINUE.

THE DIFFERENTIAL EQUATIONS ARE ACTUALLY SOLVED BY A SUITE CGF CODES,
DERT 4, STEPL « AND INTRP . ODERT ALLOCATES VIRTUAL STGRAGE IN
THE WORK ARRAYS WORK AND IWORK AND CALLS DERT . DERT IS A
SUPERVISOR WHICH DIRECTS THE INTEGRATION. IT CALLS DN STEPY TO
ADVANCE THE SOLUTION AND INTRP TO INTERPOLATE THE SOLUTION AND
1TS DERIVATIVE. STEP1L WUSES A MODIFIED DIVIDEGC DIFFERENCE FORM OF
THE ADAMS PECE FORMULAS AND LOCAL EXTRAPOLATION. IT ADJUSTS THE
ORNDER AND STEP SIZE TO CONTROL THE LOCAL ERROR PER UNIT STEP IN A
GENERALIZED SENSE. NORMALLY EACH CALL TO STEP1 ADVANCES THE
SOLUTION ONE STEP IN THE DIRECTION OF TOUT . FOR REASONS OF
EFFICIENCY ODERT INTEGRATES B8EYOND TOUT INTERNALLY, THOUGH
NEVER BEYOND T+10*(TOUT-T), AND CALLS INTRP TO INTERPOLATE THE
SOLUTION AND DERIVATIVE AT TOUT . AN OPTICN IS PROVIOED TC STOP
THE INTEGRATION AT TOUT BUY [T SHQULD BE USED ONLY IF IT IS
IMPOSSIBLE TO CONTINUE THE INTEGRATION BEYOND TOUT

AFTER EACH INTERNAL STEP, DERT EVALUATES THE FUNCTION 6 AND
CHECKS FOR A CHANGE IN SIGN IN THE FUNCTION VALUE fROM THE
PRECEDING STEP. SUCH A CHANGE INDICATES A ROOT LIES IN THE
INTERVAL QOF THE STEP JUST COMPLETED. DERT THEN CALLS SUBROGUTINE
ROOT TO REDUCE THE BRACKETING INTERVAL UNTIL THE ROOT IS
OETERMINED TD THE DESIRED ACCURACY. SUBROUTINE ROOT USES A
COMBEINATION OF THE SECANT RULE AND BISECTION TO DO TH1S. THE
SOLUTION AND DERIVATIVE VALUES REQUIRED ARE OBTAINED BY
INTERPOLATION WITH INTRP . THE CODE LOCATES ONLY THOSE ROOTS
FOR WHICH G CHANGES SIGN IN (T,TOUT}? AND FOR WHICH A
BRACKETING INTERVAL EXISTS, IN PARTICULAR, IT WILL NOT DETECT A
ROOT AT THE INITIAL POINT T .,

THE CODES STEP1 , INTRP , ROOT , AND THAT PDRTION OF ODERT

WHICH DIRECTS THE INTEGRATION ARE EXPLAINED AND DGCUMENTED IN THE
TEXTs COMPUTER SOLUTION OF ORDINARY DIFFERENTIAL EQUATIONS, THE
INITIAL VALUE PROBLEMy BY L. F. SHAMPINE AND M. K. GORDON.

DETAILS OF THE USE OF QODERT ARE GIVEN IN SAND-75-021%1.

*i**‘Q*t*#*##********f****#*#**********#*t**‘#**#tt*#****#*#***t*#***t*
THE PARAMETERS FOR ODERT ARE
ot e 2 0 o e e 2 o o ook 0 o o e ol e o A o o o o A ik ol o sl ol ool s ke e o o ol e o s ol ol a0 ke e e o e e okl o ol ok okl ek
F == SUBROUTINE F{T,Y,¥P) TO EVALUATE DERIVATIVES YPI!{}=DY(1)/DT
NEQN == NUMBER DF EQUATIONS TO BE I[NTEGRATED
Y(%) -~ SOLUTION VECTOR AT T
T -~ INDEPENDENT VARIABLE
TOUT -- ARBITRARY POINT BEYOND THE ROOT DESIRED
RELERR, ABSERR -~ RELATIVE AND ABSOLUTE ERROR TOLERANCES FOR LOCAL
ERROR TEST. AT EACH STEP THE CODE REQUIRES
ABS(LOCAL ERROR) .LE. ABS(Y)*RELERR + ABSERR
FOR EACH COMPONENT DOF THE LODCAL ERROR AND SOLUTION VECTORS
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[FLAG —- INDICATES STATUS OF INTEGRATION

WORK,IWORK —=- ARRAYS YO HOLD INFORMATION INTERNAL TO THE CDDE
WHICH IS NECESSARY FOR SUBSEQUENT CALLS

G - FUNCTION OF T, Y(*), YP{*) WHOSE ROOT IS5 DESIRED.

RERDOT, AERCOT —- RELATIVE AND ABSOLUTE ERROR TOLERANCES FOR
ACCEPTING THE RODT. THE INTERVAL CONTAINING THE ROOT IS
REDUCED UNTIL IT SATISFIES _

0.5%*ABS{LENGTH OF INTERVAL) .LE. REROOT*ABS{ROOT)+AERODT

WHERE ROOT IS THAT ENDPOINT YIELDING THE SMALLER VALUE OF
G IN MAGNITUDE. PURE RELATIVE ERROR IS NOT RECOMMENDED
[F THE ROOT MIGHT BE ZERQO.

*#*‘###*##‘#***#***#*‘##*******i**t*****#******#***tt##tt***t****t*#**t
FIRST CALL TG QDERT —-

s e o o e ot okl o e o o ke el o ol ok ale e e o e o ol oo ol e ol oo AR A a0 g RO R R o ol e o e o ol o o B ok Rk ok o K
THE USER MUST PROVIDE STORAGE IN HIS CALLING PROGRAM FOR THE
ARRAYS IN THE CALL LIST,

Y(NEQN) s WORK{100+21#NEQN), TWORK(S}

AND DECLARE F , G 1IN AN EXTERNAL STATEMENT. HE MUST SUPPLY THE
SUBROUTINE F(T,Y,YP) TO EVALUATE

DY{I)/DT = ¥YP(I) = F{T,¥(llyeos,Y{NEQN))
AND THE FUNCTION G(T,Y,YP) TO EVALUATE

G = GET4Y{1llsauasYINEQN) ¢YP(L] yuees YPINEQND ).
NOTE THAT THE ARRAY YP IS AN INPUT ARGUMENT AND SHOULD NOT BE
COMPUTED IN THE FUNCTION SUBPROGRAM. FINALLY THE USER MuST
INITIALIZE THE PARAMETERS

NEQN -- NUMBER OF EQUATIONS TD BE INTEGRATED

Y{*) -- VECTOR OF INITIAL CONDITIONS

T -~ STARTING POINT OF INTEGRATION

TOUT =~ ARBITRARY POINT BEYOND THE ROOT DES IRED

RELERR,ABSERR -- RELATIVE AND ABSOLUTE LOCAL ERROR TOLERANCES

' FOR INTEGRATING THE EQUATIONS

IFLAG ~= +1,~1. [INDICATOR TO INITIALIZE THE CODE. NORMAL INPUT
IS +l. THE USER SHOULD SET IFLAG=-1 ONLY IF IT IS
IMPOSSIBLE TO CONTINUE THE INTEGRATION BEYOND TOUT .

REROOT,AEROOT -- RELATIVE AND ABSOLUTE ERROR TOLERANCES FOR

COMPUTING THE ROOT OF G

ALL PARAMETERS EXCEPT Fs G+ NEQNs TOUT, RERDOT AND AERQOT MAY BE
ALTERED 8Y THE CODE ON OUTPUT SO MUST BE VARIABLES IN THE CALLING
PROGRAM,
Aok Rk R N Rk ko R ko ok ok ko sk R R kR K K ok R ok kR ok kg e ko okok
ODUTPUT FROM GOGDERT —--
3L o RIS LSRR R RS2 R PR E R 2R R LRI SRRt 22 2 s it I L)
NEQN ~= UNCHANGED
Y{*} —- SOLUTION AT T
T == LAST PODINT REACHED 1IN INTEGRAT!UN. NORMAL RETURN HAS
T = TOUT OR T = ROOT
TOUT -= UNCHANGED
RELERRs ABSERR -— NORMAL RETURN HAS TOLERANCES UNCHANGED. IFLAG=3
SIGMNALS TOLERANCES INCREASED
IFLAG = 2 —— NORMAL RETURN. INTEGRATION REACHED TOQOUT
= 3 -= INTEGRATION DID NOT REACH TOUT BECAUSE ERROR
TOLERANCES TOO SMALL. RELERR , ABSERR INCREASED
APPROPRIATELY FOR CONTINUING
= 4 —~ INTEGRATION DIC NOY REACH TOUT BECAUSE MORE THAN
500 STEPS NEEDED
= § —— INTEGRATION DID NOT REACH TOUT BECAUSE EQUATIONS
APPEAR YO BE STIFF
= 6 —= INTEGRATION DIO NOT REACH TOUT BECAUSE SOLUTICN
VANISHED MAKING PURE RELATIVE ERROR IMPOSSIBLE.
MUST USE NON-ZERO ABSERR TO CONTINUE
INVALID INPUT PARAMETERS (FATAL ERROR)
—« NORMAL RETURN. A ROOT WAS FOUND WHICH SATISFIED
THE ERROR CRITERION QR HAD A ZERDO RESIDUAL
= 9 == ABNCRMAL RETURN. AN ODOD ORDER POLE DF G WAS
FOUND . '
=10 =~ ABNORMAL RETURN. TOO MANY EVALUATIONS OF G MERE
REQUIRED (AS PROGRAMMED 500 ARE ALLOWED.)
THE VALUE OF IFLAG IS RETURNED NEGATIVE WHEN THE INPUT
VALUE IS NEGATIVE AND THE INTEGRATION DOES NOT REACH
TDUT [ I-E" -3'coo"ﬁ'—8"’9|_10.
WORK(* ), INORK{*) —- INFORMATION GENERALLY OF NO INTEREST TO THE
USER BUT NECESSARY FOR SUBSEQUENT CALLS
REROOT, AERQOT ~- UNCHANGED

[]
@~

1

1
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SUBSEQUENT CALLS TO ODERT --

W o KK e R e R K o K R R R ok R K R R Rk Ak R R Rk K
SUBROUTINE QOODERT RETURNS WITH ALL INFORMATION NEEDED TOD CONTINUE
THE INTEGRATION. IF THE INTEGRATION DID NOYT REACH TOUYT AND THE
USER WANTS TO CONTINUE, HE JUST CALLS AGAIN. IF THE INTEGRATION
REACHED TOUT +» THE USER NEED ONLY DEFINE A NEW TOUT AND CALL
AGAIN., THE OQUTPUT VALUE OF IFLAG IS THE APPROPRIATE INPUT VALUE
FOR SUBSEQUENT CALLS. THE ONLY SITUATION IN WHICH [T SHOULD RE
ALTERED IS TO STOP THE INTEGRATION INTERNALLY AT THE NEW TOUT
[«Ees CHANGE ODUTPUT IFLAG=2 TO INPUT IFLAG=-2 , ONLY THE ERRQOR
TOLERANCES AND THE FUNCTION G MAY BE CHANGED BY THE USER BEFORE
CONTINUING. ALL OTHER PARAMETERS MUST REMAIN UNCHANGED. A NEW
FUNCTION G IS DEYECTED AUTOMATICALLY BY COMPARING ITS VALUE AT A
SPECIFIED INTERNAL POINT WITH A STORED VALUE FOR THE PRECEDING
FUNCTION EVALUATED AT THE SAME POINT.

PCUEF PCOEF PCOEF PCOEF PCOEF PCOEF PCOEF PCOEF
A o R KR R R ROR R R kR R R
EXREHRRRRRRT R AR KR ER KRR R AR KR
R RO R Kok R K Rk
L3R T

SUBROUTINE PCOEF (L.CyTC,A)
WRITTEN BY L. F. SHAMPINE AND 5. M. DAVENPORT.

ABSTRACT

POLFIT COMPUTES THE LEAST SQUARES PCLYNOMIAL FIT OF CRDER L AS
A SUM OF DRTHOGONAL POLYNOMIALS. PCOEF CHANGES THIS FIT TO ITS
TAYLOR EXPANSION ABOUT ANY POINT C 4 [.E« WRITES THE POLYNOMIAL
AS A SUM OF POWERS OF (X-C). TAKING C=0. GIVES THE POLYNGMIAL
IN POWERS OF X, BUT 'A SUITABLE NON-Z2ERO C OFTEN LEADS TO
POLYNOMIALS WHICH ARE BETTER SCALED AND MORE ACCURATELY EVALUATED.

THE PARAMETERS FOR PCOEF ARE

INPUT == .
L= INDICATES THE ORDER QOF POLYNOMIAL TO 8E CHANGED T8
ITS TAYLOR EXPANSION. TO OBTAIN THE TAYLOR
COEFFICIENTS IN REVERSE ORDERs INPUT L AS THE
NEGATIVE OF THE ORDER DESIRED. THE ABSOLUTE VALUE OF
L MUST BE LESS THAN OR EQUAL TO NORD 4 THE HIGHEST
GRDER POLYNOMIAL FITTED BY POLFIT .
c - THE POINT ABOUT WHICH THE TAYLOR EXPANSION IS TO BE
MADE.
A - WORK AND OUTPUT ARRAY CONTAINING VALUES FROM LAST
CALL YO POLFIT .
OUTPUT =--
< - VECTOR CONTAINING THE FIRST LL+1 TAYLOR CODEFFICIENTS

WHERT LL=[ABS(L). IF L.GT.0 s THE COEFFICIENTS ARE
IN THE USUAL TAYLOR SERIES ORDER, I.E.

P{X) = TCLL)Y + TCU21*({X-C) + sae + TOC{N+1)*{X-C)%*%N
IF L «LY. 0y THE COEFFICIENTS ARE IN REVERSE ORDER.s
1.E.

PIX) = TCUL}I*A{X=CY¥*N + .40 + TCINI*(X=C) + TCUIN+1)
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SUBROUTINE POLCOF (XX yNsXyCoDypWORK)
WRITTEN BY ROBERT E. HUDDLESTON, SANDIA LABORATORIES, LIVERMORE

ABSTRACT

SUBROUTINE POLCOF COMPUTES THE COEFFICIENTS OF THE POLYNOMIAL
FIT (INCLUDING HERMITE POLYNOMIAL FITS ) PROOUCED BY A PREVIOUS
CALL TO HRMITE OR POLINT. THE COEFFICIENTS OF THE POLYNOMIAL,
EXPANDED ABDUT XX, ARE STOREC IN THE ARRAY 0. THE EXPANSION IS OF
THE FORM
PULZ) = DI1) + DU2)*(2~-XX) +D(3 IR {Z=-XX}*%2) + 0. +

: DANIR{(Z=-XX}*%x(N=1)]}.

BETWEEN THE CALL TO POLINT {0R TQ HRMITE) AND THE CALL TC POLCOF
THE VARIABLE N ANO THE ARRAYS X AND C MUST NOT BE ALTERED.

*hkkk [NPUT PARAMETERS

XX - THE POINT ABOUT WHICH THE TAYLOR EXPANSION IS TO BE MADE.
N - KWK
* Ne Xy AND C MUST REMAIN UNCHANGED BETWEEN THE
X - % CALL TO POLINT OR THE CALL TO HRMITE AND THE
* CALL T4 POLCOF.
c - kEk%

**xk%  QUTPUT PARAMETER

D = THE ARRAY OF COEFFICIENTS FOR THE TAYLOR EXPANSION AS
EXPLAINED IN THE ABSTRACY

*kkkx STORAGE PARAMETER

WORK - THIS IS AN ARRAY TO PROVIDE INTERNAL WORKING STORAGE. IT
MUST BE DIMENS IONED BY AT LEAST 2#N IN THE CALLING PROGRAM.

***%x NOTE - THERE ARE TWC METHODS FOR EVALUATING THE FIT PRODUCED
BY PDLINT OR HRMITE. YOU MAY CALL POLYVL TO PERFORM THE TASK, OR
YOU MAY CALL POLCOF TO OBTAIN THE COEFFICIENTS OF THE TAYLGR
EXPANSION AND THEN WRITE YDUR OWN EVALUATION SCHEME. DUE TO THE
INHERENT ERRORS IN THE COMPUTATIONS OF THE TAYLOR EXPANSION FROM
THE NEWTON COEFFICIENTS PRODUCED BY POLINT OR HRMITE, MUCH MORE
ACCURACY MAY BE EXPECTED BY CALLING POLYVL AS OPPOSED TO WRITING
YOUR OWN SCHEME.

POLFIT POLFIT POLFIT POLFIT POLFIT POLFIT POLFIY
sk ook ok s ot ool ook ok e ok ok ot o ke ol ek dkkoRok ok ok ok
A e o e ok oo o ol e sl ok gl e ol ol e ok ko e bk ek ke
ol o o ol el oo e e ok o o ok ol ok
RERREN KRR

SUBROUTINE POLFIT {NyXeYsWeMAXORDsNORD+EPS+Ry IERRsA]
WRITTEN BY L. F. SHAMPINE AND S, M. DAVENPORT. THE STATISTICAL
OPTIONS PROVIDED WERE WRITTEN BY R. E. HUDDLESTON.

ABSTRACT

GIVEN A COLLECTION OF POINTS X({I1) AND A ‘SET OF VALUES Y(I) WHICH
CORRESPOND TO SOME FUNCTION OR MEASUREMENT AT EACH OF THE X(1),
SUBROUTINE POLFIT CCOMPUTES THE WEIGHTED LEAST-SQUARES POLYNOMIAL
FITS OF ALL CORDERS UP TO SOME ORDER EITHER SPECIFIED BY THE USER
OR DETERMINED BY THE ROUTINE. THE FITS THUS GBTAINED ARE IN
ORTHOGONAL POLYNCMIAL FORM. SUBROUTINE PVALUE MAY THEN BE
CALLED TO EVALUATE TPE FITTED POLYNGMIALS AND ANY OF THEIR



70

DERIVATIVES AT ANY PCQINT. THE SUBROUTINE PCOEF MAY BE USED TO
EXPRESS THE PCLYNOMIAL FITS AS PDWERS OF (X-C} FOR ANY SPECIFIED

PAINT C.

THE PARAMETERS FCR POLFIT ARE

INPUT —-
N -

X -

MAXORD

EPS -

QuUTPUT —-
NORD -
EPS -
R -

TERR -

THE NUMBER OF DATA PDINTS. THE ARRAYS X, Yy Wy R

MUST BE DIMENSIONED AT LEAST N (N «GE. 1).

ARRAY QOF VALUES 3F THE INDEPENDENT VARIABLE. THESE

VALUES MAY APPEAR IN ANY ORDER AND NEED NOT ALL BE

DISTINCT .

ARRAY OF CORRESPONDING FUNCTION VALUES.

ARRAY OF POSITIVE VALUES TGO BE USED AS WEIGHTS. IF

W{l) IS NEGATIVE, POLFET WILL SET ALL THE WEIGHTS

TO l.DJy WHICH MEANS ABSCLUTE ERROR WILL BE MINIMIZED.

TO MINIMIZE RELATIVE ERRORy THE USER SHOULD SET

WEIGHTS TO: wWil) = 1.@,‘((!'**2’ I = 1'IIO'N .

MAXIMUM CRDER TQ BE ALLOWED FOR POLYNOMIAL FIT.

MAXORD MAY BE ANY NON—-NEGATIVE INTEGER LESS THAN N.

NOTE =~ MAXORD CANNOT BE EQUAL TO N-1 WHEN A

STATISTICAL TEST IS TO BE USED FOR ORDER SELECTION,

I.E«» WHEN INPUT VALUE CF EPS 15 NEGATIVE.

SPECIFIES THE CRITERION TO BE USED IN DETERMINING

THE ORDER OF FIT TO BE COMPUTED:

(1) 1F EPS 1S INPUT NEGATIVE, POLFIT CHOOSES THE
DRDER BASED ON A STATISTICAL F TEST OF
SIGNIFICANCE. ONE OF THREE POSSIBLE
SIGNIFICANCE LEVELS WILL BE USED: .01, .05 GR -
+30. [IF EPS=-1,0 4 THE ROUTINE WILL
AUTOMATICALLY SELECT ONE DF THESE LEVELS BASED
ON THE NUMBER 0OF DATA POINTS AND THE MAXIMUM
URDER TO BE CONSIDERED. IF EPS IS INPUT AS
-.01ly ~408,y OR ~.10, A SIGNIFICANCE LEVEL OF
«01y .05, OR 10, RESPECTIVELY, WILL BE USED.

(2) IF EPS IS SET TO 0.9 POLFIT COMPUTES THE
POLYNOMIALS UF QORDERS 0 THROUGH . MAXDRD .

{3) IF EPS IS INPUT POSITIVEs EPS IS THE RMS
ERKOR TOLERANCE WHICH MUST BE SATISFIED BY THE
FITTED POLYNCOMIAL. POLFIT WILL INCREASE THE
ORDER OF FIT UNTIL THIS CRITERIDN IS MET OR
UNTIL THE MAXIMUM CRDER IS REACHED.

GRDER OF THE HIGHEST ORDER FI1T COMPUTED.
RMS ERRCR OF THE PCLYNOMIAL OF ORDER NORD .
YECTOR CODNTAINING VALUES OF THE FIT OF ORDER NORD
AT EACH QF THE X(I) . EXCEPT WHEN THE STATISTICAL
TEST IS USED, THESE VALUES ARE MORE ACCURATE THAN
RESULTS FROM SUBROUTINE PVALUE NORMALLY ARE.
ERRGR FLAG WITH THE FOLLOWING POSSIBLE VALUES:
INDICATES NORMAL EXECUTICNe lo.E. EITHER
(1) THE INPUT VALUE GF EPS WAS NEGATIVE, AND THE
COMPUTED POLYNOMIAL FIT OF QRDER NORD
SATISFIES THE SPECIFIED F TEST, OR
12) THE INPUT VALUE OF EPS WAS 0.+ AND THE FITS OF
ALL OROERS uP TO MAXORD ARE COMPLETE, OR
{3) TYHE INPUT VALUE OF EPS WAS POSITIVE, AND THE
POLYNOMIAL QF OROER NORD SATISFIES THE RMS
ERROR REQUIREMENT,
INVALID INPUT PARAMETER. AT LEAST ONE OF THE INPUT
PARAMETERS HAS AN TLLEGAL VALUE AND MUST 8E CORRECTED
BEFORE POLFIT CAN PROCEED. VALID INPUT RESULTS
WHEN THE FOLLOWING RESTRICTIONS ARE OBSERVED:
N «GE. 1
O LLE., MAXCRO .LE. N-1 FOR EPS .GE. 0.
0 «LE. MAXORD +LEs N=2 FOR EPS «LT. 0.
W(l)==1.0 OR W{I) GT. Ousr 1=1lyeessN &
CANNOT SATISFY THE RMS ERKROR REQUIREMENT WITH A
POLYNCMIAL OF ORDER NO GREATER THAN MAXDRD . BEST
FIT FOUND 1S5 OF ORDER MAXORD .
CANNOT SATISFY THE TEST FOR SIGNIFICANCE USING
CURRENT VALUE 0OF MAXORD « STATISTICALLY, THE
BEST FIT FOUND IS OF ORDER NURD . (IN THIS CASE,
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NORD WILL HAVE ONE OF THE VALUES: MAXDRD=2,
MAXORD-1, OR MAXORD)., USING A HIGHER VALUE OF
. MAXORD MAY RESULY IN PASSING THE TEST.
A - WORK AND OQUTPUT ARRAY HAVING AT LEAST 3N+3MAXORD+3
LOCATIGONS

NOTE - POLFIT CALCULATES ALL FITS CF GRDERS UP TO AND INCLUDING
NORD . ANY OR ALL OF THESE FITS CAN BE EVALUATED OR
EXPRESSED AS POWERS OF {X~C) USING PVALUE AND PCOEF
AFTER JUST ONE CALL TQO POLFIT .

i

POLINT POLINT PAOLINT POLINT © POLINT POLINT POLINT
AREERAARERKFREXRARREARRER R KX KEREE K ARk KK
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EEREKEER KK ARERERRRE
SERATREREN
SUBROUTINE POLINY {(NeXoY,C)
WRITTEN BY ROBERT E. HUDOLESTON, SANDIA LABORATORIES, LIVERMORE

ABSTRACT

SUBROUT INE POLINT IS DESIGNED TO PRODUCE THE PCOLYNOMIAL WHICH
INTERPOLATES THE DATA (X(I),YlI}),y 1=lyssssrN. POLINT SETS UP
INFORMATION IN THE ARRAY C WHICH CAN BE USED BY SUBROUTINE POLYVL
TO EVALUATE THE POLYNOMIAL AND ITS DERIVATIVES AND BY SUBROUTINE
POLCCF TO PROOUCE THE COEFFICIENTS.

FORMAL PARAMETERS ‘

N - THE NUMBER OF DATA POINTS (N .GE. 1}

X = THE ARRAY OF ABSCISSAS (ALL OF WHICH MUST BE DISTINCTY)

Y = THE ARRAY OF ORDINATES

C - AN ARRAY OF INFORMATION USED 8Y SUBROUTINES

*s%pxs%  DIMENSIONING INFORMATION #3amkxx

ARRAYS X,Yy AND C MUST BE DIMENSIONED AT LEAST N IN THE CALLING
PROGRAM.

POLYVL POLyyL POLyvL POLYVL POLY VL POLYVL POLYVL
AR b RER kR p Rk hkEE kbR h kb bk bkt kkkkk
EERAERRARRKEKRKERRERNPRR SRR SR RR
gl okl ok ok ok
kRS Rk

SUBROUTINE POLYVL INDERsXXsYFIT,YP,Ne¢X«CsWORK, IERR)
WRITTEN BY ROBERT E. HUDDLESTON, SANDIA LABORATORIES, LIVERMORE

ABSTRACT ~-

SUBROUTINE POLYVL CALCULATES THE VALUE OF THE POLYNOMIAL AND
ITS FIRST NDER DERIVATIVES WHERE THE POLYNOMIAL WAS PRODUCED BY
A PREVIOUS CALL TO HRMITE OR POLINT. .

THE VARIABLE N AND THE ARRAYS X AND € MUST NOT BE ALTERED
BETWEEN THE CALL TO HRMITE OR POLINT AND THE CALL TO POLYVL.

*aksex  DIMENSIONING INFORMATION *#dxsxs

YP MUST BE DIMENSICNEC BY AT LEAST NDER

X MUST BE DIMENSIONED BY AT LEAST N {SEE THE ABSTRACT )

c MUST BE DIMENSIONED BY AT LEAST N (SEE THE ABSTRACY }

WORK MUST BE OIMENSIONED BY AT LEAST 2«N IF NDER IS .GT. O,

*xx NOTE #2%
IF NDER = 0 NEITHER YP NOR WORK NEED TO BE DIMENSIONED VARIABLES
IF NDER = 1 YP DCES NOT NEED TO BE A DIMENSIONED VARIABLE
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dxckdkok  INFUT PARAMETERS

NDER - THE NUMBER OF DERIVATIVES TO BE EVALUATED

XX - THE ARGUMENT AT WHICH THE POLYNOMIAL AND ITS DERIVATIVES
ARE TO BE EVALUATED.

N — Ekkkk _
* Ny Xs AND C MUST NOT BE ALTERED BETWEEN THE CALL

X - % TO HERMITE (GR THE CALL TO POLINT) AND THE.- CALL
* TO POLYVL.

c - Emkckk

#X%%x  DUTPUT PARAMETERS

YFIT — THE VALUE OF THE POLYNOMIAL AT XX

YP -~ THE DERIVATIVES CF THE POLYNGMIAL AT XX. THE DER]VATIVE OF
ORDER J AT XX 1S STDRED IN YP(J} ¢+ J = lsesssNDER.

IERR = QUTPUT ERROR FLAG WITH THE FOLLOWING POSSIBLE VALUES:

1  INDICATES NORMAL EXECUTICN
w4k STORAGE PARAMETERS .

WORK = THIS IS AN ARRAY TQ PROVIDE INTERNAL WCRKING STORAGE FOR
POLYVL., IT MUST BE DIMENSIONED BY AT LEAST 2%N IF NDER IS
«GT. 0. IF NDER=0, WORK DUOES NOT NEED 7O BE A DIMENSIONED
VARIABLE.

PSMTH] PSMTHL PSMTHL PSMTHL PSMTHL PSMTH1 PSMTH]
e o ke R ool ok e ok OO o 0 R ok o ok K Ok Rk
ook Ak koo R ko kR ok R Kok
ok kRO ROk ok A Rk
sk dok kK ROk
SUBROUTINE PSMTHL(XsYyNTOTALsNDERIVs WEIGHT 4L PARAMyWORK,YP)
WRITTEN BY ROBERT E. HUDDLESTON, SANDIA LABORATORIES: LIVERMORE

xxktx  ABSTRACT *&x&x

GIVEN DATA (X{I),Y{I})s I=lyeee e NTOTAL WHICH IS GENERALLY
ASSUMED TO BE NOISY (BCY NOT SO NECESSARILY)s SUBROUTINE PSMTHL IS
DESIGNED TO CALCULATE SMODOTHED Y{1} VALUES (AND DERIVATIVES AT
THE X{I) IF NDERIV IS GREATER THAN ZEROC ). THE SIMPLEST WAY TO
USE THIS RGUTINE IS 70 CHDOSE THE DEFAULT VALUES FOR LPARAM (SEE
THE EXPLANATION OF L°PARAM BELOW). IF YOU WISH TO CHANGE THE
DEFAULT VALUES, THEN YOU SHOULD READ THE REST OF THIS AASTRACT
AND THE EXPLANATION OF LPARAM. IN ADDITION THERE TS5 A REFERENCE
DOCUMENT 4 SANDT4-8200 » AVAILABLE FROM ROBERT E. HUDDLESTON
DIVISION 8322 , EXT. 2120.

~ THE SUBROUTINE FITS ONLY IPTS POINTS (DEFAULT VALUE IS 9)
AT A TIME. THESE POINTS ARE FIT WITH LEAST SQUARE
POLYNOMIALS OF DEGREE 0sl+2v+4+9NDEG (DEFAULT VALUE = 3)
AND A STATISTICAL DECISION SUBROUTINE IS THEN CALLED TO
SELECT THE MOST REPRESENTATIVE GEGREE LESS THAN OR EQUAL
TO NDEG BASED ON AN F DISTRIBUTION TEST. USING THIS DEGREE
OF POLYNOMIAL A RQUTINE IS THEN CALLED WHICH EVALUATES
NDERIV DERIVATIVES OF THE POLYNOMIAL. THESE DERIVATIVES
ARE EVALUTED AT NEVAL POINTS {DEFAULT VWALUE = 3) CENTERED
ABOQUY THE MIODLE OF THE IPTS USED IN THE POLYNOMIAL FITS,
{NOTE THAT NEVAL AND I1PTS ARE BOTH 0DD.) THE FITTING
PCINTS ARE THEN SHIFTED BY NEvAL POINTS AND THE PROCESS
CARRIED CUT REPEATEDLY UNTIL NTOTAL POINTS HAVE BEEN
PROCESSED. THE NON-SYMMETRIES AT THE LEFT EMD AND RIGHT
END OF THE OATA STRING ARE TAKEN CARE OF AUTOMATICALLY
UNLESS IFLAG IS CHANGED FRDM [ITS DEFAULT VALUF OF 4,
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axkk  INPUT PARAMETERS #h¥kux

X = SINGLY DIMENSIONED INPUT ARRAY OF ABSCISSAS. THE X(I} ARE
ASSUMED TQ BE MDNOTONICALLY NON-DECREASING. IF THEY ARE NOT,
YOU SHOULD MAKE A CALL TC A SORTING ROUTINE SUCH AS SSORT
{(AVAILABLE ON THE SANDIA MATHEMATICAL PROGRAM LIBRARY). X MUST
BE DIMENSIONED BY AT LEAST NTOTAL.
Y = SINGLY DIMENSIONED ENPUT ARRAY OF ORDINATES CORRESPONDING TO
THE X ARRAY. Y MUST BE DIMENSIONED BY AT LEAST NTOTAL.
NTOTAL = THE NUMBER QF INPUT POINTS IN EACH OF X AND Y.
NDERIV - THE NUMBER OF DERIVATIVES ONE WISHES TO COMPUTE.
WEIGHT - WEIGHTING FOR ABSOLUTE DR RELATIVE ERROR IN THE
POLYNOMIAL FITSs
SET WEIGHY = -1.0 FOR ABSOLUTE ERROR
SET WEIGHT = 1.0 FOR RELATIVE ERROR

LPARAM = AN INTEGER ARRAY CONTAINING CERTAIN PARAMETERS WHICH ARE
DESCRIBED IN THE ABSTRACT BELOW. LPARAM MUST BE
DIMENSIONED BY AT LEAST 4 IN THE CALLING PROGRAM,
skkkk  JF THE USER SETS LPARAM(I) = 0 , I =lyeesssd IN
wkkdx THE CALLING PROGRAM, SUBROUTINE PSMTHL WILL USE
sskx%  DEFAULT VALUES FOR THE PARAMETERS.

THE ELEMENTS OF THE ARRAY LPARAM CORRESPOND TO @
LPARAM(1}) = IPTS (IPTS MUST BE 0ODD. THE DEFAULT YALUE
OF 1IPTS IS 9 }
LPARAM(2) = NEVAL (NEVAL MUST BE ODD. THE DEFAULT
YALUE OF NEVAL IS 3 )
LPARAMI3) = NDEG (NDEG MUST BE LESS THAN OR EQUAL
TO IPTS-1 . 1T MUST BE LESS THAN
[PTS=1 1IF ANY SMOOTHING [S TO BE
ACHIEVED. THE DEFAULT VALUE FOR
NDEG IS 3 )
IFLAG (THE DEFAULT VALUE OF IFLAG IS & .
THIS SHOULD NQOT BE ALTERED UNLESS
YOU HAVE READ SAND74-8200 )

LPARAM(4}

**5% QUTPUT PARAMETERS **&%%xk

Y - CONTAINS THE SMOOTHED VALUES OF THE ORDINATES (1.E. Y(I)
CONTAINS THE VALUE OF THE LEAST SQUARE POLYNOMIAL FIT
EVALUATED AT X(I)}.

YP - SINGLY DIMENSIONED OUTPUT ARRAY OF DERIVATIVES. THE J TH
DERIVATIVE EVALUATED AT THE ABSCISSA X{I) IS LOCATED IN
YPUI ¢ {J~1)}*NTOTAL). YP MUST BE DIMENSIONED 8Y AT LEAST
NTOTAL*DERIY. AN ALTERNATIVE [S FOR YP TO BE A TWO
DIMENSIGNAL ARRAY DIMENSIONED YPUNTOTALNOERIVI. THEN
YPi{l.,J}) IS THE J TH DERIVATIVE AT X{I).

#¥8%x STORAGE PARAMETER *%*x%

WORK =~ SINGLY DIMENSIONED WORK ARRAY TO PROVIDE THE NECESSARY
INTERNAL STCRAGE FOR THE SUBRDUTINE. IT MUST BE
DIMENSIONED BY AT LEAST 5%IPTS + 3*NDEG + 3.

IF ONE USES THE DEFAULT VALUES FOR IPTS AND NDEGs THEN
WORK MUST BE DIMENSIONED 8Y AT LEAST 57.

*s%x NOTE. INVALID INPUT IS DIAGNDSED AND THE DIAGNOSTICS ARE
- PROCESSED BY ERRCHK.
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PVALUE PVALUE PVALUE PVaALUE PV ALUE PyALYE PyAg UE
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SUBROUTINE PVALUE {LsNDER.X,YFIT,YPsAl
WRITTEN BY Le Fe SHAMPINE 'AND S. M, DAVENPORT.

ABSTRACT

THE SUBROUTINE PVALUE USES THE COEFFICIENTS GENERATED BY POLFIT
TO EVALUATE THE PCLYNOMIAL FIT OF ORDER L , ALONG WIVH THE FIRST
NDER OF ITS DERIVATIVES, AT A SPECIFIED POINT. COMPUTATIONALLY
STABLE RECURRENCE RELATIONS ARE USEC TO PERFORM THIS TASK.

THE PARAMETERS FCR PVALUE ARE

INPUT --

L - THE ORDER OF POLYNOMIAL TO BE EVALUATED. L MAY BE
ANY NON-NEGATIVE INTEGER WHICH IS LESS THAN OR EQUAL
TO NORD s THE HIGHEST ORDER POLYNOMIAL PROVIDED
BY POLFIT .

NDER - THE NUMBER OF DERIVATIVES TQ B8E EVALUATED. NDER
MAY BE O OR ANY POSITIVE VALUE. IF NDER IS LESS
THAN O, IT WILL BE TREATED AS 0.

X - THE ARGUMENT AT WHICH THE POLYNOMIAL AND ITS
DERIVATIVES ARE TO BE EVALUATED.

A - WORK AND OUTPUT ARRAY CONTAINING VALUES FROM LAST
CALL TO POLFIT .

OUTPUT ==

YFIT — VALUE OF THE FITTING POLYNOMIAL OF ORDER + AT X

.YP - ARRAY CONTAINING THE FIRST THROUGH NDER DERIVATIVES
OF THE POLYNOMIAL OF ORDER L - YP MUST BE
DIMENSIONED AT LEAST NDER IN THE CALLING PROGRAM.

ON ON QN QN ON oN QN ON onN QN QN QN

ok Rk O R R Rk ARk R ok kR R Rk Rk
RER AR E Rk R Rk R R kR R KK
T ok ok ok ok ok ok ok ok ok oK KK
st s ok i okok
SUBROUTINE QN(FOFXsNEQNs X+ MBAND, DISMAXsRELERR,ABSERRyIFLAG,RES,
1 WURK.IWDRK)

WRITTEN BY L. F. SHAMPINE AND M. K. GORDON, 5122

2 e o o ol e e ol o0 o ok o o sl kol e e 0o s el e e ool o ol ol s o o o ol e o ok b ol ol 3 0k o o ol ke ok ol o KRR R kK

ABSTRALT
st ok o oo Ak ol ok o i ok o o KR ok kol e ol ok ke i e ade e el ok o ot sl e ok s ot ok ke ke o ok e ok o e o e e e g ol e e ol ok okl ok ok

SUBROUTINE QN SOLVES A SYSTEM OF NEQN SIMULTANEOUS, NONLINEAR
EQUATIONS IN NEQN UNKNOWNS. THAT IS, IT SOLVES THE PROBLEM F(X) = O
WHERE X IS A VECTOR WITH COMPONENTS X{1)reaasXINEQN) AND F IS A
VECTOR (F NONLINEAR FUNCTIONS F(1l) vsaa F{NEQN) EACH OF THE FORM

FIINEX{1l) yeeas XINEQNY) = 0.0

THE SOLUTION VECTOR X IS LOCATED 8Y A QUASI-NEWTON ITERATION
SCHEME IN WHICH THE EQUATIONS ARE REPEATEDLY LINEARIZED AND SOLVED
UNTIL SUCCESSIVE ITERATES CONVERGE. THE USER SUPPLIES AN INITIAL
GUESS FDR THE SOLUTION AND A REGION ABOUT THAT GUESS KNOWN 1O
CONTAIN THE SOLUTION.

DETAILS OF THE USE OFf THE COOE AND OF THE ALGORITHM ARE FOUND IN
SAND 75-0450.

Rtk e s e ok e oo e ok ok ok otk Kok b skt deokoR ok A0k ko kORkok oK IORE ROk R Kok ROk R ok ok
DECLARATIUNS
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IN THE CALLING PROGRAM THE USER MUST DECLARE FOFX IN AN
EXTERNAL STATEMENT AND DIMENSICN THE ARRAYS X AND DISMAX
AT LEAST NEQNs THE ARRAY WORK AT LEAST 2*NEQN**2+B8%NEQN+4
AND IWORK AT LEAST NEQN+T
e o e e o ok ok e sk o sk sl afe ol ok ol iz kol e e ok ke ek e ksl okl a3 ook ol o e kool ool e oo ol ol e ok o R o ol ok o ok ok ko
ON INPUT THE PARAMETERS IN THE CALL LIST ARE
o o o o e ok o e o o o o 20O sl ol ok e i e ol ol o o ol kol e e o ok ol o il o e ol ol ke e A o o ok o R i ok ok ok o ko
FOFX - EXTERNAL SUBROUTINE OF THE FORM FOFX(X,F) TO
EVALUATE THE EQUATIONS
FOIJOXAL b e XT2) puau o XUINEQN) D=0y T=]1,...¢yNEQN
NEQN - NUMBER OF EQUATIONS TO BE SOLVED. (DIMENSION OF
X AND F IN FOFX)}
X(*) - VECTOR CONTAINING AN INITIAL GUESS FOR THE SOLUTICN
MBAND - THE SYSTEM OF EQUATIDNS IS SAID TO HAVE HALF BAND
WIDTH MBAND IF FOR EACH Fy EQUATION 1 INVOLVES ONLY
THE VARIABLES X(J) WITH ABS(I-J) .LE. MBAND. [IF THERE
15 NO BAND STRUCTURE OR THE STRUCTURE 15 NOT KNOWN,
SET MBAND .GE. NEQN/2
DISMAX{®*} - VECTOR SPECIFYING SIZE OF REGION IN WHICH
SOLUTION IS SOQUGHT. THE I-TH COMPONENT OF THE SOLUTION
MUST BE BETWEEN X(I)-DISMAX{T) AND X(I)+DISMAX(1).
ALL COMPONENTS OF DISMAX MUST BE POSITIVE NUMBERS
RELERRABSERR - RELATIVE AND ABSOLUTE ERROR TOLERANCES
RESPECTIVELY IN THE CONVERGENCE TEST. THE ITERATES ARE
SAID TO HAVE CONVERGED WHEN THE CODE BELIEVES THAT
ABSI{ERROR{I}} oLE. RELERR*ABS(X{I)) + ABSERR
FOR I-l.Z.....NEQN
NOTE THE DANGER OF TAKING ABSERR=0.0 IF ANY SOLUTION
COMPONENT [S ZERQ
IFLAG - INCICATOR FOR STATUS OF COMPUTATION. ON FIRST CALL
SETY IT 10 1
WORK(*) = REAL ARRAY USED FOR INTERNAL STORAGE
IWORK({*) -~ INTEGER ARRAY FOR INTERNAL STORAGE
KRRk kR R R KRR AR RN R KRR KRR AR R AR R ok ok ok o ko R K R o g ek kol ok ok
ON OUTPUT THE ALTERED PARAMETERS ARE
36 e o e sk o e e ol s o e oo ke e o o kol ol sl ol ol e o e sk o o ale ek el ol ke e ook ol e ok e ol e e kool ok ke el ke ok R R Kk
Xt{*) — THE CURRENT APPROXIMATE SDLUTION (ITERATE} :
TFLAG - INDICATOR OF STATUS OF COMPUTATION
= 2 THE ITERATES CONVERGED
= 3 THE RESIDUAL OF THE CURRENT ITERATE IS TEN
ORDERS OF MAGNITUDE SMALLER THAN THAT OF
INITIAL GUESS
TOO MUCH WORK. THE ITERATES APPEAR TO BE
CONVERGING SLOWLY
= 5 TOO MUCH WORK. THE ITERATES DO NOT APPEAR TO BE
CONVERGING. SEE IFLAG=6 FOR POSSIBLE REMEODIES
= & THE ITERATES ARE NCT CONVERGING. POSSIBLE
REASONS ARE
1. A POOR INITIAL GUESS. CHOOSE
ANOTHER INITIAL GUESS
2. A POORLY SCALED PROBLEM. RESCALE
THE INDEPENDENT VARIABLES X AND/QR THE
DEPENDENT VARIABLES F
3. THE ACCURACY REQUESTED 1S NOT POSSIBLE
DUE TO ERROR IN THE FUNCTICON
EVALUATIONS. [INCREASE ERROR
TOLERANCES OR EVALUATE FUNCTIONS
MORE ACCURATELY.
= 7 THE JACOBIAN MATRIX FORMED BY CIFFERENCING
APPEARS SINGULAR., CHOSE ANOTHER INITIAL GUESS,
RESCALEy INCREASE DISMAXs OR REORDER THE
EQUATIONS AND TRY AGAIN
= B8 SUCCESSIVE ITERATES LIE OQUTSIOE THE REGION
SPECIFIED BY DISMAX., CHOOSE ANOTHER INITIAL
GUESS GR INCREASE DISMAX AND TRY AGAIN
= 9 INVALID INPUT., VALID INPUT IS
NEQN .GE. 1
MBAND +.GE. 1
DlSHAX(I’ «GT, Qy l=ll-|.|NEQN
RELERR LGE. O+ ABSERR .GE. 0O+ AND
AMAX1 (RELERR+ABSERR) +GT. O
1 JLE. IFLAG +LF. 8
RES - THE SI2E OF THE RESIDUAL F. (THE LENGTH OF

#
&
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THE VECTOR)

WORK{*} — COMPONENTS 2+34...+NEQN+1 CCONTAIN THE I[TERATE
ASSOCIATED WITH THE SMALLEST RESIDUAL SEEN IN THE
COMPUTATION AND WORK(1) CONTAINS THE SIZE QOF
THAT RESIDUAL. USUALLYs BUT NOT ALWAYS, THESE ARE THE
SAME VALUES AS STOURED IN X AND RES, RESPECTIVELY.

THE USER MAY CONTINUE THE ITERATION PROCESS BY CALLING QN AGAIN WITH
THE QUTPUT VALUES OF X AND IFLAG. THIS IS REASONABLE IN THE CASE
[FLAG=3 WHEN THE SOLUTION RETURNED IS NOT SUFFICIENTLY ACCURATE; 1T
MAY BE REASONABLE WHEN IFLAG=4, WITH ALL REMAINING FLAGS FOR
NON-CONVERGENCE, THE USER SHOULD TAKE THE SUGGESTED ACTION AND

CALL QN AGAIN WITH IFLAG = 1 {(RESTART]).

THE USER HAS THE OPTION OF EXAMINING THE SOLUTION VECTOR AND
RESIDUAL AFTER EACH ITERATION. TO DO S0s HE MUST SUPPLY A
SUBROUTINE NAMED QNCHK OF THE FORM SUBROUTINE QNCHK{X,RE3} WHICH
PRINTS QUT DR OTHERWISE USES THE INFORMATION. FOR EXAMPLE,

SUBROUTINE QNCHK{X,RES)
DIMENSION X{1})
PRINT 1,X,RES

1 FORMAT(...)
RETURN
END

QNC3 GNC3 QNC3 ONC3 QNC3 QNC3 QNC3 QNC3 QNC3
deok e ok ko o ok ok ok kR ok oKk s o oK B 0k ok ok ok
A ok ok ok ok OK kR R R kR R R K
e ek e ek e o ok ok ook o Rk
sk e kel o e
SUBROUTINE QNC3 (FUNsAsB+ERR,ANS,IERR)
ORIGINAL TECHNIQUE WAS ALGODRITHM 182 CACM 6 (1963) 31§
PRESENT VERSION BY R E JONES, SANDIA LABORATORIES
SALIENT FEATURES ~- INTERVAL BISECTION, COMBINED RELATIVE/ABSOLUTE
ERROR CONTROL s ESTYIMATION OF TOTAL QUADRATURE ERRCR, COMPUTED
MAXIMUM REFINEMEMT LEVEL WHEN A [S CLOSE 7O B.

ABSTRACT
QNC3 INTEGRATES REAL FUNCYIONS OF ONE VARIABLE OVER FINITE
INTERVALSs USING AN ADAPTIVE SIMPSONS—RULE (3-POINT NEWTON-
COTESY ALGDRITHM, FOR VALUES OF ERR SMALLER THAN ABOUT 1.0E-&
ONC3 BECOMES RELATIVELY INEFFICIENT AND QNCT OR GAUSS SHOULD
BE USED INSTEAD.

DESCRIPTION UF ARGUMENTS

INPUT=-~-

FUN ~— NAME OF EXTERNAL FUNCTION TO BE INTEGRATED. THIS NAME
MUST BE IN AN EXTERNAL STATEMENT IN THE CALLING PROGRAM.
FUN MUST BE A FUNCTION OF CONE REAL ARGUMENT. THE VALUE
OF THE ARGUMENT TO FUN 1S THE VARIABLE OF INTEGRATION
WwHICH RANGES FROM A TQ 8.

A - LOWER LIMIT OF INTEGRAL

B = UPPER LIMIT OF INTEGRAL {(MAY BE LESS THAN A}

ERR - IS A REQUESTED ERROR TOLERANCE. NORMALLY PICK A VALUE OF
ABS{ERR)+LT.1uE-3., ANS WILL NORMALLY HAVE NG MORE ERROR
THAN ABSIERR} TIMES THE INTEGRAL OF THE AB3SCLUTE VALUE
OF FUN(X}), USUALLY, SMALLER VALUES FOR ERR YIELD
MORE ACCURACY AND REQUIRE MORE FUNCTION EVALUATIGNS.
A NEGATIVE VALUE FOR ERR CAUSES AN ESTIMATE OF THE
ABSOLUTE ERROR IN ANS TO BE RETURNED IN ERR.

OUTPYT-~
FRR - WILL BE AN ESTIMATE OF THE FERROR IN ANS IF THE INPUT
VALUE OF ERR WAS NEGATIVE. THE ESTIMATED ERROR IS SOLELY
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FOR INFORMATION TO THE USER AND SHOULD NCT BE USED AS
A CORRECTICN TO THE COMPUTED INTEGRAL.
ANS -~ COMPUTED VALUE OF INTEGRAL
IERR- A STATUS CODE
--NORMAL CODES
1 ANS MOST LIKELY MEETS REQUESTED ERRGR TOLERANCE,
OR A=8. :
-1 A AND B ARE TOO NEARLY EQUAL TO ALLOW NORMAL
INTEGRATION. ANS IS SET TO ZERQO.
«=ABNORMAL CODE
2 ANS PROBABLY DGES NOY MEET REQUESTED ERROR TOLERANLE.

anc? one? onc? aNC? QNC7 QANC7? QNCT ance7
e s ok e ok ok ok ok Aok ofe sk s o el ok ko ok dkokok sk ok ok ok dok ok
2o e o sk ko e o ol ol ool ok ke oloR dvakok ke ok ko
LT P2 SRS S E RS L]
E2 RIS RS 2
SUBRDUTINE QONC7 {(FUNiA.BsERR,ANS, IERR)
ORIGINAL ROUTINE BY DAVID L. KAHANER, LASL
PRESENT VERSION BY R £ JONES, SANDIA LABORATORIES
SALIENT FEATURES -- INTERVAL BISECTION, COMBINED RELATIVE/ABSOLUTE
ERROR CONTROL, ESTIMATION OF TOTAL QUADRATURE ERRGR, COMPUTED
MAXTMUM REFINEMENT LEVEL WHEN A IS CLOSE TO B.

ABSTRALCT

ONCT INTEGRATES REAL FUNCTIONS OF ONE VARIABLE OVER FINITE
INTERVALS,s USING AN ADAPTIVE 7-POINT NEWTCON-COTES ALGORITHM.
QNCT IS EFFICIENT OVER A WIDE RANGE OF ACCURACIES, BUT QNC3
MAY BE MORE EFFICIENT ON DIFFICULT LOW ACCURACY PROBLEMS,
AND GAUS8 MAY BE MORE EFFICIENT ON HIGH ACCURACY PROBLEMS
{ERR LESS THAN L.0E-8, SAY} OR ON PRGBLEMS INVOLVING VERY
SMODOTH FUNCTIONS.

DESCRIPTION OF ARGUMENTS

INPUT~-~

FUN - NAME OF EXTERNAL FUNCTION TO BE INTEGRATED. THIS NAME
MUST BE IN AN EXTERNAL STATEMENT IN THE CALLING PROGRAM.
FUN MUST BE A FUNCTION OF CNE REAL ARGUMENT. THE VALUE
OF THE ARGUMENT TO FUN IS THE VARIABLE OF INTEGRATION
WHICH RANGES FROM A TD 8.

A - LOWER LIMIT CF INTEGRAL

8 - UPPER LIMIT OF INTEGRAL {MAY BE LESS THAN A}

ERR - IS A REQUESTED ERROR TOLERANCE. NORMALLY PICK A VALUE DF
ABS(ERR).LT.1.E~-3. ANS WILL NORMALLY HAVE NG MORE ERROR
THAN ABS(ERR) TIMES THE INTEGRAL OF THE ABSOLUTE VALUE
OF FUN{X). WUSUALLY, SMALLER VALUES FOR ERR YIELD
MORE ACCURACY AND REQUIRE MORE FUNCTION EVALUATIONS.
A NEGATIVE VALUE FDR ERR CAUSES AN ESTIMATE OF THE
ABSOLUTE ERROR IN ANS TO BE RETURNED IN ERR.

OUTPUYT=-
ERR - WILL BE AN ESTIMATE OF THE ERROR IN ANS IF THE INPUT
VALUE OF ERR WAS NEGATIVE.
ANS - COMPUTED VALUE OF INTEGRAL
IERR- A STATUS CODE
==NORMAL CODES
1 ANS MOST LIKELY MEETS REQUESTED ERROR TOLERANCE,
QR A=8.
=1 A AND 8 ARE TOO NEARLY EQUAL YO ALLOW NORMAL
INTEGRATICON. ANS5S IS5 SET TO ZERD.
--ABNORMAL CODE
2 ANS PROEABLY DOES NOT MEET REQUESTED ERROR TOLERANCE.
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‘SUBROUTINE QPPLOT (X1leY14N1)

TRIVIAL INTERFACE INTO RDUTINE XPPLOT FOR LINE PRINTER
PLOTS OF A SINGLE FUNCTIONe (X1(T},Y1(I}sI=1,4Nl}).

oTpLOT QTPLOT QTPLOY aTPLOT QTPLOT QTPLAT QTPLOT
T T L A e e e T TP F e
EXRERE RNk RNk dok Rk k Rk
R ok e ook Ak ok R ok
ok Ak

SUBROUTINE CTPLOT (X1sY1leN1)

TRIVIAL INTERFACE INTO ROUTINE XPPLOT FOR TELETYPE PLOTS
OF A SINGLE FUNCTION (X1(I)+¥YLU(I)sI=1,N1).

RBND2Z RBND2 RBND2Z RBNDZ RBNDZ RBND2 RBND2 RBRD2
e e ot sk 0 2 o o o o s ol o sk e ok sl ke ol e ol e ok el ook o o ok ok ok '
e 3 % 3k 3 o e ok ol e ke o o e i ke ook 3 ke kol A ok o
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SUBROUTINE RBND2 (NyCOEF yWR Wl ABSERRyRELERR, KLUST ¢KER)
WRITTEN BY CARL 8. BAILEY AND MODIFIED BY WILLIAM R. GAVIN

ABSTRACT

THIS ROUTINE COMPUTES ERROR BOUNDS AND CLUSTER COUNTS

FOR APPROXIMATE ZEROS OF A POLYNCMIAL WITH REAL COEFFICIENTS.
THE ZERDS MAY HAVE BEEN COMPUTED BY ANY APPROPRIATE ROUUTINE.
{FOR EXAMPLE, BY RPQR])

THE METHOD USED 1S5 BASED ON THE FACT THAT THE VALUE OF A
POLYNOMIAL AT ANY POINT IS EQUAL TO THE LEADING COEFFICIENT
TIMES THE PRODUCY OF THE DISTANCES FROM THAT POINT TO EACH
OF THE ZEROES. GIVEN THE VALUE CF THE POLYNOMIAL AT AN
APPROXIMATE ZEROs RBND2 COMPUTES FOR EACH APPROXIMATE ZERD
THE RADIUS OF A CIRCLE ABOUT THAT APPROXIMATE ZERO WHICH
CCNTAINS A TRUE ZERO OF THE PCLYNOMIAL. USING THE KNOWN
DISTRIBUTION OF APPROXIMATE ZERDES+ AN ITERATIVE PRAOCEDURE
IS USED TO SHRINK THE RADII OF THE CIRCLES.

DESCRIPTION OF ARGUMENTS
THE USER MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL LIST
COEF{N#1}+ WR{IN)s WI{N}y ABSERR{N}s RELERR{N)s KLUST(N])

INPUT ~—-
N -~ DEGREE OF THE POLYNOMIAL (NUMBER OF ZEROS]).
COEF — REAL ARRAY OF N+1 COEFFICIENTS IN ORDER OF DESCENDING
POWERS OF Z, I.E.
PUZ) = COEF{LI=1Z*xN) + ,,, + COEF(N)*I + COEF{N+D)
WR - REAL ARRAY OF N REAL PARTS OF APPROXIMATE [ERDS.
Wl - REAL ARRAY CF N IMAGINARY PARTS OF APPROXIMATE ZEROS.
OUTPUT--

ABSERR - REAL ARRAY OF ABSOLUTE ERROR BOUNDS. ABSERR{I} 1S
THE ABSOLUTE ERROR BOUND IN THE ZERDO (WRUI).WI(I}).
RELERR ~ REAL ARRAY (OF RELATIVE ERROR BOUNDS. RELERR{I) IS
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THE RELATIVE ERROR ROUND IN THE ZERO (WR(1),WwI(I}).
KLUST - INTEGER ARRAY OF CLUSTER COUNTS FOR ZERUOS. THE TRUE
TERQ CORRESPONDING TO I-TH APPROXIMATE ZERO LIES IN
A CIRCLE OF RADIUS ABSERR{I}. KLUSTII) IS THE NUMBER
OF CIRCLES INCLUDING THE I-TH CIRCLE WHICH OVERLAP
THE [-TH CIRCLE. THE CLUSTER COUNT OFTEN INDICATES
THE MULTIPLICITY OF A ZERD.
KER - AN ERROR FLAG
-NORMAL CODE
0 MEANS THE BOUNDS AND COUNTS WERE COMPUTED.
~ABNORMAL CODES
1 N (DEGREE) MUST BE +GE. 1
2 LEADING COEFFICIENT 1S ZERC

RDET ROET RDET RDET RCET RDET RDET RDET RDET
AR AR A OR A A K OR A A A AR O KR K K KK
AR HEINER AR AR RN RE TR KK KR REK
# ok ok okokokok ok Rk ok ok ok
e ok ok Ak deok
SUBROUTINE ROET{NCsNyA,DETyKER)
WRITTEN BY CARL B. BAILEY, MAY 1972.

ABSTRACT
ROET EVALUATES THE DETERMINANT OF A REAL MATRIX -a-.
THE MATRIX -A- IS DECOMPOSED BY GAUSSIAN ELIMINATION INTO THE
PRODUCT OF TRIANGULAR FACTORS =~bL- AND -U-. THE DETERMINANT OF
-A- IS COMPUTED THEN AS THE DETERMINANT OF =i{~ TIMES THE
DETERMINANT OF -U=,

RDET SHOULD NOT BE USED TO S0LVE SYSTEMS OF LINEAR ALGEBRAIC
EQUATIONS, SAY BY CRAMER-S RULE. SYSTEMS OF LINEAR ALGEBRAIC
EQUATIONS SHOULG BE SOLVED DIRECTLY USING SAXB DR SAXBI.
RDET CALLS THE ROUTINE RLUD TO PERFORM LU DECOMPOSITION.

REFERENCE .
l. G.E.FORSYTHE AND C.B.MOLER, COMPUTER SOLUTION OF LINEAR
ALGEBRAIC EQUATIONS, PRENTICE-HALL, 1967

DESCRIPTION CF ARGUMENTS
THE USER MUST OIMENSION ALl ARRAYS APPEARING IN THE CALL LIST

ALNDyN)
—= INPUT~-=
ND - THE ACTUAL FIRST DIMENSION OF THE ARRAY -A-,
N ~ NUMBER OF ROWS TN MATRIX =A= (1 «LEs N o+LE. ND)
A ~ AN ARRAY DIMENSIONED WITH EXACTLY -ND- ROWS AND
AT LEAST -N- COLUMNS. THE «N= BY ~N- LEADING
SUBARRAY MUST CONTAIN THE COEFFICIENT MATRIX -A-.
--QUTPUT~~
A - WILL BE DESTROYED DURING EVALUATION OF A DETERMINANT,
DET -~ WILL BE THE DETERMINANT OF -A- UNLESS KER .NE. O.
KER ~ AN ERROR CODE

-=NORMAL CODES
J MEANS NO ERRORS WERE DETECTED

—--ABNORMAL CCDES
1 MEANS ~ND- WAS NOT IN THE RANGE 1 .LE. ND .LE. 325
2 MEANS -N— WAS NOT IN THE RANGE 1 .LE. N JLE. ND.
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RFET RFFT RFFT RFFT RFFT RFFT RFFT RFFT RFET
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10ENT RFFT

SUBROUTINE RFFT{DATA«N}

ABSTRACT

RFFT COMPUTES THE ONE-DIMENSIONAL FAST FOURIER TRANSFGRM OF

REAL DATA OF LENGTH Ny WHERE N IS A POWER OF TWG.

IF N IS A POWER OF TwWO, THE COVPUTATION PERFORMED BY THE CALL,
CALL RFFTIDATAWN}

[S EQUIVALENT TO THAT PERFORMED BY THE CALL.
CALL FCURTRACATAsNe-1,0}

EXCEPYT THAT RFFY IS THREE TO FIVE TIMES FASTER THAN FOURTR.

EXECUTION TIME FOR RFFT 1S5 ABOUT 2.8E-6%N¥LOGZ2(N) SECONDS

ON THE CDC6600. FOR N=1024, THIS IS ABOUT 28 MILLISECONDS.

RFFT IS WRITTEN IN THE CDC6600 ASSEMBLY LANGUAGEs COMPASS.
THUS« IT IS NOT CCONVERTIBLE TG OTHER COMPUTER SYSTEMS.

USERS NEEDING MACHINE INDEPENDENCE SHOULD USE THE
FOURTR/FOURTH/ FOURT PACKAGE (CR OTHER COMPARABLE ROUTINES
AVAILABLE FROM THE MATH LIBRARY PROJECT) INSTEAD OF RFFT/RFFTI.

RFFT COMPUTES ONLY THE NON=REDUNDANT COEFFICIENTS OF THE
OISCRETE FQOURIER TRANSFORM. THAT 1S, IT COMPUTES THE
FOURIER COSINE AND SINE CODEFFICIENTS FOR 0 TO N/2 CYCLES
OVER THE GIVEM TIME [(CR SPACE) INTERVAL. THESE TWO
COEFFICIENTS, FOR THE FREQUENCY OF K CYCLES OVER THE GIVEN
INTERVALs ARE CEFINED AS FOLLOWS=--

N

SUM { DATA(II*CCS(2%PI*(I=1)*K/N} )
=SUM [ DATA{IN*SINIZ2Z*PI*{I-1)%*K/N) }

[=1

Cas COEFIK)
SIN COEFIK}

hH

THESE TWD CDEFFICIENTS ARE RETURNED IN DATA{Z2¥K+l) AND
DATA(2%K+2), RESPECTIVELY, FOR K=0 TO N/2.

THUSs THE ARRAY, DATAs MUST BE DIMENSIGNED AT LEAST
2%(N/2+1) = N+2. COEFFICIENTS FOR FREQUENCIES

FROM N/2+1 TCQ N-1, 1F DESIRED, MAY BE COMPUTED BY THE SIMPLE

RELATIDONS,
COS COEF{N=K} = COos COEF(K)
SIN COEFIN-K) = - SIN COEF(K)

NOTE THAT THE INPUT VALUES MUST COURRESPOND TO EQUALLY
SPACED TIME [OR SPACE} VALUES. NOTE ALSO THAT SIN COEF(Q}
AND SIN COEF{N/2) WILL ALWAYS BE ZERQD.

SEE SUBROUTINE RFFTI FOR THE CCRRESPOUNDING INVERSE TRANSFORM.

DESCRIPTICGN OF ARGUMENTS
THE USER MUST DIMENSION THE ARRAY, DATA(N+2)

INPUT =~~~

DATA = REAL ARRAY WHICH CONTAINS THE DATA TO BE TRANSFORMED.
DATA MUST BE DIMENSI(ONED AT LEAST N+424 THE FIRST N
WORDS CONTAINING THE VALUES TO BE TRANSFORMED.

N - NUMBER OF VALUES TO BE TRANSFORMED. N MUST BE A
POWER OF TWOs AND IT MUST BE IN THE RANGE OF 4 TG
65536=2#%*16, IF N IS NOT A POWER OF TWQ OR IS OUT
OF THE STATEDC RANGE, A FATAL PROGRAM ERROR WILL RESULT.

QUTPUT ==~
DATA = WILL CONTAIN THE COSINE AND SINE COEFFICIENTS FOR
FREQUENCIES 0 TO N/2+ AS DESCRIBED IN THE ABSTRACT.

REFERENCES

{1} R C SINGLETONs #ON COMPUTING THE FAST FOURIER TRANSFORM*,
CCMM, ACM, VOL 10, 1967+ PP 647-654.

(2) LASL LIBRARY ROUTINE LA-F501A, BY B R HUNT.

AUTHOR
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THE DRIGINAL COMPASS VERSION gF THIS CODE WAS WRITTEN
By B R HUNT OF LASL. THIS VERSIGN WAS PREPARED FOR THE
SANOIA MATH LIBRARY BY R E JONES, DIV 2642, APRIL 1975

RFFTI RFFTI RFFTI RFFTL RFFTI RFFTI RFFTI

REERERE RSN RO AR BBk R R R R Rk
M o ok o o K R ok o
HRRERREE SRRk kR kKo
Fstok ok Kok
IDENT RFFTI

SUBROUTINE RFFTI(DATA.N]

ABSTRACT
RFFTI COMPUTES THE ONE-DIMENSIENAL INVERSE FAST FOURIER
TRANSFORMy GIVEN N/2+41 COSINE AND N/2+1 SINE COEFFICIENTS
IN THE FORM RETURNED BY RFFT {OR BY FOURTR, OR BY FOURT, IF
IFORM=0 WAS USED}). WHERE N IS A PCWER OF TWO.

IF N IS A POWER OF TWOy THE CCMPUTATION PERFORMED BY THE CALL»

CALL RFFYI(DATA,N)
IS EQUIVALENT TO THAT PERFORMED BY THE CALL,

CALL FOURTH{DATALN,#1,0}
EXCEPT THAY RFFTYI 1S THREE TG FIVE TIMES FASTER THAN FOURTH.
EXECUTION TIME FOR RFFTI IS ABCUT Z2.9E-6*N%*LOG2(N) SECONDS
ON THE CDC6600, FOR N=1024, THIS IS ABOUT 29 MILLISECONDS.

RFFTI IS WRITTEN IN THE {DC6600 ASSEMBLY LANGUAGE, COMPASS.

THUSy IT IS NOTY READILY CCNVERTIBLE TO OTHER COMPUTER SYSTEMS.

USERS NEEDING MACHINE INDEPENCE SHQULD USE THE
FOURTR/FOURTH/FOURT PACKAGE (OR OTHER CCMPARABLE ROUTINES
AVATLABLE FROM THE LISRARY PROJECT} INSTEAD OF RFFT/RFFTI.

THE CALCULATICN PERFORMED BY RFFTI IS EQUIVALENT
TG THE FOLLCOWING, WHERE THE SUMS ARE FROM I=1 TO I=N/2-1,
AND K=1 TQ N.

RESULTA{K] = DATA(L1)
+ 2¥SUML DATAL2#*1+]1 ) *COS{2*%PI*I*{K~-1)/N) )
= 2*%SUM{ DATALZ2*I+2)}*SIN(2¥PI*]*(K-11/N}) )
+ DATA(N+L }*COS{PI*{K-1)}

THUS, FOR I=0 TC R/2, THE INPUT DATA({2#1+1) AND DATA(2*]+2})

MUST BE THE CDSINE AND SINE COEFFICIENTS FOR THE FREQUENCY OF
I+*0F, WHERE DF IS THE FREQUENCY SPACING.

{NOTE THAT YHE INPUT DATA(2) AND DATA{N¢2) ARE ASSUMED TO = 0.}
RESULT(1) TO RESULT(N}) WILL BE RETURNED IN DATA(l)} TQ DATAIN),

AND DATA(N+1] AND DATA{N+Z) WILL 8E SET TOD ZERO.
RESULT(I) WILL CORRESPOND TO A TIME VALUE OF (1-1}/(N*DF},
FOR I=1 TO N.

NOTE—-- A CALL TO RFFT FOLLOWED BY A CALL TO RFFTT ({(WITH NO
NO OTHER CALCULATIONS DONE IN BETWEEN} WILL RESULT IN
MULTIPLICATION OF THE ORIGINAL DATA BY THE VALUE OF N.
THIS FACTOR OF N MUST BE ACCOUNTED FOR AS APPROPRIATE
IN THE GIVEN APPLICATION.

SEE SUBROUTINE RFFT FOR THE CORRESPONDING FGRWARD TRANSFORM,

DESCRIPTIUN OF ARGUMENTS :
THE USER MUST DIMENSION THE ARRAY, DATA(N+2)

INPUT ==
DATA ~ REAL CR COMPLEX ARRAY CONTAINING THE N/2+1 PAIRS QOF
COEFFICIENTS, IN THE FORM DISCUSSED ABOVE. (I.E.» IN
THE FORM RETURNED BY RFFT,)
N ~ THE NUMBER OF REAL VALUES THAT ARE TO RESULT FRGOM
THE INVERSE TRANSFORM. N MUST BE A POWER OF THWO
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AND 1T MUST BE IN THE RANGE OF 4 TD 65536=2%%]6,
IF N IS NOT A POWER QF TWO CR IT IS OUT OF THE STATED
RANGE, A FATAL PROGRAM ERROR WILL RESULT.

oUTPYT———
DATA - WILL CONTAIN THE REQUESTED INVERSE TRANSFORM IN
DATA(1) TO DATAIN}. DATAIN+1) AND DATAIN+Z} WILL = O,

REFERENCES

(1} R C SINGLETCN, *ON COMPUTING THE FAST FOURIER TRANSFORM*,
COMM, ACM, VOL 10y 1967, PP 647-654.

{2) LASL LIBRARY ROUTINE LA-F502A4 BY B R HUNT.

AUTHOR
THE ORIGINAL COMPASS VERSION OF THIS CODE WAS WRITTEN
BY B R HUNT OF LASL. THIS VERSION WAS PREPARED FOR THE
SANDIA MATH LIBRARY BY R E JONES, DIV 2642y APRIL 1975

RKF RKF RKF RKF RKF RKF RK§F RKF RKF RKF
e ook e o oo o o o 2 B IR RO A o o ok ko o oK ok
e oottt ok R ARk e ok dok ok eokok R R R
R RRR TR kR ROERRE
A kR
SUBROUTINE RKFIF;NEQs+Y ¢ X+ XOP RELERR+ABSERR yIFLAGsMWORK,y [WORK)
FEHLBERG FOURTH-FIFTH DRDER RUNGE-KUTTA METHOD

WRITTEN BY HeA.WATTS AND L.F.SHAMPINE

RKF IS PRIMARILY DESIGNED TO SOLVE NON-STIFF AND MILOLY STIFF
DIFFERENTIAL EQUATIONS WHEN DERIVATIVE EVALUATIONS ARE CHEAP.
RKF SHOULD GENERALLY NOT BE USED WHEN THE USER IS DEMANDING
HIGH ACCURACY. INSTEAD, USE SUBROUTINE ODE , AND FOR STIFF
PROBLEMS USE SUBROUTINE STIFF (AVAILABLE IN MATHZ LIBRARY).

THE CODE ATTEMPTS TO JUDGE WHETHER DR NOT THE GIVEN PROBLEM CAN BE
EFFICIENTLY SOLVED BY RKF. THIS DECISION 1S BASED UPON THE
REQUESTED ACCURACY, THE NUMBER OF DIFFERENTIAL EQUATIONS, AND THE
REAL TIME COST INCURRED IN SOLVING THE PRDBLEM. THE COST
EFFECTIVENESS OF RKF IS ROUGHLY CCMPARED TO THE USE OF ODE.

e 3 A0 K e oK o R o ok ok o o o oK R o o A B R o o o o R Kk K K
ABSTRACT .
AR o O R ok AR R R ok ok 0k i R R o o K o K o K o R R ok ok R o ok ok

SUBROUTINE RKF INTEGRATES A SYSTEM OF NEC FIRST CROER
OROIMARY CIFFERENTIAL EQUATIONS OF THE FORM

DYCUIN/DX = FUXeY(1)a¥{2) ausu yYINEQ))

WHERE THE Y(I} ARE GIVEN AT X .
TYPICALLY THE SUBROUTINE [S USED TO INTEGRATE FROM X TO XOP BUT IT
CAN BE USED AS A ONE-STEP INTEGRATOR TO ADVANCE THE SOLUTICN A
SINGLE STEP IN THE DIRECTION OF XOP. ON RETURN THE PARAMETERS IN
THE CALL LIST ARE SET FOR CONTINUING THE INTEGRATION. THE USER HAS
ONLY TO CALL RKF AGAIN (AND PERHAPS DEFINE A NEW VALUE FDR XOP).
ACTUALLY, RKF IS AN INTERFACING ROUT INE WHICH CALLS SUBROUTINE RKF¥S
FOR THE SOLUTION. RKFS IN TURN CALLS SUBRQUTINE FEHL WHICH
COMPUTES AN APPROXIMATE SOLUTION OVER ONE STEP.

AKF USES THE RUNGE-KUTTA-FEHLBERG {4,5} METHOD DESCRIBED

IN THE REFERENCE

E«FEHLBERG » LOW-CRDER CLASSICAL RUNGE-KUTTA FORMULAS WITH STEPSIZE
CONTROL y NASA TR R-315

THE PARAMETERS REPRESENT-
F -- SUBROUTINE F{X,Y,YP) TO EVALUATE DERIVATIVES YP(I}=DY(I}/DX
NEQ == NUMBER OF EQUATIONS TGO BE INTEGRATED
Y(%) -~ SOLUTICN VECTCR AT X
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X =-— INDEPENDENT VARIABLE

X0P == QUTPUT PDINT AT WHICH SOLUTION [S DESIRED

RELERRyABSERR =~ RELATIVE ANC ABSOLUTE ERROR TOLERANCES FOR LOCAL
ERROR TEST. AT EACH STEP THE CQDE REQUIRES THAT

ABS(LOCAL ERROR) .LE. RELERR*ABS(Y) + ABSERR

FOR EACH COMPONENT OF THE LOCAL ERRDOR AND SGLUTION VECTORS

IFLAG == INCICATCR FOR STATUS OF INTEGRATION

WORK{#*) =~ ARRAY TO HOLD INFORMATION INTERNAL TO RKF WHICH IS
NECESSARY FOR SUBSEQUENT CALLS. MUST BE DIMENSIONED
AT LEAST 3+6%NEQ

IWORK(*) ~- INTEGER ARRAY USED TCO HOLD INFORMATION INTERNAL TO
RKF WHICH IS NECESSARY FOR SUBSEQUENT CALLS. MUST BE
DIMENSIONED AT LEAST ¢

ok Ak oot e ke e ok e a2 o 3 o e o 3k sl el o ok ok afe e e e e o g ol e e o sl ol sk o ik kool e o dfe sk o el e o e ok s e e e ok e ok

FIRST CALL TO RKF
e k00 o o o e R Ak o ok o ok iR ok A R I Aok AR KA R Rk R KRR AR Aok K ko ok ok

THE USER MUST PROVIDE STORAGE IN HIS CALLING PROGRAM FOR THE ARRAYS
IN THE CALL EIST - Y(NEQ) » WORK{3+6%NEQ) » IWORKI(S}
DECLARE F IN AN EXTERNAL STATEMENT, SUPPLY SUBROUTINE F(XsY,YP) AND
INITIALIZE THE FOLLOWING PARAMETERS- ‘

NEQ —-—~ NUMBER OF EQUATIONS TO BE INTEGRATED. (INEQ .GE. 1)

Y{*) == VECTOR OF INITIAL CONDITIONS

X —= STARTING POINT OF INTEGRATION 4 MUST BE A VARIABLE

XOP =-= DBUTPUT POINT AT WHICH SOLUTION IS DESIRED.
X=X0OP 1S ALLOWED ON THE FIRST CALL ONLYs+ IN WHICH CASE RKF
RETURNS WITH IFLAG=2 IF CONTINUATION IS POSSIBLE,.

RELERR,ABSERR == RELATIVE AND ABSOLUTE LOCAL ERROR TOLERANCES
WHICH MUST BE NON=-NEGATIVE BUT MAY BE CONSTANTS. THE CODE
SHOULD NORMALLY NOT BE USED WITH RELATIVE ERROR TOLERANCES
SMALLER THAN ABQUT 1.E-8. TO AVOID LIMITING PRECISION
DIFFICULTIES THE CODE ALWAYS USES THE LARGER OF RELERR
AND REMIN FOR THE INTERNAL RELATIVE ERROR PARAMETER.
REMIN IS A MACHINE DEPENDENT CONSTANT WHICH 1S SET IN A
DATA STATEMENT. (REMIN = 1l.E-~12 FOR CDC6600)

IFLAG == +14~1 INDICATOR TG INITIALIZE THE CODE FOR EACH NEMW
PROBLEM. NORMAL INPUT IS +1. THE USER S$SHOULD SET IFLAG=-1
ONLY WHEN ONE=STEP INTEGRATOR CONTROL IS ESSENTIAL. IN THIS
CASEes RKF ATTEMPTS TD ADVANCE THE SOLUTION A SINGLE STEP
-IN THE DIRECTION OF XOP EACH TIME IT IS CALLED. SINCE THIS
MODE OF OPERATION RESULTS IN EXTRA COMPUTING QVERHEAD, IT
SHOULD BE AVOIDED UNLESS NEEDED.

ok o oA ol ok o o oo o o o o o o o o o ook o R oo R R b ok o sk ok

DUTPUT FROM RKF .
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Y(#%) =« SOLUTION AT X

X == LAST POINY REACHED IN INTEGRATION.

IFLAG = 2 —- INTEGRATION REACHED XOP, INDICATES SUCCESSFUL RETURN

AND IS THE NORMAL MODE FOR CONTINUING INTEGRATION.
==2 == A SINGLE SUCCESSFUL STEP IN THE DIRECTION GF XOP HAS

BEEN TAKEN. NORMAL MODE FOR CONTINUING INTEGRATION

ONE SYEP AT A TIME.

INTEGRATION WAS NOT CDMPLETED BECAUSE MODRE THAN

6000 DERIVATIVE EVALUATIONS WERE NEEDEO. THIS

IS APPROXIMATELY 1000 STEPS.

= 4 -~ INTEGRATION WAS NOT COMPLETED BECAUSE SOLUTION
VANISHED MAKING A PURE RELATIVE ERROR TEST
IMPOSSIBLE. MUST USE NON-ZERO ABSERR TO CONTINUE.
USING THE ONE-STEP INTEGRATION MODE FOR ONE STEP
1S A GOOD WAY TO PROCEED. -

= 5 == INTEGRATION WAS NOT COMPLETED BECAUSE REQUESTED
ACCURACY COULD NOT BE ACHIEVED USING SMALLEST
ALLOWABLE STEPSIZE. USER MUST INCREASE THE ERROR
TOLERANCE BEFORE CONTINUED INTEGRATION CAN BE
ATTEMPTED,

=z 6 == IT 1S LIKELY THAT RKF IS INEFFICIENT FOR SOLVING
THIS PROBLEM. USE SUBROUTINE ODE FOR NON-STIFF
EQUATICONS AND SUBROUTINE STIFF FOR STIFF

"
w

]

|
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DIFFERENTIAL EQUATIONS.
= 7 == INVALID INPUT PARAMETERS {FATAL ERROR UNLESS
OVERRIDDEN BY CALL TD ERXSET}
THIS INDICATOR GCCURS IF ANY OF THE FOLLOWING 1S
SATISFIED - NEQ .LE. O
X=X0P ANO IFLAG .NE. +1 DR -1
RELERR OR ABSERR .LT. Q.
IFLAG .EQ. 0 GR .LT. "2 OR -GT- 7
WORK{* )4 IWORK{*} ~~ INFOGRMATION WHICH IS USUALLY OF NO INTEREST
TG THE USER BUT NECESSARY FOR SUBSEQUENT CALLS.
WORK(1)yeas s WORKINEQ) CONTAIN THE FIRST DERIVATIVES
OF THE SOLUTION VECTOR Y AT X. WORK(NEQ+1) CUNTAINS
THE STEPSIZE H TO BE ATYTEMPTED CN THE NEXY STEP, -
IWORK{1) CONTAINS THE DERIVATEVE EVALUATION COUNTER,

A e o o b e 2 o ok e afe e o e ke ok o ol s e ek sk sk ko ok ok ok ol 3k e s ol et ko ot ol sl o o el ol ok ool o sl ok ok e e koK ok oK ok ok ok ok

SUBSEQUENT CALLS TO RKF
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SUBROUTINE RKF RETURNS WITH ALL INFORMATION NEEDED TO CONTINUE THE
INTEGRATION, IF THE INTEGRATION REACHED XOP,THE USER NEED ONLY
DEFINE A NEW XOP AND CALL RKF AGAIN., IN THE ONE-STEP INTEGRATDR
MOOE (IFLAG=-2) THE USER MUST KEEP IN MIND THAT EACH STEP TAKEN IS
IN THE DIRECTEICON OF THE CURRENT X0P. UPON REACHING XOP {INDICATED
BY CHANGING IFLAG TO 2),THE USER MUST THEN DEFINE A NEW XOP AND
FESET IFLAG 70 =2 TCO CONTINUE [N THE ONE=STEP INTEGRATOR MODE.

IF THE INTEGRATICN WAS NCT COMPLETEC BUT THE USER STILL WANTS TO
CONTINUE (1FLAG=3 CASE}, HE JUST CALLS RKF AGAIN, THE FUNCTIDN
COUNTER IS THEN RESET TO O AND ANOTHER 6000 FUNCTICN EVALUATIONS
ARE ALLOWED.

HOWEVERy IN THE CASE IFLAG=4, THE USER MUST FIRST ALTER THE ERROR
CRITERION TO USE A POSITIVE VALUE OF ABSERR BEFORE INTEGRATION CAN
PROCEED. IF HE DOES NOT.EXECUTION IS TERMINATED.

ALSO+IN THE CASE IFLAG=5, IT 1S NECESSARY FOR THE USER TO RESET
IFLAG TO 2 {OR -2 WHFEN THE ONE-STEP INTEGRATICN MODE IS BEING USED}
AS WELL AS INCREASING EITHER ABSERR,RELERR R BOTH BEFORE THE
INTEGRATION CAN BE CONTINUED. IF THIS 1S NCYT DONE+ EXECUTION WILL
BE TERMINATED. THE OCCURRENCE OF IFLAG=5 INDICAYES A TROUBLE SPOT

( SOLUTION IS CHANGING RAPIDLY,SINGULARITY MAY BE PRESENT) AND IT
OFTEN IS INADVISABLE TC CONTINUE.

IF IFLAG=6 1S ENCOUNTERED, THE USER SHOULD CONSIDER SWITCHING TO
THE ADAMS CODES ODE/STEP,INTRP, IF THE USER INSISTS UPON CONTINUING
THE INTEGRATION WITH RKF¢HE MUST RESET IFLAG 7O 2 (DR =2 WHEN THE
ONE-STEP INTEGRATION MODE 1S BEING USED) BEFORE CALLING RKF AGAIN.
OTHERWISE,EXECUTION WILL BE TERMINATECD.

IF IFLAG=T IS OBTAINED, INTEGRATION CAN NODT BE CONTINUED UNLESS
THE INVALID INPUT PARAMETERS ARE CCRRECTED.

IT SHOULD 8E NOTEC THAY THE ARRAYS WORK, IWORK CONTAIN INFORMATION
REQUIRED FOR SUBSEQUENT INYEGRATION. ACCORDINGLYs WORK AND IWORK
SHOULD NOT BE ALTERED.
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SUBROUTINE RNAA (NDIMyN+A+EVR,EVI,VEC,1ERR}
EISPACK 1S AN EXTENSIVE COLLECTION OF ROUTINES FOR SOLVING
THE ALGEBRAIC EIGENVALUE PROBLEM. THE ORIGINAL ALGOL ROUTINES
WERE WRITTEN BY J, H. WILKINSON, ET.AL.+ AND SUBSEQUENTLY WERE
TRANSLATED TO FORTRAN AND TESTED AT ARGONNE NATIONAL LABORATORY.
THIS INTERFACE TO EISPACK WAS WRITTEN BY W. R. GAVIN,

ABSTRACTY
THIS SUBROUTINE COMPUTES ALL EIGENVALUES AND CORRESPONCING
EIGENVECTORS OF AN ARBITRARY REAL MATRIX.
THE MATRIX IS5 BALANCED 8Y EXACT NORM REDUCING SIMILARITY
TRANSFORMATIONS AND THEN 1S REDUCED TO HESSENBERG FORM BY
ELEMENTARY SIMILARITY TRANSFORMATIONS. THE QR ALGORITHM
IS USED TD COMPUTE THE EIGENSYSTEM DOF THE HESSENBERG FORM.

TO COMPUTE ONLY THE EIGENVALUES OF AN ARBITRARY REAL MATRIX
SEE SUBROUTINE RNAN, FOR EIGENSYSTEMS OF REAL SYMMETRIC
MATRICES SEE SUBROUTINES RSAA AND RSAN. FOR EIGENSYSTEMS OF
COMPLEX MATRICES SEE CHAA, CHAN, CNAA, AND CNAN.

DESCRIPTION OF ARGUMENTS
ON INPUT

NDIM MUST BE THE ROW DIMENSION QOF THE ARRAYS A AND VEC
) IN THE CALLING PROGRAM DIMENSION STATEMENT.

N 1S THE ORDER OF THE MATRIX. N MUST NOT EXCEED NDIM,
N®NDIM MUST NOT EXCEED 50625 = 225%225 = 142701(0CTAL).
N MUST NCOT EXCEED 225. N MAY BE 1.

A AN ARRAY WITH EXACTLY NDIM ROWS AND AT LEAST N COLUMNS.
THE LEADING N BY N SUBARRAY MUST CONTAIN THE ARBITRARY
REAL MATRIX WHOSE EIGENSYSTEM IS TO BE COMPUTED.

ON QUTPUT _
EVR CONTAINS THE REAL PARTS OF THE COMPUTED EIGENVALUES.

EVI CONTAINS THE IMAGINARY PARTS OF THE COMPUTED
EIGENVALUES. THE EIGENVALUES ARE NOT ORODERED
IN ANY WAY, HOMEVER CONJUGATE PAIRS QCCUR
IN ADJACENT PLACES WITH THE EIGENVALUE OF
POSITIVE IMAGINARY PART FIRST.

YEC CONTAINS THE COMPUTED EIGENVECTORS OF A
IN THE COLUMNS OF THE N BY N LEADING SUBARRAY OfF VEC.
IF THE J-TH EIGENVALUE IS REAL, CCLUMN J OF VEC
CONTAINS AN EIGENVECTOR CORRESPONDING TC IT.
IF THE J-TH EIGENVALUE IS COMPLEX WITH POSITIVE
IMAGINARY PART, THEN COLUMNS J AND J+1 OF VEC
CONTAIN THE REAL AND IMAGINARY PARTS RESPECTIVELY
OF A COMPLEX EIGENVECTOR CORRESPONDING TO IT.
IN THIS CASE, OF COURSE, COLUMN J AND THE NEGATIVE
OF COLUMN J+1 OF VEC FORM AN EIGENVECTOR
CORRESPONDING TO THE J+1l-ST EIGENVALUE. .
THE EIGENVECTORS ARE NOT NORMALIZED IN ANY WAY,

LERR 18 A STATUS CODE.
-~NORMAL CODE
0 MEANS THE QR ITERATICONS CONVERGED.
-=ABNORMAL CODES ;
J MEANS THE J=TH EIGENVALUE HAS NOT BEEN FOUND IN
100 1TERATIONS. THE LAST N-J ELEMENTS OF EVR AND EVI
CONTAIN THOSE EIGENVALUES ALREADY FOUND.
NO EIGENVECTORS ARE COMPUTED.
-1 MEANS Ny NOIMy; DR N*NDIM IS OUT OF RANGE.

NOTE— THE ARRAYS A AND VEC MUST BE DISTINCT. A IS DESTROYED.
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SUBROUTINE RNAN (NDIMsNs Ay EVR+EVIs[ERR)
EISPACK IS AN EXTENSIVE COLLECTION OF ROUTINES FOR SOLVING
THE ALGEBRAIC ETGENVALUE PROBLEM. THE ORIGINAL ALGOL ROUTINES
WERE WRITTEN BY J. He WILKINSON, ET.AL.r AND SUBSEQUENTLY WERE
TRANSLATED TO FORTRAN AND TESTED AT ARGONNE NATIONAL LABCORATCRY.
THIS INTERFACE TO EISPACK WAS WRITTEN BY W. R. GAVIN.

ABSTRACT
RNAN COMPUTES ALL THE EIGENVALUES OF AN ARBITRARY REAL MATRIX.
THE MATRIX IS BALANCED BY EXACT NORM REDUCING SIMILARITY
TRANSFORMATIONS AND THEN IS RECUCED TO HESSENBERG FORM BY
ELEMENTARY SIMILARITY TRANSFORMATIONS. THE QR ALGORITHM
1S USED TO COMPUTE THE EIGENSYSTEM OF THE MESSENBERG FORM.

IO COMPUTE ALL EIGENVALUES AND EIGENVECTORS OF AN ARBITRARY REAL
MATRIX SEfF SUBROUTINE RNAA, FOR EIGENSYSTEMS OF REAL SYMMETRIC
MATRICES SEE SUBROUTINES RSAA AND RSAN. FOR EIGENSYSTEMS OF
COMPLEX MATRICES SEE CHAA, CHAN, CNAA, AND CNAN.

DESCRIPTION OF ARGUMENTS
ON INPUT '
NDIM MUST BE THE ROW DIMENSION OF THE ARRAY A IN THE
CALLING PROGRAM DIMENSION STATEMENT.

N IS THE ORDER OF THE MATRIX. N MUST NOY EXCEED NDIM.
N*NDIM MUST NOT EXCEED 102400 = 320%320 =310000{(0CTAL).
N MUST NOT EXCEED 320. N MAY BE 1.

A AN ARRAY WITH EXACTLY NDIM ROWS AND AT LEAST N COLUMNS,
THE LEADING N BY N SUDARRAY MUST CONTAIN THE ARBITRARY
REAL MATRIX WHOSE EIGENVALUES ARE TO BE COMPUTED.

ON CUuTPUT
EVR CONTAINS THE REAL PARTS OF THE COMPUTED EIGENVALUES.

EV] CONTAINS THE IMAGINARY PARTS OF THE COMPUTED
EIGENVALUES. THE EIGENVALUES ARE NOT ORDERED
IN ANY WAY. HOWEVER CONJUGATE PAIRS QCCUR
IN ADJACENT PLACES WITH THE EIGENVALUE OF
POSITIVE IMAGINARY PARTY FIRST.

TERR IS A STATUS €ODE.
--NORMAL CODE
0 MEANS THE QR ITERATIONS CONVERGED.
--ABNORMAL CODES
J MEANS THE J-TH EIGENVALUE HAS NOT BEEN FQUND IN
100 ITERATIONS., THE LAST N-J ELEMENTS QF EVR AND EVI
CONTAIN THOSE EIGENVALUES ALREADY FOUND.
-1 MEANS N, NDIMy OR N*NODIM 1S5 OUT OF RANGE.

A IS DESTROYED.
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SUBROUTINE RPQRINDEG,COEF,WRyWI+IERR)}

THIS ROUTINE IS AN INTERFACE TO AN EIGENVALUE ROUTINE IN EISPACK.

THIS INTERFACE WAS WRITTEN BY WILLIAM R. GAVIN.

ABSTRACT

THIS RQUTINE COMPUTES ALL ROOTS OF A POLYNOMIAL
OF DEGREE TWENTY OR LESS WITH REAL COEFFICIENTS
BY COMPUTING THE EIGENVALUES OF THE COMPANION MATRIX.

DESCRIPTION GF PARAMETERS
THE USER MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL LIST
COEFUINDEG+1), WRINDEG)+ WIINDEG)

INPUT -
NDEG DEGREE COF POLYNOMIAL

COEF ARRAY DF COEFFICTIENTS IN ORDER OF DESCENDING POWERS QF Z.
14E+ COEF{LI®{Z**NDEG) + o.. + COEF(NDEG)*Z+COEFINDEG+])

ouUTPUT-
WR,W1 REAL AND IMAGINARY PARTS OF COMPUTED ROOTS

1ERR QUTPUT ERROR CODE

- NORMAL CDDE
0 MEANS THE ROOTS WERE COMPUTED.

- ABNORMAL CODES
1 MORE THAN 40 QR ITERATIONS ON SOME EIGENVALUE

OF THE COMPANION MATRIX

2 COEFtl) = 0.0
3 NDEG GREATER THAN 20 DR LESS THAN 1}

RSAA RSAA RS AA RSAA RSAA RSAA RS AA RSAA . RSAA
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SUBROUTINE RSAA{NDIM¢N,AsEV,VEC, IERR)
EESPACK IS AN EXTENSIVE COLLECTION OF ROUTINES FCR SOLVING
THE ALGEBRAIC EIGENVALUE PROBLEM. THE ORIGINAL ALGOL ROUTINES
WERE WRITTEN BY Jo. H. WILKINSON, ET.AL.» AND SUBSEQUENTLY MWERE
TRANSLATED TO FORTRAN AND TESTED AT ARGONNE NATIONAL LABQRATORY.
THIS INTERFACE TO EISPACK WAS WRITTEN BY W. Re. GAVIN.

ABSTRALT
THIS SUBRCUTINE COMPUTES ALL THE EIGENVALUES AND AN
DR THONDRMAL SET OF EIGENVECTORS OF A REAL SYMMETRIC MATRIX.
THE SYMMETRIC MATRIX IS REDUCED TO TRIDIAGONAL FORM
BY ORTHOGONAL SIMILARITY TRANSFORMATIONS. QL TRANSFORMATIONS
ARE USED TO FIND THE EIGENSYSTEM OF THE TRIDIAGONAL MATRIX.

TO- COMPUTE ONLY THE EIGENVALUES OF A REAL SYMMETRIC

MATRIX SEE SUBRGUTINE RSAN. FOR EIGENSYSTEMS OF NON-SYMMETRIC
MATRICES SEE SUBROUTINES RNAA AND RNAN. FOR EIGENSYSTEMS OF
COMPLEX MATRICES SEE CHAA, CHANs CNAAy AND CNAN.

DESCRIPTION OF ARGUMENTS
ON INPUT

NDIM MUST BE THE ROW DIMENSION OF THE ARRAYS A AND VEC
IN THE CALLING PROGRAM DIMENSION STATEMENT.

N IS THE ORDER OF THE MATRIX. N MUST NOT EXCEED NDIM.
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N&NOIM MUST NOT EXCEED 50625 = 225%225 = 142701{0CTAL).
N MUST NOT EXCEED 225. N MAY BE i, ’

A AN ARRAY WITH EXACTLY NDIM ROWS AND AT LEAST N COLUMNS.
THE LEADING N BY N SUBARRAY MUST CONTAIN THE REAL
SYMMETRIC MATRIX WHOSE EIGENSYSTEM [S TO B8E COMPUTED,
ONLY THE DIAGONAL AND LOWER TRIANGLE NEED BE OEFINED.

ON OUTPUT
Ev CONTAINS THE EIGENVALUES OF A IN ASCENDING ORDER.

VEC CONTAINS AN ORTHONORMAL SET OF EIGENVECTORS OF A
IN THE COLUMNS OF THE N BY N LEADING SUBARRAY OF VEC,
THE J-TH COLUMN OF VEC CONTAINS AN EIGENVECTOR DOF
LENGTH GNE CORRESPONDING TO THE EIGENVALUE IN
THE J=TH ELEMENT OF EV.

TERR 1S A STATUS CODE.
--NORMAL CODE
0 MEANS THE QL ITERATIONS CONVERGED.
--ABNORMAL CODES
J MEANS THE J-TH EIGENVALUE HAS NCT 8EEN FOUND IN
30 ITERATIONS. THE FIRST J-1 ELEMENTS OF EV CONTAIN
UNORDERED EIGENVALUES. THE FIRST J~1 COLUMNS OF VEC
CONTAIN THE CORRESPONDING EIGENVECTORS.
-1 MEANS N, NDIM, OR N¥*NDIM IS OUT OF RANGE.
NOTE -- THE ARRAYS A AND VEC MAY COINCIOE. If A AND VEC
ARE DISTINCT A IS UNALTERED.

RSAN RSAN RSAN RSAN RSAN K5AN RSAN RS AN
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SUBRCUTINE RSANINDIMyNyA,EVsIERR)
EISPACK IS AN EXTENSIVE COLLECTION OF ROUTINES FOR SOLVING
THE ALGEBRAIC EIGENVALUE PROBLEM. THE ORIGINAL ALGOL RIUTINES
WERE WRITTEN BY J, He WILKINSONy ETeALer AND SUBSEQUENTLY WERE
TRANSLATED TO FORTRAN AND TESTED AT ARGONNE NATIONAL LABORATORY.
THIS INTERFACE TO EISPACK WAS WRITTEN BY W. Re GAVIN.

ABSTRACT
RSAN COMPUTES ALL THE EIGENVALUES OF A REAL SYMMETRILC MATRIX.
THE SYMMETRIC MATRIX IS REDUCED TO TRIDIAGONAL FORM
BY CRTHOGONAL SIMILARITY TRANSFORMATIONS. QL TRANSFORMATIONS
ARE USED TO FIND THE EIGENVALUES OF THE TRIDIAGONAL MATRIX.

TO COMPUTE ALL EIGENVALUES AND EIGENVECTORS OF A REAL SYMMETRIC
MATRIX SEE SUBROUTINE RSAA. FOR EIGENSYSTEMS OF NON-SYMMETRIC
MATRICES SEE SUBROUTINES RNAA AND RNAN. FCR EIGENSYSTEMS OF
COMPLEX MATRICES SEE CHAA, CHAN, CNAA, AND CNAN.

DESCRIPTION OF ARGUMENTS
ON INPUT -

NOIM MUST BE THE ROW DIMENSION OF THE ARRAY A IN THE
CALLING PROGRAM DIMENSION STATEMENT.

N 1S THE DRDER OF THE MATRIX. N MUST NOT EXCEED NDIM.
N*NDIM MUST NOT EXCEED 102400 = 320%320 =310000{({0OCTALJ.
N MUST NOT EXCEED 320. N MAY BE 1,

A AN ARRAY WITH EXACTLY NDIM ROWS AND AT LEAST N COLUMNS.
THE LEADING N BY N SUBARRAY MUST CONTAIN THE REAL
SYMMETRIC MATRIX WHOSE EIGENVALUES ARE TO BE COMPUTED.
ONLY THE DIAGONAL AND LOWER TRIANGLE NEED BE DEFINED.
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ON OUTPUT

EV CONTAINS THE EIGENVALUES OF A IN ASCENDING ORDER.

TERR IS A STATUS CODE.
——-NORMAL CODE
0 MEANS THE QL ITERATIONS CONVERGED.
-=ABNORMAL CODES
J MEANS THE J-TH EIGENVALUE HAS NOT BEEN FOUND IN

30 ITERATIONS. THE FIRST J-1 ELEMENTS OF EV CONTAIN

UNORCERED EIGENVALUES.,
=1 MEANS Ne¢ NDIM, DR N®*NDIM 1S OUT OF RANGE.

A IS UNALTERED IN ITS DIAGONAL AND UPPER TRIANGLE.
ITS LOWER TRIANGLE IS DESTROYED.

RSBND RSBND RSBND RSBND RSBND RSBND
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SUBROUTINE RSBND{(NDIM,NyA,EVVEC+EVIMP,BNDS}

ABSTRACT

THES SUBROUTINE CALCULATES RAYLEIGH QUOTIENT CORRECTIONS
FOR THE COMPUTED EIGENVALUES OF A REAL SYMMETRIC MATRIX
ANG UPPER BOUNDS ON THE ABSOLUTE ERROR GF THE COMPUTED
EIGENSYSTEM. REASONABLE BOUNDS FOR THE EIGENVECTORS ARE
POSSIBLE ONLY WHEN THE EIGENVALUES ARE WELL-SEPARATED.
WHEN THIS 15 NOT THE CASE, NO BOUND IS CALCULATED.

70 COMPUTE ERRCR BCUNDS FOR THE EIGENSYSTEMS OF COMPLEX
HERMITIAN MATRICES, SEE SUBROUTINE CHBND. SIMILAR BOUNDS
FCR REAL NON-SYMMETRIC AND COMPLEX NON-HERMITIAN MATRICES
ARE NOT POSSIBLE.

"DESCRIPTION OF ARGUMENTS

ON INPUT
NOIM MUST BE THE ROW DIMENSION OF ARRAYS A,VEC,BNDS
© IN THE CALLING PROGRAM DIMENSION STATEMENT.
N IS THE ORDER OF THE MATRIX. 1.LE.N.LE.NOIM.
A MUST CONTAIN IN THE LEADING N BY N SUBARRAY
THE REAL SYMMETRIC MATRIX. ONLY THE DIAGONAL
AND LOWER TRIANGLE NEED BE DEFINED.
EV MUST CONTAIN IN THE FIRST N ELEMENTS THE REAL
EIGENVALUES AS COMPUTED, $SAY, BY RSAA,
VEC  MUST CONTAIN IN THE LEADING N BY N SUBARRAY
THE ORTHONCRMAL EIGENVECTORS AS COMPUTED, SAY,
BY RSAA. THE J-TH COLUMN OF VEC MUST CORRESPOND
TO THE J=TH ELEMENT OF EV.
ON QUTPUT
EVIMP CONTAINS DOUBLE PRECISTON CORRECTED EIGENVALUES
(RAYLEIGH QUOTIENTS) IN THE SAME ORDER AS EV.
BNDS  CONTAINS UPPER BOUNDS ON THE ABSOLUTE ERRORS OF
THE COMPUTED ETIGENSYSTEM
BNDS{Jy1} UPPER BOUND ON ABSOLUTE ERROR IN
EVIMP(J) . ,
BNDS{Js2} UPPER BOUND ON L-2 NORM OF ERROR IN
J-TH COMPUTED EIGENVECTOR. THIS

RSBND

QUANTITY IS SET TO -1.0 WHEN EIGENVALUES
ARE TOO CLOSE TO PERMIT A REASONABLE BOUND.

BNDS{Js3} L-2 NORM CGF RESIDUAL ASSOCIATED
WITH EVEJ) AND VEC(*,J).
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FUNCTION RVNORM{RMU,SIG)
WRITTEN BY D.E. AMOS, JULY» 1976.

REFERENCES
SANDT7-0612

HASTINGSCe JR.y APPROXIMATICNS FOR DIGITAL CCMPUTERS,
PRINCETON UNIV. PRESS, PRINCETONs N.J«y 1955.

ABSTRACT

RVNORM COMPUTES A VALUE FOR A NORMAL {RMU+SIG) RANDOM VARTABLE
ON EACH CALL. A VALUE Y OF A UNIFORM RANDOM VARIABLE ON (0O.1)
IS RETURNED FROM FUNCTION RANF. A TABLE OF 96 PERCENT POINTS
FOR A NORMAL (0,1) RANDOM VARIABLE IS LINEARLY INVERPOLATED
FOR RVN WHEN Y IS IN THE CLOSED INTERVAL {(0.02,0.98). FOR

Y OUTSIDE THIS INTERVAL, RVN IS COMPUTED BY A LOW ACCURACY
RATIONAL CHEBYSHEV APPROXIMATION FOR THE INVERSE NORMAL. THEN.

RVNORM = RVN%XSIG + RMU .

THE MAXIMUM EROR OF THE NORMALIZED VARIABLE RVN IS8
APPROXIMATELY 0.37 PERCENT.

CAUTION
D0 NOT REFERENCE RVNORM WITH THE SAME ARGUMENTS MORE THAN
ONCE IN A GIVEN STATEMENT. THE COMPILER MAY INTERPRET THE
RETURN FOR EACH CALL TO BE THE SAME, WHEN DIFFERENT VALUES
ARE EXPECTED BY THE USER.

DESCRIPTION OF ARGUMENTS

INPUT

RMU - MEAN OF THE NORMAL RANDOM VARIABLE :

SIG - STANDARD DEVIATION OF THE NORMAL RANDOM VARIABLE
QUTPUT

RYNORM - VALUE CF NORMAL (RMU,S5IG) RANDOM VARIABLE

ERROR CONCITIONS
© NONE

SAXR SAXB SAX8 S5axs SAxB SAXB SAXB SAXB SAXB
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SUBROUTINE SAXB{NDeNsMyAgBpINITsINsKER)
WRITTEN By CARL B., BAILEY, NOVEMBER 1973.

ABSTRACT
SAXB SOLVES A NONSINGULAR SYSTEM OF REAL LINEAR ALGEBRAIC
EQUATIONS, AX=B.
THE METHOO USED IS GAUSSIAN ELIMINATION (LU DECOMPOSITION
FOLLOWED BY FORWARLD-BACKWARD SUBSTITUTION) WITH IMPLICIT ROW
SCALING AND PARTIAL (ROW) PIVOTING. SAXB IS ESPECIALLY
EFFICIENT FOR SOLVING A SEQUENCE OF SYSTEMS OF EQUATIONS ALL
HAVING THE SAME COEFFICIENT MATRIX -A-. IN SUCH A CASE, THE
tu DECOMPOSITION IS PERFORMED CONLY ON THE FIRST CALL AND THE
LU FACTORS ARE STORED IN —-A-., ON SUBSEQUENT CALLSe FORWARD-
BACKWARD SUBSTITUTION IS PERFORMED IMMEDIATELY ON —~B8- USING
THE PREVIQUSLY COMPUTED LU FACTORS.
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SAX8 CALLS THE ROUTINE RLUD TO PERFORM LU DECOMPOSITION AND
RFBS TO PERFURM FORWARD-BACKWARD SUBSTITUTION.
FCR GREATER ACCURACY AND AN ERROR ESTIMATE USE SAXBI.

REFERENCE

1. G+E.FORSYTHE AND C.B.MOLER, COMPUTER SOLUTION OF LINEAR
ALGEBRAIC EQUATIONS, PRENTICE-HALL, 1967

DESCRIPTION OF ARGUMENTS

THE USER

MUST ODTMENSION ALL ARRAYS APPEARING IN THE CALL LISTY

A{NDyN},y BIND,M), INI(N}
IF M=1 THEN THE DIMENSION OF B MAY BE B(NI}

~=INPUT-——
ND -

INIT

IN -

~=QUTPUT==
A -

IN -

KER -

THE ACTUAL FIRST DIVENSICN OF ARRAYS —A- AND -B-.
(I.E, THE MAXIMUM NUMBER OF EQUATIONS THAT CAN BE
SOLVED USING =A= TC STORE THE COEFFICIENTS.!}

THE NUMBER OFf EQUATIONS TO BE SOLVEDR IN THIS CALL.

(1 .LE. N .LE. ND}

NUMBER OF COLUMNS OF ~B-. {(NORMALLY M=1)}

THE LEADING -N- BY —N~- SUBARRAY OF —A- MUST CONTAIN
THE CDEFFICIENT MATRIX ON THE INITIAL CALL FOR EACH
SEQUENCE OF RELATED SYSTEMS OF EQUATIONS. ({INIT=01}
ON ANY SUBSEQUENT CALL FOR A SYSTEM WITH THE SAME
COEFFICIENT MATRIX BUT CIFFERENT VALUES OF —B=y =A-
MUST CONTAIN THE LU FACTDORS THAT WERE RETURNED IN —A-
ON THE FIRST CALL. (INIT#0)

THE LEADING —-N-~ BY ~M- SUBARRAY OF -B- MUST CONTAIN
THE MATRIX (OR VECTOR) OF CONSTANTS.

IS A FLAG WHICH PROVIDES FOR THE ESPECIALLY EFFICIENT
SOLUTION OF A SEQUENCE OF SYSTEMS OF EQUATIONS HAVING
THE SAME =A- BUT DIFFERENT -B- VECTORS.

ON THE INITIAL CALL FOR A SEQUENCE COF RELATED SYSTEMS
OF EQUATIONS, INIT MUST BE ZERO AND THE ARRAY =A-
MUST CONTAIN THE COEFFICIENT MATRIX =-A-.

IN CRDER TO SOLYE ANY RELATEC SYSTEM EFFICIENTLY

ON ANY SUBSEQUENT CALL FOR A SYSTEM WITH THE SAME
COEFFICIENT MATRIX BUT CIFFERENT VALUES FOR ~B8-,

INTT MUST BE NONZERO AND ~A~ MUST CONTAIN THE LU
FACTORS THAT WERE RETURNED IN —A~ ON THE FIRST CALL.
PROVIDES STORAGE FOR THE ROW INTERCHANGE INDICES.

ON THE INITEAL CALL FOR A SEQUENCE OF RELATED SYSTEMS
OF EQUATIONS, ~IN= IS JUST A WORK ARRAY. ON ANY
SUBSEQUENT CALL FOR A RELATED SYSTEM OF EQUATIONS,
~IN- MUST CONTAIN THE INDICES THAT WERE RETURNED IN

—IN- ON THE FIRST CALL.

THE LEADING =N- BY —N- SUBARRAY WILL CONTAIN L-I+U
WHERE =L- AND ~U- ARE TRIANGULAR FACTORS OF —A=,
~L- IS UNIT LOWER TRIANGULAR, =I=- I5 THE IDENTITY.
{ACTUALLYs IT IS NOT L=-I+4U WHICH 1S STORED IN =-A= BUT
LL=I+U WHERE LL IS A REARRANGEMENT OF ELEMENTS OF L.)
THE LEADING —N- DY —~M= SUBARRAY OF =8= WILL CONTAIN
THE SCLUTICON =X-.
WILL CONTAIN THE ROW INTERCHANGE INDICES COMPUTED
DURING LU DECOMPOSITION. IN(N) WILL CONTAIN
+1 IF AN EVEN NUMBER OF INTERCHANGES WERE PERFORMED,
-} IF AN DODD NUMBER OF INTERCHANGES WERE PERFORMED,
O IF THE MATRIX =A= AND THE FACTOR U ARE SINGULAR,
AN ERROR CODE

—--NORMAL CODES

C MEANS NO ERRORS WERE CETELTED

--ABNORMAL CODES

1 MEANS ~ND- WAS NCT IN THE RANGE 1 «LT. ND .LE. 325
2 MEANS =N~ WAS NOT IN THE RANGE 1 .LE. N LEe. ND.
3 MEANS THE TRIANGULAR FACTOR -U~ OF =A- 1S SINGULAR.

NOTE =-~ AFTER SOLVING A SYSTEM OF ECUATIONS USING SAXB

ONE

CAN EASILY COMPUTE THE DETERMINANT OF -A-,

AT LEAST IN PRINCIPAL. FOR EXAMPLE,

DET = ININI
0D 1 [ =1«N
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1 DET = DET*A{I,I])
HOWEVER, THAT COMPUTATION MAY OFTEN RESULT IN EXPONENTIAL
OVERFLOW OR UNDERFLCW, ESPECIALLY IF THE COEFFICIENTS
IN -A- WERE VERY LARGE OR VERY SMALL.

SAXBI SAXBI SAXBI SAXBY SAXBI SAXBI SAx81 SAXBI
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SUBRCOUTINE SAXBTI(NDyNsMpA B Xs INITsRCoWs INyKER)
WRITTEN BY CARL B. BAILEY, NOVEMBER 1973,

ABSTRACT
SAXBI SOLVES A NONSINGULAR SYSTEM QOF REAL LINEAR ALGEBRAIC
EQUATIONS, AX=B, AND COMPUTES AN ERRDR BOUND FOR THE SOLUTION.
THE METHOD USED 1S GAUSSIAN ELIMINATICON (LU DECOMPOSITION
FOLLOWED BY FORWARD—BACKWARD SUBSTITUTION) WI1TH IMPLICIT ROW
SCALINGs PARTIAL (RCW)} PIVAOTINGy AND ITERATIVE CORRECTIONS.
SAXBI IS ESPECIALLY EFFICIENT FOR SOLVING A SEQUENCE OF
SYSTEMS OF EQUATIONS HAVING THE SAME COEFFICIENT MATRIX =-A-.
IN SUCH A CASEs THE LU DECOMPOSITICN IS PERFORMEL ONLY ON THE
FIRSY CALL AND THE LU FALTORS ARE STORED IN —-W-. ON SUBSEQUENT
CALLSy FORWARC=-BACKWARD SUBSTITUTICON IS PERFQORMED IMMEDTATELY
ON ~8- USING THE PREVIQUSLY COMPUTED LU FACTORS,

SAXBI CALLS THE ROUTINE RLUD TO PERFORM LU DECOMPOSITION, RFA8S
TO PERFORM FORWARD-BACKWARD SUBSTITUTION. AND RIMP TC PERFORM
THE ITERATIVE CORRECTIONS. '

FOR FASTER EXECUTION WITHOUT AN ERROR ESTIMATE USE SAXB.

REFERENCE
l. G.E.FORSYTHE AND C.B.MOLERs COMPUTER SCOLUTICN CF LINEAR
ALGEBRAIC EQUATIONS, PRENTICE-HALL+ 196&7

DESCRIPYTION OF ARGUMENTS
THE USER MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL LIST
A(NDeN)» B(NDyM)y X{NDyM)y W{NDN#1),y ININ)}
IF M=]1 THEN THE DIMENSION OF B AND X MAY BE B{N}, XI{N).

==INPUT=—-

ND - THE ACTUAL FIRST DIMENSION OF =A-y —=B—y =X-4 AND —-W-,
(1.E+« THE MAXIMUM NUMBER DF EQUATIONS THAT CAN BE
SOLVED USING —-A~ TO STORE THE COEFFICIENTS.)

N - THE NUMBER OF EQUATIONS TO BE SQLVED IN THIS Call.
{1 LEs N LE. WD)

M ~ NUMBER OF COLUMNS OF =8- AND =X=, (NORMALLY M=1}

A =~ THE LEADING -N= BY ~N- SUBARRAY OF =A- MUST CONTAIN
THE COEFFICIENT MATRIX ~A-. (FOR ANY VALUE OF INIT)

8 = THE LEADING -N- BY -=M- SUBARRAY OF ~B- MUST CONTAIN
THE MATRIX (OR VECTOR) CF CONSTANTS.,

INIT -~ IS5 A FLAG WHICH PROVIDES FOR THE ESPECTALLY EFFICIENT

SOLUTION OF A SEQUENCE CF SYSTEMS OF EQUATIONS HAVING
THE SAME ~A~ BUT OIFFERENT -B= VE(CTQORS.
ON THE INITIAL CALE FOR A SEQUENCE OF RELATEC SYSTEMS
OF EQUATIONSs INIT MUST BE ZERD.
IN CRDER TO SOLVE ANY RELATEC SYSTEM EFFICIENTLY
ON ANY SUBSEQUENT CALL FCR A SYSTEM WITH THE SAME
COEFFICIENT MATRIX BUT CIFFERENT VALUES FOR -B8-,
INIT MUST BE NONIERO AND —w= MUST CONTAIN THE LU
FACTORS THAT WERE RETURNED IN -W- ON THE FIRST CALL
ANC —IN- MUST CONTAIN THE ROW INTERCHANGE INDICES
THAT WERE RETURNED IN =IN- ON THE FIRST CALL.

L] - PROVILCES STORAGE FOR THE LU FACTORS QF -A-.
[EF INIT IS ZERO, —W= IS JUST A WORK ARRAY. IF INIT
iS5 NCNZERDy —W— MUST CONTAIN THE LU FACTORS THAT WERE
COMPUTED IN THE INITIAL CALL FOR THE MATRIX —-A-.

IN - PROVIDES STORAGE FOR THE ROW INTERCHANGE INDICES.
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ON THE INITIAL CALL FDR A SEQUENCE OF RELATEC SYSTEMS
OF EQUATIONSs =IN= 1S5 JUST A WORK ARRAY. ON ANY
SUBSEQUENT CALL FOR A RELAYED SYSTEM OF EQUATIONS,
—IN- MUST CONTAIN THE INDICES THAT WERE RETURNED IN
~IN- ON THE FIRST CALL.

-~ QUTPYT--
X - THE LEADING ~N- BY =M~ SUBARRAY OF -X- WILL CONTAIN
THE SOLUTION.
RC - WILL BE THE RATIO OF THE MAXIMUM NORM OF THE FIRST

CORRECTION TO THE MAXIMUM NORM OF THE INITIAL
APPROXIMATE SOLUTION. THE CONDITION NUMBER OF —-A-
AND ERROR BOUNDS FOR THE COMPUTED SCOLUTION ARE
RELATED TQ -RC-. A SMALL VALUE FOR —-RC—~ INDICATES
A WELL—CONDITIONED SYSTEM AND SMALL UNCERTAINTIES
IN THE SOLUTION. A LARGE VALUE FOR —~RC- INCICATES
AN ILL-CCNDITIONED SYSTEM AND LARGE UNCERTAINTIES
IN THE SOLUTION.
THE LEADING <N~ BY —N- SUBARRAY WILL CONTAIN L-1+U
WHERE =L= AND =U= ARE TRIANGULAR FACTORS OF =A=,
=L- 1S UNIT LOWER TRIANGULAR, AND ~I- 1S TOENTITY.
(ACTUALLY, IT IS NOT L-I+U WHICH IS STORED IN -A- BUT
LL—-TI+4U WHERE LL IS A REARRANGEMENT OF ELEMENTS OF L.)
THE N+1ST COLUMN CONTAINS THE LAST CORRECTICN TO -X-.
IF INIT +EQ. Oy LU FACTORS OF -A- WILL BE COMPUTED
AND STORED IN -W—-.
KER -~ AN ERROR CODE

" ==NORMAL COODES

0 MEANS NO ERRORS WERE CETECTED

=-=ABNORMAL CCODES
MEANS ~ND~ WAS NOT IN THE RANGE 1 .LT. ND .LE. 225
MEANS =N~ WAS NOT IN THE RANGE 1 +LE«. N .LE. ND.
MEANS THE TRIANGULAR FACTOR =U=~ OF <A~ IS SINGULAR.
MEANS -A- 15 TOO ILL-CONDITIONED FOR ITERATIVE
IMPROVEMENT TO BE EFFECTIVE.

x
]
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NOTE -—- AFTER SOLVING A SYSTEM OF EQUATIONS USING SAXBI
ONE CAN EASILY COMPUTE THE CETERMINANT OF —-A-,
AT LEAST IN PRINCIPAL. FOR EXAMPLE.
DET = IN{(N)
00 1 1 =1«N
1 DET = DET*W(I,I}
HOWEVER, THAT COMPUTATION MAY OFTEN RESULT IN EXPONENTIAL
OVERFLOW OR UNDERFLOWs ESPECIALLY IF THE COEFFICIENTS
IN ~A- WERE VERY LARGE OR VERY SMALL.

SICONT SICONT SICONT SICONT SICONT STCONT SICONT
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SUBROUTINE SICONT (LeUoNNeWyFleFICO,F1SI,FUNCT,1ERR)

SICONT WAS ORIGINALLY PROGRAMMED BY A R [ACOLETTI IN. MARCH, 1966.
R E JONES MODIFIEC SICONT SOMEWHAT AND PREPARED IT FOR INCLUSIDN
IN THE MATHEMATICAL LIBRARY IN MAY 1968.

ABSTRACT
SICONT CALCULATES THE INTEGRAL OVER (L. U) OF F(XI*COS{wW*X} AND
FIX)*SINIW=X) USING TABULATED DATA OR A FUNCTION SUBPROGRAM
FOR EYALUATION ODF THE FUMNCTION F.
(L [S FLOATING POINT.)

DISCUSSION ON CALLING SEQUENCE
SICONT HAS TwWO MODES CF OPERATION, AS FOLLOWS —---

I1F NN 1S5 A POSITIVEs EVEN INTEGER, THEN SICONT EXPECTS F1 TO BE AN
ARRAY OF NN#1 EQUALLY SPACED VALUES OF THE FUNCTION Fl. THAT IS,
FI MUST CONTAIN FL(X) FOR X = Ly L+(U=LI/NNy L42%{U-L)/NNy o0s o
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L+INN-L)*(U=L)/NNy Us SICONT USES THESE VALUES TO APPROXIMATE

THE INTEGRALS OF F1{X)*COS{WxX) AND FL(X)}*SIN{W*X]) OVER THE INTER-
vaL (LsU}. THE ANSWERS APPEAR IN F1C0 AND F1SI RESPECTIVELY.

FUNCT IS5 A DUMMY PARAMETER IN THIS CASE.

IF NN IS A NEGATIVE, EVEN INTEGER, THEN FUNCT MUST BE THE NAME OF
AN EXTERNAL FUNCTION SUBPROGRAM. (THIS NAME MUST APPEAR IN AN
EXTERNAL STYATEMENT IN THE CALLING PROGRAM),., SICONT APPRUOXIMATES
THE INTEGRALS OF FUNCT(X)*CDS{W*X) AND FUNCT{X)I*SIN{wW*X) OVER THE
INTERVAL 1L,U) BY EVALUATING FUNCT AT THE POINTS LISTED IN THE
ABOVE PARAGRAPH, STORING THESE VALUES IN THE ARRAY Fl, AND POR-
CEEOING A5 EIN THE PREVIOUS CASE. NOTE THAT F1 MUST BE DIMENSIONED
AT LEAST NN+1 IN THIS CASE ALSO.

IERR WILL NCGRMALLY BE RETURNED EQUAL TO 1.
IF NN IS NOT EVEN, IERR WILL BE SET EQUAL TO 2.

METHOC USED IN THE INTEGRATION ---

THE FUNCTICNAL VALUES IN F1 ARE FITTED

BY SUCCESSIVE MOVING ARC PARABOLAS, AND THE RESULTING
PCLYNOMIAL*SINUSOI DAL EXPRESSIONS ARE EVALUATED IN CLOSE FORM.
BY COMPUTING PASIC COEFFICIENTS DURING THE INITIAL PHASE THESE
CALCULATIONS REDUCE TO SUMMATIONS WITH CONCURRENT EVALUATION
OF TRIGONQMETRIC FACTORS BY RECURRENCE RELATIONS.

DOUBLE PRECISION ARITHMETIC IS USED FOR CERTAIN

CALCULATIONS TO PREVENT LOSS OF SIGNIFICANCE.

SIMIN SIMIN SIMIN SIMIN SIMIN SIMIN SIMIN
e ko ok ok ok kol K ek ok ok ok ok Rk kK ok
KA R AR AAR R AR R RS AK R Rk K
ook okt ko Rk ko kKo
L LR R R R

SUBROUTINE SIMIN (F4K+EPS+ANS»SeNEV,ICONT.Y}

ORIGINAL ROUTINE BY L F SHAMPINE, AS OESCRIBED IN REF.1 BELOW.
PREPARATION FOR MATH LIBRARY BY R E JONES.

ABSTRACT
SIEMIN FINDS AN APPROXIMNATE MINIMUM OF A REAL FUNCTION OF K
VARIABLES, GIVEN AN INITIAL ESTIMAYE OF THE POSITION OF THE
MINIMUM, THE STIMPLEX METHOD IS USED. SEE REFERENCE 1 BELOW
FOR A FULL EXPLANATION OF THIS METHOD. BRIEFLY, A SET OF
K+l POINTS IN K-DIMENSIONAL SPACE IS CALLED A SIMPLEX.
THE MINIMIZATION PROCESS ITERATES BY REPLACING THE POINT
WITH THE LARGEST FUNCTION VALUE BY A NEW PCINT WITH A
SMALLER FUNCTION VALUE. ITERATION CONTINUES UNTIL ALL THE
POINTS CLUSTER SUFFICIENTLY CLOSE 70 A MINIMUM.

REFERENCES
l. L F SHAMPINEs A ROUTINE FOR UNCONSTRAINED OPTIMIZATION,
5C-TM-72130 OR SC-RR-T720657
2, J A NELDER ANC R MEAD, A SIMPLEX METHOD FOR FUNCTION
MINIMIZATION, COMPUTER JOURNAL, T7(1965) 308-313

DESCRIPTION OF PARAMETERS
= INPUYT ==

F = NAME OF FUNCTIGON OF K VARIABLES TO 8E MINIMIZED.
(THIS NAME MUST APPEAR IN AN EXTERNAL STATEMENT.)
FORM OF YHE CALLING SEQUENCE MUST BE FUNCTION F(X)4
WHERE X IS AN ARRAY QF K VARIABLES.

K - THE NUMBER OF VARIABLES. X MUST BE AT LEAST 2.
NORMALLY K SHOULD BE LESS THAN ABOUT 10, AS SIMIN
BECOMES LESS EFFECTIVE FOR LARGER VALUES OF K.

EPS- THE CCNVERGENCE CRITERION. LET YAVG BE THE AVERAGE
VALUE OF THE FUNCTION F AT THE K+l POINTS OF THE
SIMPLEX, AND LET R BE THEIR STANDARD ERROR. (THAT 1S,
THE ROOT-MEAN-SQUARE OF THE SET OF VALUES (Y(I}=YAVG].
WHERE Y{I) IS THE FUNCTION VALUE AT THE I-TH PQOINT OF
THE SIMPLEX.} THEN--
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IF EPS.GT.0, CONVERGENCE 1S OBTAINED [F R.LE.EPS,

IF EPS.LT.0y CONVERGENCE IS IF RJLE.ABSIEPS*YAVG).

1F EPS=0Q, THE PRUCESS WILL NCT CONVERGE BUT INSTEAD WILL
QUIT WHEN NEV FUNCTION EVALUATIONS HAVE BEEN USEO.

AN ARRAY OF LENGTH K CONTAINING A GUESS FOR THE LOCATION
OF A MINIMUM OF F.

A SCALE PARAMETER, WHICH MAY BE A SIMPLE VARIABLE OR AN
ARRAY OF LENGTH K. USE OF AN ARRAY IS SIGNALLED BY
SETTING S(1} NEGATIVE.

-SIMPLE VARIABLE CASE. HERE S IS THE LENGTH OF EACH
SIDE OF THE INITIAL SIMPLEX. THUS, THE INITIAL SEARCH
RANGE 1S THE SAME FOR ALL THE VARIABLES.

=ARRAY CASE. HERE THE LENGTH OF SIDE I OF THE INITIAL
SIMPLEX IS ABS(S(I)). THYS, THE INITIAL SEARCH RANGE
MAY BE OIFFERENT FOR OIFFERENT VARIABLES.

NOTE-~ THE VALUE(S) USED FOR S ARE NOT VERY CRITICAL.
ANY REASONABLE GUESS SHOULD DO O.K.

THE MAXIMUM NUMBER OF FUNCTION EVALUATIONS TO BE USED.
{THE ACTUAL NUMBER USED MAY EXCEED THIS SLIGHTLY SO THE
LAST SEARCH ITERATION MAY BE COMPLETED.)

ICONT - ICONT SHOULD BE ZERO ON ANY CALL TO SIMIN WHICH

IS NOT A CONTINUATION OF A PREVIOUS CALL.

I[F ICONT=1 THE PROBLEM WILL BE CONTINUED. IN THIS

CASE THE WORK ARRAY Y MUST BE THE SAME ARRAY THAT WAS
USED IN THE CALL THAT IS BEING CONTINUED (AND THE VALUES
IN IT MUST BE UNCHANGED). THE REASON FOR THIS IS THAT
IF ICONT=1 THEN THE ARGUMENT S IS IGNORED AND THE SIMPLEX
AND RELATED FUNCTION VALUES THAT WERE STORED IN ARRAY Y
DURING A PREVIOUS EXECUTION ARE USED TO CONTINUE THAT
PREVIOUS PRUOBLEM.

A WORK ARRAY CONTAINING AT LEAST K#K + 5%K + 1 WORDS.

IF ICONT=1 THIS MUST BE THE SAME ARRAY USED IN THE CALL
THAT 1S BEING CONTINUED.

--oUuTPUT~~

ANS-
s -

NEV-

ANS WILL CONTAIN THE LDCATION OF THE POINT WITH THE
SMALLEST VALUE OF THE FUNCTION THAT WAS FOUND.

IN THE SIMPLE VARIABLE CASE 5 WILL BE RETURNED AS THE
AVERAGE DISTANCE FROM THE VERTICES TO THE CENTROID OF
THE SIMPLEX.

IN THE ARRAY CASE S{]) WILL BE RETURNED AS THE AVERAGE
DISTANCE IN THE I-TH DIMENSION OF VERTICES FROM

THE CENTROID. (S(1) WILL BE NEGATED.)

NOTE-- THE VALUE(S) RETURNED IN S ARE USEFUL FOR
ASSESSING THE FLATNESS OF THE FUNCTION NEAR THE
MINIMUM, THE LARGER THE VALUE OF S (FOR A GIVEN

VALUE CF EPS)y THE FLATTER THE FUNCT ION.

NEV WILL BE THE COUNT OF THE ACTUAL NUMBER OF FUNCTION
EVALUATJONS USED.

WILL CONTAIN ALL DATA NEEDED TO CONT INUE THE MINIMIZATIGN
SEARCH EFFICIENTLY IN A SUBSEQUENT CALL.

NOTE —= THE FIRST K+1 ELEMENTS OF Y WILL CONTAIN THE
FUNCTION VALUES AT THE x4l POINTS OF THE LATEST SIMPLEX.
THE NEXT K*{K+l} ELEMENTS OF Y WILL BE THE K+1 POINTS
OF THE SIMPLEX (IN EXACT CORRESPONDENSE TO THE ARRAY

P DISCUSSED IN REFERENCE !} ABOVE). THE REMAINING 3*K
WORDS ARE TEMPORARY WORKING STORAGE ONLY.
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SINH SINH SINH SINH S INH SINH SINH SINH SINH
R ook sk ook ok ok ok ook okoR R ok dolok kR oK $okdkok &
kR ok Rk R kKRR Aok kR koK
e dotok b ko dOR Kok ROk Rkokok
ok Kok ook ok
FUNCTION SINH{X)
WRITTEN BY CARL B. BAILEY, NOVEMBER 1971

ABSTRACT

SINH EVALUATES THE HYPERBOLIC SINE FUNCTION, THAT 15,
SINHEX) = (EXP(X) - EXP(-X)) / 2

FOR ABS(X) .LE. 0.5 AN ECONOMIZED POLYNOMIAL IS USED WHICH

¥YIELDS AN ERROR OF NC MORE THAN ONE BIT IN OBSERVED TESTS.

FOR ABS{X) .GT. 0.5 THE DEFINITION IN TERMS OF EXPONENTIALS
[S USED WHICH YIELDS AN ACCURACY COMPARABLE TO THE ACCURACY
OF THE EXPONENTIAL ROUTINE.

DESCRIPTION OF ARGUMENT
X = ANY REAL VALUE FOR WHICH EXP(ABS({X)) IS REPRESENTABLE.

MO0 SMO0 SMOD SMOD SMOD SMOO SMDQ 5MDO SMao
e e o e e ot ok 3 oo e ol ook ook ok e o o e b ok ke e kol ke e ke e ook ok
st e 2k o a2k e e e s b ook ok ook ok o ol ok Rk oK ok k
e ol X 3 v o ok ok i ok ol ok ok ofe s ok ok
wdk kR kkEk

SUBROUTINE SMOO(N#+XeYsDY9SeAsByCoDeRyRI+R2+sT+T1oUsVysIERR)
CONVERSION FROM THE ALGCL BY RONDALL E JONES .

REFERENCE —-= NUMERISHE MATHEMATIK 10,:77-183 (19671 C H REINSCH

ABSTRACT

SMOO FITS A SMDOTH SPLINE THROUGH A GIVEN SET OF DATA POINTS
BY MINIMIZING THE INTEGRAL OF THE SECOND DERIVATIVE SQUARED,
SUBJECT TO THE CONSTRAINT THAT

N

SuUM [ (RUIDI=Y(I})}/DY(I) )*%2 ,LE. S

I=1
(WHERE R(I} [S THE URDINATE OF THE SMOOTH SPLINE AT X(1).)
SMOO RETURNS THE VALUES OF THE SPLINE FUNCTION, R,
ITS FIRST DERIVATIVE, Rl, AND ITS SECOND DERIVATIVE, R2,
EVALUATED AT THE ABSCISSAS OF THE GIVEN DATA POINTS.
THE RESULTING SPLINEs DEFINED BY THE ARRAYS X, R+ AND R2,
MAY THEN BE INTERPOLATED {(IF DESIRED) USING SPLINT.
FOR AN EXACT SPLINE FIT SEE SUBRCUTINE SPLIFT.

DESCRIPTION OF ARGUMENTS

INPUT ARGUMENTS -~

N — NUMBER OF DATA VALUES (AT LEAST 3)

X «~ ABSCISSA ARRAY (INCREASING ORDER)

Y -~ ORDINATE ARRAY

DY ~ ARRAY QF ERROR ESTIMATES, DY(I) SHOUULO BE AN ESTIMATE
OF THE ERROR (ACTUALLY, THE STANDARD DEVIATION} IN Y{I).
THUS, THE UNITS DF DY ARE THE SAME AS THE UNITS OF Y.
LARGER VALUES OF DY(I) ALLOW A LOOSER, SMODTHER FIT,
SMALLER VALUES OF DY¢I) CAUSE A TIGHTER FIT. SETTING
DY{1)=Q AT ALL POINTS RESULTS IN AN EXACT FIT.{SEE SPLIFT)
BY APPROPRIATELY ADJUSTING DY({I} AT EACH POINT, THE SPLINE
CAN BE MADE TIGHT AT CRITICAL POINTS AND LODSE AT GTHERS.

5 = SHOULD NORMALLY = N. (NOTE-- 5 IS FLOATING POINT - DONT
USE N DIRECTLY FOR S.] IF YQU WISH TQ TIGHTEN OR LOOSEN
THE SPLINE FIT BY MULTIPLYING EACH ELEMENT OF DY BY
SOME FACTOR F, YOU MAY ALTERNATIVELY SIMpPLY MULTIPLY
S BY Fxx%x2,

DUTPUT ARGUMENTS -—--

L¢ByCyD -~ CUBIC BFTWEEN XI(IJ AND X{I+L} IS
ACT) + BOI)*H + CUI)*H**2 + D[] }*H%*%3
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WHERE H IS CESIRED ABSCISSA MINUS X(1).
R = ARRAY JF SMOOTH SPLINE VALUES
R1 = ARRAY OF SMOOTH SPLINE DERIVATIVES
R2 - ARRAY QF SMOCTH SPLINE SECOND DERIVATIVES
ToTlyUsV - WORK ARRAYS
IERR- A STATUS CODE
-=NORMAL CODE
=] MEANS THE REQUESTED SPLINE WAS COMPUTED.
-=ABNORMAL CODE
=2 MEANS EITHER N 15 LESS THAN 3, OR S IS5 NEGATIVE,
OR THE X-AXIS VALUES ARE MISORDERED.

XeYeDYsAyB+CoeD MUST BE DIMENSIONED AT LEAST N
ReR14R2,T+T1,4UyV MUST BE DIMENSION AT LEAST N+2

THE ORIGINAL N1 WAS FIXED AT 1 TO AVOID WASTED WORK ARRAY SPACE
THE ORIGINAL N2 IS CALLEC N HERE

ALL WORK ARRAY INDICES ARE 1 LARGER THAN IN THE ALGOL.

TO AVOID A ZERQ SUBSCRIPT.

SGDS 500S SoDS seos $00s s0Ds saps 508§
wk kR ook Rk kR kR ok ok Rk kR Kk
T T T T TP PP PR P PR P
g kokokkkkok ok kR Rk
T TR
SUBROUTINE SODSUA.X4BsNEQsNUKsNRDA, IFLAGyWORK s INORK}

SODS SOLVES THE OVERDETERMINED SYSTEM OF LINEAR EQUATIONS A X = 8,

WHERE A 1S NEQ BY NUK AND NEQ .GE. NUK. [F RANK A = NUK,

X 1S THE UNIQUE LEAST SQUARES SOLUTION VECTOR. THAT 15,
R{LI*%2 + ,..44 + RINEQ)%*2 = MINIMUM

WHERE R IS THE RESIDUAL VECTOR R =8B - A X.

IF RANK A LT, NUK , THE LEAST SQUARES SOLUTION OF MINIMAL

LENGTH CAN BE PROVIDED.

SODS IS AN INTERFACING ROUTINE WHICH CALLS SUBRDUTINE LSS0DS

FOR THE SOLUTION. LSSODS IN TURN CALLS SUBROUTINE ORTHOL AND

POSSIBLY SUBROUTINE OHTROR FOR THE DECOMPOSITION OF A BY

ORTHOGONAL TRANSFORMATIONS. IN THE PROCESS,DRTHOL CALLS UPON

SUBROUTINE CSCALE FOR SCALING.

WRITTEN BY H.A. WATTS , DRG. 2642 , SANDIA LABORATORIES

REFERENCES
G.GOLUBy NUMERICAL METHODS FOR SOLVING LINEAR LEAST SQUARES
PROBLEMSy NUMER. MATH.yV.TsPP.206+H-2164+1965,
P. BUSINGER AND G. GOLUB, LINEAR LEAST SQUARES SGLUTIONS BY
HOUSEHOLDER TRANSFORMATIONSyNUMER. MATH. ¢V.TPP.269-27641965.

Ho A< WATTS,SOLVING LINEAR LEAST SQUARES PROBLEMS USING
SODS/SUDS/COLS 4 SANDIA REPORT SANDTT-0683

EREEE KRR KRR EEREEERREREERERREE R RS RREERRERR KRR Rk R kR kR

1
L2 230

NPUT
KREREERERR R REAR A R ARE AR R KRR RN ERRRE RN R ARk Rk R

A =— CONTAINS THE MATRIX OF NEQ EQUATIONS IN NUK UNKNOWNS AND MUST
BE DIMENSIONED NRDA BY NUK. THE ORIGINAL A IS5 DESTROYED
X =-= SOLUTICN ARRAY OF LENGTH AT LEAST NUK .
B == GIVEN CONSTANT VECTOR OF LENGTH NEQ, B IS DESTROYED
NEQ ~— NUMBER 0OFf EQUATICNS, NEQ GREATER OR EQUAL TD 1
NUK =- NUMBER CF COLUMNS IN THE MATRIX (WHICH IS ALSO THE NUMBER
OF UNKNOWNS) s NUK NOT LARGER THAN NEQ
NADA == ROW CIMENSION OF A, NRDA GREATER OR EQUAL TO NEQ
IFLAG =~ STATUS INCICATGR
=0 FOR THE FIRST CALL (AND FOR EACH NEW PROBLEM DEFINED BY
A NEW MATRIX A) WHEN THE MATRIX DATA [S TREATED AS EXACY
==K FOR THE FIRST CALL (AND FOR EACH NEW PROBLEM DEFINED BY
A NEW MATRIX A} WHEN THE MATRIX DATA IS ASSUMED TO BE
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ACCURATE TO ABOUT K DIGITS
=] FOR SUBSEQUENT CALLS WHENEVER THE MATRIX A HAS ALREADY
BEEN DECOMPOSED (PROBLEMS WITH NEW VECTORS B BUT
SAME MATRIX A CAN BE HANDLED EFFICIENTLY}
WORK(*), TWORK{*} -~ ARRAYS FOR STORAGE OF INTERNAL INFORMATION,
WORK MUST BE OIMENSIONED AT LEAST 2 + S5*NUK
IWORK MUST BE DIMENS IONED AT LEAST NUK+2
IWORK{2} —=- SCALING INDICATOR
=-1 IF THE MATRIX A IS5 TC BE PRE-SCALED 8Y
COLUMNS WHEN APPROPRIATE
IF THE SCALING INOICATOR [$ NOT EQUAL TO -1
NC SCALING WILL BE ATTEMPTED
FOR MOST PROBLEMS SCALING WILL PROBABLY NOT Bf NECESSARY

e 3 e e e oo ofe e sk of s ok ok K o sk o 0k 0o o ok B ok sk ek ok age otk e kol K a3 e i ko ke ol i e ol ok ke ok ok ok ok ok ok
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IFLAG == STATUS INDICATGOR
=1 IF SOLUTIOCN WAS OBTAINED
=2 IF IMPROPER INPUT IS DETECTED
[EXECUTION TERMINATES UNLESS A PRIOR CALL TO
ERXSET WAS MADE]
=3 IF RANK OF MATRIX IS5 LESS THAN NUK
IF THE MINIMAL LENGTH LEAST SQUARES SOLUTION IS
DESIRED, SIMPLY RESET IFLAG=1 AND CALL THE CODE AGAIN
(THE USER MUST MAKE A PRIOR CALL TO THE ERXSET
ROUTINE IF THIS RETURN IS5 TO BE NONFATAL WHEN
THE INPUT MODE IFLAG=Q IS USED. THIS IS NOT
NECESSARY WHEN THE INPUT MODE IFLAG=-K IS USED.)
X == LEAST SQUARES SOLUTION OF A X = 8B
A ~~ CONTAINS THE STRICTLY UPPER TRIANGULAR FART OF THE REDUCED
MATRIX AND THE TRANSFORMATION INFORMATION
WORK (%} IWORK{*) —-— CONTAINS INFORMATION NEEDED ON SUBSEQUENT
CALLS (IFLAG=1 CASE ON INPUT) WHICH MUST NOT
BE ALTERED
WORK (1) CONTAINS THE EUCLIDEAN NORM QOF
THE RESIDUAL VECTOR
WORK(2) CONTAINS THE EUCLIDEAN NCRM OF
THE SOLUTION VECTOR
TWORK{1l) CONTAINS THE NUMERICALLY DETERMINED
RANK OF THE MATRIX A

e e o e ok o o 0 Rk i ke ol e ol sk Ak e ol o e o e e ok e e ol sk o el ak ol e ol e e e ol e e ok ek kel ok sk
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SUBROUTINE SOSNLE(FNC NEQXsRER2AERy [FLG 1 WsNHWD)

WRITTEN BY H.AJKATTS ‘
APPLIED MATHEMATICS DIVISION 2642
SANDIA LABORATORIES, ALBUQUERQUE.NEW MEXICO

ABSTRACT

SOSNLE SOLVES A SYSTEM OF NEQ SIMULTANEDOUS NONLINEAR EQUATIONS.
THE ALGORITHM IS BASED ON AN ITERATIVE METHOD WHICH IS A
VARIATION OF NEWTONS METHOD USING GAUSSIAN ELIMINATION

IN A MANNER SIMILAR TO THE GAUSS-SEIDEL PROCESS. CONVERGENCE

IS ROUGHLY QUADRATIC. ALL PARTIAL DERIVATIVES REQUIRED BY

THE ALGCRITHM ARE APPROXIMATED BY FIRST CIFFERENCE QUOTIENTS.

ACTUALLY,SOSNLE IS MERELY AN INTERFACING ROUTINE FOR
CALLING SUBROUTINE SNLEQS WHICH EMBODIES THE SOLUTION
ALGUORITHM, THE PURPOSE OF THIS IS TO ADD GREATER
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FLEXIBILITY AND EASE OF USE FOR THE PROSPECTIVE USER.

SNLEQS CALLS THE ACCOMPANYING ROUTINE BACSCL WHICH SOLVES A
TRIANGULAR LINEAR SYSTEM BY BACK=SUBSTITUTION.

THE USER MUST SUPPLY A FUNCTION SUBPROGRAM WHICH EVALUATES THE
K~TH EQUATIGN ONLY (K SPECIFIED 8Y SNLEQS} FOR EACH CALL
TO THE SUBPROGRAM.

SOSNLE REPRESENTS AN IMPLEMENTATION OF THE MATHEMATICAL ALGORITHM
DESCRIBED IN THE REFERENCES BELOW.
REFERENCES
le KoMJBROWNCALGORITHM 316,C0MMoALC.M. yVOL.1041967,PPT28=729.
2+ Ko.M.BROWNsA QUADRATICALLY CCNVERGENT NEWTON-LIKE METHQOD
BASED UPON GAUSSIAN ELIMINATION:SIAM J,NUMJANAL.,VOL 651969,
PP560-569. ‘
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A MACHINE DEPENDENT CONSTANT URG APPEARS IN A DATA STATEMENT
IN THE SUBROUTINE SNLEQS.

THIS SHDULD BE APPROXIMATELY THE COMPUTER UNIT-ROUNDOFF VALUE.
THAT 1S, SET URD TO THE VALUE OF THE SMALLEST POSITIVE NUMBER
SUCH THAT L1.04URQO .GT. 1.0 i

THE DESIGNATED COMPUTER OUTPUT TAPE UNIT NUMBER ALSD APPEARS
IN A DATA STATEMENT.SEE THE IFLG INPUT DESCRIPTION.

o ook 3 e ol o 5 ol ko ol o sl o ool o i o ok Kok ko o g e o ok B g ok ol b o e ol ok ek o Kook sl ok oo ol ok o ok ok ok

-INPUT-

FNC ~NAME OF THE FUNCTICON PROGRAM WHICH EVALUATES THE EQUATIONS.
THIS NAME MUST BE IN A EXTERNAL STATEMENT IN THE CALLING
PROGRAM. THE USER MUST SUPPLY FNC IN THE FORM FNC{X4K)
WHERE X 1S THE SOLUTION VECTOR {WHICH MUST BE DIMENSIONED
IN FNC) AND FNC RETURNS THE VALUE OF THE K-TH FUNCTION.

NEQ -NUMBER CF EQUATIONS TO BE SOLVED.

X ~SOLUTION VECTOR. INITIAL GUESSES MUST BE SUPPLIED.

RER ~RELATIVE ERROR TOLERANCE USED IN THE CONVERGENCE CRITERIA.
EACH SOLUTICN COMPONENT X{1) IS CHECKED BY AN ACCURALY
REQUIREMENT OF ABS{X(I)-XOLD(I)) .LE. RE*ABS(X{I))+AER,
WHERE XOLD{1) REPRESENTS THE PREVIOUS ITERATION VALUE AND
RE=MAXIRER,URD}s URO IS THE MACHINE UNIT-ROUNDOFF VALUE.

AER —ABSOLUTE ERROR TOLERANCE USED IN THE CONVERGENCE CRITERIA
IF THE USER SUSPECTS SOME SOLUTION COMPONENT MAY BE ZERO,HE
SHOULD SET AER TC AN APPROPRIATE (DEPENDS ON THE SCALE OF
THE REMAINING VARIABLES) POSITIVE VALUE FOR BETTER
EFFICIENCY OF THE ROUTINE.

IFLG-ON INPUTs IT IS USED AS AN INTERNAL PRINTING PARAMETER.
YOU MUST SET IFLG==1 IF YOU WANT THE INTERMEDIATE
SOLUTION ITERATES TO BE PRINTED. ANY OTHER VALUE WILL NOT
CAUSE PRINTING OF THE SUCCESSIVE SOLUTICN APPROXIMATIONS.
[T MAY BE NECESSARY TO ALTER THE FORMAT STATEMENT
TO CONFORM TO YOUR PARTICULAR MACHINE. ALSG,IT MAY BE
NECESSARY TO ALTER THE OUTPUT TAPE UNIT NUMBER SPECIFIED
BY A DATA STATEMENT IN SNLEQS.

WORK~A WORK ARRAY USED INTERNALLY BY SNLEQS. SOSNLE SPLITS ue
 WORK INTO 8 SUB-ARRAYS FOR LODCAL STORAGE USE BY
SNLEQS. ONE OF THESE IS USED THERE AS AN INTEGER
ARRAY AND MAY CAUSE PROBLEMS WITH SOME COMPILERS.

IF THIS [S THE CASE+ADD THE DECLARATION CARD REAL 15
IN SNLEQS.

NWD ~-DIMENSION OF THE WORK ARRAY. NWD MUST BE AT LEAST

T*NEQ+NEQ*{NEQ+11)/2

-QUTPUT-

X ~SOLUTICN VECTCOR.
IFLG=STATUS INDICATOR
0 MEANS SATISFACTORY CONVERGENCE TO A SOLUTION WAS ACHIEVED.
EACH SCOLUTICN COMPONENT X{I) SATISFIES THE ERRDR
TOLERANCE TEST ABSU{X(I)-XOLD{1)) <LE. RE*ABS(X(I))}+AER.
THIS REPRESENTS NORMAL TERMINATION.
} MEANS PROCEDURE CONVERGED TO A SGLUTION SUCH THAT ALL
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RESIDUALS ARE ZERU.THE SITUATION FOR IFLG=0 ALSO HOLDS
SINCE THE SOLUTION INCREMENT -15 ZEROLTHIS IS FREQUENTLY
ASSOCIATED WITH IiLL-CONDITIONED ROOTS SHOWING THE EFFECT
OF LIMITING PRECISION IN THE COMPUTATION OF FNC{X).

2 MEANS POSSIBLE NUMERICAL CONVERGENCE.BEHAVIOR INDICATES
LIMITING PRECISION CALCULATIONS AS A RESULT OF USER ASKING
FCR TOO MUCH ACCURACY QR ELSE CONVERGENCE [5 VERY SLOW.
RESIDUAL NORMS AND SOLUTICN INCREMENT NORMS HAVE
REMAINED ROUGHLY CONSTANT OVER NSRRC CONSECUTIVE
ITERATIONS. (SOSNLE SETS NSRRC=5.}

3 MEANS THE ALLOWABLE NUMBER OF ITERATICNS HAS BEEN MET
WITHOUT OBTAINING A SOLUTION TO THE SPECIFIED ACCURACY,.
VERY S1L.0OW CONVERGENCE 1S INDICATED.

[SOSNLE SETS THE MAXIMUM NUMBER OF ITERATIGNS MXIT=100}

4 MEANS THE ALLOWABLE NUMBER OF ITERATIONS HAS BEEN MET.
ITERATIVE PROCESS MAY NOT BE CONVERGING SINCE THE FIRST
SGLUTION INCREMENT NDRM, FOLLOWING THE ATTAINMENT OF
MINIMUM RESIDUAL NORM,EXCEEDS THE PREVIOUS SOLUTION
INCREMENT NORM BY A FACTOR OF 10. A LOCAL MINIMUM MAY
HAVE BEEN ENCOUNTERED.

5 MEANS THAT THE ITERATIVE SCHEME APPEARS TU BE LIVERGING.
RESIDUAL NORMS AND SOLUTION INCREMENT NORMS MAVE
INCREASED OVER NSRI CONSECUTIVE ITERATIONS. {SOSNLE
SETS NSRI=5.}

& MEANS THAT A JACOBIAN-RELATED MATRIX WAS SINGULAR,
PROCESS CANNOT BE CONTINUED.

7 MEANS IMPRDPER INPUT PARAMETERS.

*xx [FLG SHOULD BE EXAMINED AFTER EACH CaALL 7O ok

*%%k SOSNLE WITH THE APPROPRIATE ACTION BEING TAKEN, *x*

SPLIFT SPLIFT SPLIFT SPLIFT SPLIFT SPLIFT
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SUBROUTINE SPLIFT {XsYyYP+YPPoNyWsTERRsISX+AL Bl 4ANsBN)
WRITTEN BY RONDALL E. JONES

ABSTRACT

SPLIFT FITS AN INTERPOLATING CUBIC SPLINE TO THE N DATA POINTS
GIVEN IN X AND Y AND RETURNS THE FIRST AND SECOND DERIVATIVES
IN YP AND YPP. THE RESULTING SPLINE (DEFINED BY Xs Y, AND
YPP) AND ITS FIRST AND SECOND DERIVATIVES MAY THEN BE
EVALUATED USING SPLINT. THE SPLINE MAY BE INTEGRATED USING
SPLIQ. FOR A SMOQTHING SPLINE FIT SEE SUBROUTINE 3MGO.

DESCRIPTION OF ARGUMENTS

THE USER MUST DIMENSION AtL ARRAYS APPEARING IN THE CALL LIST»
EuaGe X{Nbs Y(N)y YPIN}s YPP{N), W(3N)

~=INPUT-=
X = ARRAY OF ABSCISSAS OF DATA (IN INCREASING ORDER)
Y - ARRAY OF ORDINATES OF DATA
N - THE NUMBER OF DATA POINTS. THE ARRAYS X, Y, YP, AND

YPP MUST BE DIMENSIONED AT LEAST No (N .GE. 4)

ISX - MUST BE ZERD ON THE INITIAL CALL TO SPLIFT.
IF A SPLINE IS TO BE FITTED TO A SECOND SET OF DATA
THAT HAS THE SAME SET OF ABSCISSAS AS A PREVIOUS SET,
AND IF THE CONTENTS OF W HAVE NOT BEEN CHANGED SINCE
THAT PREVIOUS FIT WAS COMPUTED, THEN ISX MAY BE
SET TO ONE FOR FASTER EXECUTION.

Al4Bl,AN+BN = SPECIFY THE END CONDITIONS FOR THE SPLINE WHICH
ARE EXPRESSFD AS CONSTRAINTS ON THE SECOND DERIVATIVE
OF THE SPLINE AT THE END POINTS (SEE YPP).
THE END CONDITION CONSTRAINTS ARE

YPP{L} = Al*YPP(2) + 81
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AND
YPPIN) = ANX*YPP(N-1) + BN

WHERE
ABS{AL).LT« 1.0 AND ABS{AN}.LT. 1.0.

THE SMOCTHEST SPLINE (1.E., LEAST INTEGRAL OF SQUARE
OF SECDND DERIVATIVE) IS OBTAINED BY Al=Bl=AN=BN=0.

IN THIS CASE THERE IS5 AN INFLECTION AT x{(1) AND XIN).
IF THE DATA IS TO BE EXTRAPOLATED (SAY, BY USING SPLINT
TO EVALUATE THE SPLINE DUTSIDE THE RANGE X(1) TO XU{N)},
THEN TAKING Al=AN=0,5 AND Bi=8N=Q MAY YIELD BETTER
RESULTS. IN THIS CASE THERE IS AN INFLECTION

AT X{1) - (X{2)=X(1)) AND AT XIN) + (X{N}=-X{N-1)}.

IN THE MORE GENERAL CASE DF Al=AN=A AND B81=8N=0,

THERE IS AN INFLECTION AT X{1l}) = (X(2)=-XI[1))*A/(1.0-A}
AND AT XIN) + {(XIN)-X{N-1)}*A/{1.0-A).

A SPLINE THAT HAS A GIVEN FIRST DERIVATIVE YPL AT X({1)
AND YPN AT Y{(N) MAY BE DEFINED B8Y USING THE
FOLLOWING CONCITIONS.

Al==0.5

Bl= 3,0*0{Y(21=-¥{1M/{X(2)=X(1))-YPLI/{XL2)-X(1)}
AN==0,5
BN==3,0%{{Y{N)=YIN=1) ) Z{XINI=X{N=-1) )=-¥PN)/{X{N}-X(N-1})

==0UTPUT-~

YP - ARRAY OF FIRST DERIVATIVES OF SPLINE (AT THE X{I1))
YPP = ARRAY OF SECOND DERIVATIVES OF SPLINE (AT THE X{E)}
IERR - A STATUS CODE
~~NORMAL CODE
1 MEANS THAT THE REQUESTED SPLINE WAS COMPUTED.
——ABNODRMAL CODES
2 MEANS THAT Ny THE NUMBER OF POINTS, WAS JLT. 4.
3 MEANS THE ABSCISSAS WERE NOT STRICTLY INCREASING.

~=WORK~—
L — ARRAY OF WORKING STORAGE OIMENSTONED AT LEAST 3N.

SPLINT SPLINT SPLINT SPLINT , SPLINT SPLINT SPLINT
s e ook e ok ok e ol ke o e ke o g ok ol e 0k ok ok e o ook sk de ek ok dokok Rk
o o o e e o e ok e ol e o e e o e ok sl ofe oo ke ok ke ok
A Aok dofeok ol el ook ok ok kk
***t***#*f
SUBROUTINE SPLINT {XsYsYPPoN¢XI+YI+YPI4YPPI,NI,KERR)
WRITTEN B8Y RONDALL E. JONES

ABSTRACT

SPLINT EVALUATES A CUBIC SPLINE AND ITS FIRST AND SECOND
DERIVATIVES AT THE ABSCISSAS IN XI. THE SPLINE (WHICH
IS DEFINED BY X, Y, AND YPP) MAY HAVE BEEN DETERMINED BY
SPLIFT QR SMOD OR ANY OTHER SPLINE FITTING ROUTINE THAT
PROVIDES SECOND DERIVATIVES.

DESCRIPTION QOF ARGUMENTS

THE USER MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL L1ST,.
EsGo  XIN)sy YIN)s YPPUNIy XI{NI)y YI(NI), YPI(NI},y YPPIL(NI)

== [NPUT=--

X - ARRAY OF ABSCISSAS {IN INCREASING CRDER) THAT DEFINE THE
SPLINE. USUALLY X IS THE SAME AS X IN SPLIFT CR SMOO.



102

Y - ARRAY CF ORDINATES THAT DEFINE THE SPLINE. USUALLY ¥ 1S
THE SAME AS Y IN SPLIFT OR AS R IN SMOD.

YPP - ARRAY OF SECOND DERIVATIVES THAT DEFINE THE SPLINE.
USUALLY YPP IS THE SAME AS YPP IN SPLIFT OR R2 IN SMOO.

N = THE NUMBER OF DATA POINTS THAT DEFINE THE SPLINE,
THE ARRAYS X Ys AND YPP MUST BE DIMENSIONED AT LEAST N.
N MUST BE GREATER THAN OR EQUAL TO 2.

X1 = THE ABSCISSA OR ARRAY OF ABSCISSAS {IN ARBITRARY ORDER]}
AT WHICH THE SPLINE 1S TQ BE EVALUATED.
EACH XI(K) THAT LIES BETMEEN X(1) AND X{IN) IS A CASE QF
INTERPOLATION. EACH XI{K) THAT DOES NOT LIE BETWEEN
X{L) AND X{(N} ES A CASE DF EXTRAPGLATION. BDTH CASES
ARE ALLOWED. SEE DESCRIPTION OF KERR.

NI - THE NUMBER OF ABSCISSAS AT WHICH THE SPLINE IS TO BE
EVALUATED. [IF NI IS GREATER THAN 1. THEN XI, YI, YPI,
AND YPPI MUST BE ARRAYS DIMENSIONED 27 LEAST NIi.
NI MUST BE GREATER THAN OR EQUAL TO 1.

-—QUTPUT—

YI - ARRAY OF VALUES OF THE SPLINE (ORDINATES) AT XlI.
YPI - ARRAY OF VALUES NF THE FIRST OERIVATIVE COF SPLINE AT XI.
YPPI- ARRAY OF VALUES OF SECOND CERIVATIVES OF SPLINE AT X1.
KERR- A STATUS CUODE
--NORMAL CODES
1 MEANS THAT THE SPLINE WAS EVALUATED AT EACH ABSCISSA
IN X1 USING ONL Y INTERPOLATION.
2 MEANS THAT THE SPLINE WAS EVALUATED AT EACH ABSCISSA
IN XI, BUT AT LEAST ONE EXTRAPOLATION WAS PERFORMED.
-~ ABNORMAL CODE
3 MEANS THAT THE REQUESTEC NUMBER OF EVALUATIONS, NI,
WAS NOT POSITIVE.

SPLIQ SPLIQ sPLIQ SPLIQ SPLIQ SPLIQ SPLIQ SPLIQ
Ao ok R A oK R R ol o ol o Ak ok
MR T AR K o ok O oo R R R o
DY PRI T e Tt U
RN R
SUBROUTINE SPLIQUXsY o YPoYPPoeNyXLO XUPLNUP,ANS, IERR}
THIS ROUTINE WAS WRITTEN BY M. K. GORDON

ABSTRACY

SUBROUTINE SPLIQ INTEGRATES A CUBIC SPLINE {GENERAYED BY
SPLIFT, SMOO, ETC.)} ON THE INTERVALS (XLOsXUP(I)}, WHERE XUupP
15 A SEQUENCE OF UPPER LIMITS ON THE INTERVALS OF INTEGRATION.
THE ONLY RESTRICTICNS ON XLO AND XUP (%} ARE

XLO .iT. XupPtl1),

XUPII) .LE. XUP(I+1) FOR EACH I .
ENOPOINTS BEYOND THE SPAN OF ABSCISSAS ARE ALLOWED.
THE SPLINE OVER THE INTERVAL (X{I1),X(I+1)} ES REGARDED
AS A CUBIC POLYNOMIAL EXPANCED ABOUT X({I) AND IS INTEGRATED
ANALYTICALLY.

DESCRIPTION OF ARGUMENTS
THE USER MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL LIST,
EeGs X{N)s Y{NIy YP{N), YPP(N)y XUP{NUP), ANS{NUP)

==INPUT=-

X - ARRAY OF ABSCISSAS (IN INCREASING CGRDER)} THAT DEFINE THE
SPLINE. USUALLY X IS5 THE SAME AS X IN SPLIFT OR SMOO.
Y ~ ARRAY CF ORDINATES THAT DEFINE THE SPLINE. USUALLY Y IS

THE SAME AS Y IN SPLIFT OR AS R IN SMOG.
Ye - ARRAY OF FIRSY DERIVATIVES OF THE SPLINE AT ABSCISSAS.
USUALLY YP IS THE SAME AS YP IN SPLIFT OR Rl IN SMOC.
YPP = ARRAY OF SECOND DERIVATIVES THAT DEFINE THE SPLINE.
USUALLY YPP IS THE SAME AS YPP IN SPLIFT OR R2 IN SMOO.
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N - THE NUMBER OF DATA POINTS THAT DEFINE THE SPLINE,

XLGo LEFT ENDPOINT OF INTEGRATIDN INTERVALS.

Xup RIGHT ENDPCINT OR ARRAY OF RIGHT ENDPOINTS OF
INTEGRATION INTERVALS [N ASCENDING ORDER.

NUP - THE NUMBER OF RIGHT ENDPOINTS. [IF NUP IS5 GREATER THAN
1, THEN XUP AND ANS MUST BE DIMENSIONED AT LEAST NUP.

--0UTPUT--

ANS —-— ARRAY OF INTEGRAL VALUES, THAT 15,
ANS{1) = INTEGRAL FROM XLO TO XUP{I}
IERR == ERROR STATLUS
= 1 INTEGRATICON SUCCESSFUL
= 2 IMPROPER INPUT = N.LT.4 OR NUP.LT.1
= 3 [MPROPER INPUT - ABSCISSAS NOT IN
STRICTLY ASCENDING ORDER
4 IMPROPER INPUT —~ RIGHT ENDPOLNTS XUP NOT
IN ASCENDING ORODER
5 IMPROPER INPUT — XLOLGT.Xup{l)
6 INTEGRATION SUCCESSFUL BUT AT LEAST ONE ENDPOINT
NOT WITHIN SPAN OF ABSCISSAS
*% NCTE. ERRCHK PROCESSES CIAGNOGSYICS FOR CODES 2,344,45.

SSORT SSORT SSORY SSORT SSORT $SORT SSORT SSORT
PRI E R b AL AL R PR L AR ES S SR 222 L2 L £
Rk KRR RN KRR ARk R AR TRk
EARKRAERSRARRAKE R Rkk
Rk AR Rk
SUBROUTINE SSORT{X:YsN,KFLAG!
WRITTEN BY RONDALL E JONES
MODIFIED BY JOHN A. WISNIEWSKI TO USE THE SINGLETON QUICKSORT
ALGORITHM. DATE 18 NOVEMBER 1976.

ABSTRACT
SSORT SORTS ARRAY X AND OPTIONALLY MAKES THE SAME
INTERCHANGES IN ARRAY Y, THE ARRAY X MAY BFE SORTED IN
INCREASING ORDER OR DECREASING ORDER. A SLIGHTLY MODIFIED
QUICKSORT ALGORITHM IS USED.

REFERENCE
SINGLETONsR.C.s» ALGORITHM 347, AN EFFICIENY ALGORITHM FOR
SORTING WITH MINIMAL STORAGE, CACM+12(3),1969,185=7.

DESCRIPTION OF PARAMETERS

X = ARRAY OF VALUES TO BE SORTED tUSUALLY ABSCISSAS)

Y — ARRAY TO BE (CPTIONALLY) CARRIED ALONG

N - NUMBER OF VALUES IN ARRAY X TO BE SORTED

KFLAG - CCNTROL PARAMETER
=2 MEANS SCRT X IN INCREASING CGRDER AND CARRY ¥ ALONG.
=1 MFEANS SORT X IN INCREASING QRDER (IGNORING Y)
==] MEANS SORT X IN CECREASING QRDER (IGNORING Y}
==2 MEANS SORT X IN DECREASING ORDER AND CARRY Y ALONG.
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STEP1 STEPL STEPL STEP] STEP) STEP) STEP] STEPY
o e 200 o o e o o o 3 3 o i ol o e S ol ol e s e o o e o o e K skl Rk
bk k bk kR ko hk ko
ok e s e e ol ke e e s e e ol e o ok ko
ok ok kokk

SUBROUTINE STEPLLFsNEQNeYo Xy He EPSoWT+ START,
1 HOLD Ko KOLDCRASH.PHIZP,YP,,PS1,

2 ALPHAZBETA,SIGeVeWeGsPHASE)Y ¢NS,NORND}
WRITTEN BY L. F. SEAMPINE AND M. XK. GORDON

ABSTRACT

SUBROUTINE STEP1 IS NCORMALLY USED INDIRECTLY THROUGH SUBROUTINE
0ObE . BECAUSE OQODE SUFFICES FOR MOST PROBLEMS AND 1S5 MUCH EASIER
YO USE, USING IT SHQULD BE CONSIOERED BEFORE USING STEP1 ALONE.

SUBROUTINE STEP1 INTEGRATES A SYSTEM OF NEQN FIRST ORDER ORDINAR
DIFFERENTIAL EQUATICNS ONE STEP, NORMALLY FROM X TO X#H, USING A
MOOTFIED DIVIDED DIFFERENCE FORM OF THE ADAMS PECE FORMULAS. LODCAL
EXTRAPOLATION IS USED TG IMPROVE ABSOLUTE STABILITY AND ACCURACY.
THE COOE ADJUSTS ITS CRDER AND STEP SIZE TO CONTROL THE LOCAL ERROR
PER UNIT STEP IN A GENERALIZED SENSE. SPECIAL DEVICES ARE INCLUDED
TO CONTRCL ROUNDOFF ERROR AND TO DETECT WHEN THE USER IS5 REQUESTING
TOO MUCH ACCURACY.

THIS CODE IS COMPLETELY EXPLAINED AND DOCUMENTED IN THE TEXT,
COMPUTER SOLUTICN OF ORDINARY CIFFERENTIAL EQUATIONS: THE INITIAL
VALUE PROBLEM BY L. £, SHAMPINE AND M. K. GORDON,

THE PARAMETERS REPRESENT:
F —— SUBROUTINE TOU EVALUATE DERIVAYIVES
NEQN == NUMBER OF EQUATIONS TD BE INTEGRATED
Y{%x) == SOLUTICN VECTOR AT X
X == INDEPENDENT VARIABLE
H —= APPROPRIATE STEP SIZE FDR NEXT STEP. NORMALLY DETERMINED B8Y
CODE
EPS -~ LOCAL ERRGR TOLERANCE
WT(*}) -— VECTOR OF WEIGHTS FOR ERROR CRITERION
START -- LOGICAL VARIABLE SET .TRUE. FOR FIRST STEPs .FALSE.
OTHERWISE
HOLD =~ STEP SIZE USED FOR LAST SUCCESSFUL STEP
K -- APPROPRIATE CRDER FOR NEXT STEP (DETERMINEO BY CODE}
KOLH == CRDER USEC FOR LAST SUCCESSFUL STEP
CRASH —- LOGICAL VARIABLE SET .TRUE. WHEN NO STEP CAN BE TAKEN,
«FALSE. OTHERWISE.
YP{*) == DERIVATIVE OF SOLUTION VECTCR AT X AFTER SUCCESSFUL
STEp
THE ARRAYS PHI+ PSE ARE REQUIRED FOR THE INTERPOLATION SUBROUTINE
INTRP o+ THE ARRAY P 1S INTERNAL TO THE CCDE. THE REMAINING NINE
VARIABLES AND ARRAYS ARE INCLUOED IN THE CALL LIST CNLY TO ELIMINATE
LOCAL RETENTICN OF VARIAELES BETWEEN CALLS.

INPUT TC STEPIL
FIRST CALL --

THE USER MUST PROVIODE STORAGE IN HIS CALLING PROGRAM FOR ALL ARRAYS
IN THE CALL LISTs NAMELY

CIMENSTON YUNEQN) ¢ WTUNEQN] +PHICNEQN,1602 PINEQN) , YPINEGND) 4PSI(12},
1 ALPHA({12),BETA(12)2SIGI13),V{12),W(12).G(13)

THE USER MUST ALSO DECLARE START ¢ CRASH y» PHASEL AND NORND
LOGICAL VARIABLES AND F AN EXTERNAL SUBROUTINE, SUPPLY THE
SUBROUTINE F{X+Y,YP) TO EVALUATE

DYCI}/DX = YPUL) = FUXeY(L)oY(2)oasoo YINEQN))
AND INITIALIZE ONLY THE FOLLOWING PARAMETERS:

NEQN == NUMBER OF EQUATIONS TO BE INTEGRATED

Y{(*} -- VECTOR OF INITIAL VALUES OF DEPENDENT VARIABLES

X == [INIYVIAL VALUE CF THE INDEPENDENT VARIABLE

H == NOMINAL STEP SIZE INDICATING DIRECTION OF INTEGRATION

AND MAXIMUM SIZE OF STEP. MUST BE VARIABLE
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EPS -- LOCAL ERRCR TOLERANCE PER STEP, MUST BE YARITABLE
WT(%) == VECTOR OF NON=-ZERDO WEIGHTS FOR ERRCR CRITERION
START - -TRUE.

STEP1 REQUIRES THAT THE L2 NCRM OF THE VECTOR WITH COMPONENTS
LOCAL ERROR(LI/WTIL) BE LESS THAN EPS FOR A SUCCESSFUL STEP. THE
ARRAY WT ALLOWS THE USER TO SPECIFY AN ERROR TEST APPROPRIATE
FOR HIS PROBLEM. FOR EXAMPLE,
WT(L) = 1.0 SPECIFIES ABSOLUTE ERROR,
= ABS(YiL}) ERROR RELATIVE TC THE MOST RECENT VALUE OF THE
L-TH COMPONENT OF THE SOLUTION,
= ABS(YPI{LY) ERROR RELATIVE TO THE MOST RECENT VALUE OF
THE L-TH COMPONENT OF THE DERIVATIVE,
= AMAXLIWTI(L},ABS(Y(L))} ERRGR RELATIVE TQO THE LARGEST
MAGNITUDE OF L-TH COMPONENT OBTAINED S50 FAR,
= ABS{Y{L))*RELERR/EPS + ABSERR/EPS SPECIFIES A MIXED
RELATIVE-ABSOLUTE TEST WHERE RELERR 15 RELATIVE
ERRORs ABSERR 15 ABSOLUTE ERRQR AND EPS =
AMAX1{RELERR,ABSERR) .

SUBSEQUENT CALLS =-

SUBROUTINE STEP1 1S DESIGNED SO THAT ALL INFORMATION NEEDED TO
CONTINUE THE INTEGRATION, INCLUDING THE STEP SIZE H AND THE CRDER
K ¢ IS RETURNED WITH EACH STEP., WITH THE EXCEPTION OF THE STEP
SIZE, THE ERROR TOLERANCE, AND THE WEIGHTS, NONE OF THE PARAMETERS
SHOULD BE ALTERED. THE ARRAY WT MUST BE UPDATED AFTER EACH STEP
TO MAINTAIN RELATIVE ERROR TESTS LIKE THOSE ABDVE. NORMALLY THE
INTEGRATIDN IS CONTINUED JUST BEYOND THE DESIRED ENDPOINT AND THE
SOLUTICON INTERPOLATEC THERE WITH SUBROUTINE INTRP . IF IT IS
IMPOSSIBLE TO INTEGRATE BEYOND THE ENDPOINT, THE STEP SIZE MAY BE
RECUCED TO HIT THE ENDPOINT SINCE THE CODE WILL NOT TAKE A STEP
LARGER THAN THE H INPUT, CHANGING THE OIRECTION OF INTEGRATION,
1.E.+ THE SIGN OF H , REQUIRES THE USER SET START = .TRUE. BEFORE
CALLING STEP1 AGAIN. THIS IS THE ONLY SITUATION IN WHICH STARY
SHOULD BE ALTERED.

CUTPUT FROM STEP1
SUCCESSFUL STEP -~

THE SUBROUTINE RETURNS AFTER EACH SUCCESSFUL STEP WITH' START AND
CRASH SET FALSE. . X REPRESENTS THE INDEPENDENT VARIABLE
ADVANCED ONE STEP OF LENGTH HOLD FROM ITS VALUE CON INPUT AND ¥
THE SOLUTICN VECTOR AT THE NEW VALUE OF X . ALL OTHER PARAMETERS
REPRESENT INFORMATION CORRESPONDING TO THE NEW X NEEDED TO
CONTINUE THE INTEGRATION.

UNSUCCESSFUL STEP ==

WHEN THE ERROR TOLERANCE IS TOO SMALL FOR THE MACHINE PRECISION,
THE SUBRDUTINE RETURNS WITHOUT TAKING A STEP AND CRASH = JTRUE. .
AN APPROPRIATE STEP SIZE AND ERROR TOL ERANCE FOR CONTINUING ARE
ESTIMATED AND ALL CTHER INFORMATION IS RESTORED AS UPON INPUT
BEFORE RETURNING. TO CONTINUE WITH THE LARGER TOLERANCEs, THE USER
JUST CALLS THE COOE AGAIN. A RESTART [S5 NEITHER REQUIRED NOR
DESIRABLE.
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STFODE STFODE STFODE STFQODE STFODE STFQODE - SYFNOE
ko ok ok ol R AOR R Stk o s Ok SRR e ok ok ok
K 2 o o e o o S S ok ol S oo e o o e ok ok oK
Bk ok R Rk K
AR AR TR
SUBROUTINE STFCDElF!NEQ?'V!T!TFINyEPSRELvEPSABS!IFLAG!IHGRK'HGRKs
1 NWRKD

WRITTEN BY Ba. L. HULME AND S. L. CANIEL.

ABSTRACT. :
STFOGDE SOLVES FIRST ORDER SYSTEMS OF STIFF ORDINARY DIFFEREN-
TIAL EQUATIONS OF THE FORM

DY/DT = FAT4Y{1)+¥Y(2) s.uasy YINEQN))
BY COLLOCATION METHODS. IT IS INEFFICIENT FOR NON-STIFF PROBLEMS,

STFODE INTEGRATES FROM T TO TFIMN RETURNING WITH T=TFIN,Y=Y(T)
AND ALL PARAMETERS SET FOR CONTINUATICN. THE USER MAY SIMPLY
CHANGE TFIN AND CALL STFODE AGAIN.

SUBRQUTINES COLDODE AND TWOSTP ARE USEC BY STFODE. <COLODDE IS
ASKEL TO SELECT AN A=-STABLE CCLLOCATION METHOD OF FIXED ORDER AND
70 SUPERVISE THE USE OF TWOSTP, WHICH ADVANCES THE SULUTION BY TwWO
STEPS OF SIZE H. TWOSTP CHOOSES THE INITIAL STEP SIZE AND VARIES
H FOR EACK PAIR OF STEPS TO KEEP THE ESTIMATED LOCAL ERROR PER
STEP SMALLER THAN THE SPECIFIFED TOLERANCE.

THE USER HAS THE OPTION OF INTERMECIATE RETURNS AFTER EACH
PAIR OF STEPS WITH T=T+2H, Y=Y(T) AND Y(T-H) LOCATED IN WORK(41},
WORK(5)+eese WORKI3¢NEQN) . THIS IS5 HELPFUL IN SELECTING OUTPUT
POINTS FOR LATER RUNS BASED ON THE BEHAVIOR OF THE SOLUTION.

THE USER ALSO HAS THE OPTION OF TELLING STFODE WHEN THE
JACOBIAN OF F WITH RESPECT TO Y IS CONSTANT., THIS WILL REOUCE F
EVALUATIONS BY A FACTCR OF 3/7INEQN+6).

COLCDE CAN BE USEDC DIRECTLY FDR SOLVING STIFF EQUATIONS. IT
PROVIDES THE ADDITICNAL OPTIONS OF SUPPLYING A JACOBIAN SUBROUTINE
AND PICKING THE COLLDCATION METHGOD FROM AMCNG THOSE USING N
GAUSS-LEGENDRE OR RADAU POINTSs N=ls2seeesl2.

DUMMY ARGUMENTS.

F - THE NAME OF THE DERIVATIVE SUBROUTINE.

NEQN =~ THE NUMBER OF EQUATIONS IN THE SYSTEM.

Y{x*} - THE APPROXIMATE SCLUTION VECTOR AT 7.

T - THE INCEPENDENT VARIABLE.

TFIN - THE FINAL POINT OF THE INTEGRATION INTERVAL.
EPSREL - THE RELATIVE LOCAL ERROR TCOLERANCE PER STEP.
EPSABS - THE ABSCLUTE LCCAL ERRCR TCOLERANCE PER STEP,.
IFLAG - THE FLAG FCR COMMUNICATION BETWEEN STFCDE AND USER,
TWORK{*}) -~ THE INTEGER WORX VECTOR,.

WORK{*) - THE REAL WORK VECTOR.

NWRKD -

THE DIMENSION OF WCRK.

ACTUAL ARGUMENTS.
THE ONLY ARGUMENTS WHICH MAY BE CONSTANTS OR EXPRESSIONS ARE
THOSE CORRESPONDING TO NEQNs TFIN ANC NWRKD. ALL GYHERS MUST BE
NAMES.

FIRST CALL OF STFODE.

CECLARE F IN AN EXTERNAL STATEMENTs AND SUPPLY A SUBROUTINE

FUTeYe¥P) WHICH STORES DY(JF/DT IN YP{J). DIMENSION THE VECTORS
YINEQN) s IWORK{THENEQN+3), WORK(NWRKD},

WHERE NWRKD IS THE MAXIMUM AMOUNT OF STORAGE AVAILABLE WITHIN

GXNEQN*#2+ 1 6*NEQN+15 .LE. NWRKD .LE. S6XNEQN**2+41=*NEQN+1]15.

THE MORE WORK STORAGE, THE MORE FLEXIBILITY COLODE HAS IN THE

SELECTION OF AN EFFICIENT METHOD.

IF INTERMEDIATE RETURNS ARE CESIRED AFTER EACH PAIR OF STEPS,
OIMENSION YTMHINEQN) AND EQUIVALENCE {HsWORK({L1))+{YTMH,WORK{4))
SO THAT YTMHU*)=Y(T=H]) IS5 AVATLABLE AS WELL AS Y{*)=Y(T).

INITIALIZE THE ARGUMENTS

NEQN = THE NUMBER OF EQUATICNS.

Y{*} = THE INITIAL VALUES.

T = THE INITIAL POINT.

TFIN = THE FINAL PCINT.

EPSREL = THE RELATIVE LOCAL ERRUR TOLERANCE PER STEP.
EPSAAS = THE ABSOLUTE LOCAL ERRDR TOLERANCE PER STEP.

NJTE. A PAIR OF STEPS 1S ACCEPYFD ONLY IF THE ESTIMATED
LCCAL ERROR IN Y(Jd) .LE. EPSREL*ABS(Y(J))+EPSABS.
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IFLAG = 1. VARIABLE JACOBIAN AND RETURN ONLY WHEN T=TFIN.
= 0y VARTABLE JACOBIAN ANC RETURN AFTER EACH PAIR OF STEPS.
==1+ CONSTANT JACOBIAN AND RETURN ONLY WHEN T=TFIN.
=-24 CONSTANT JACCBIAN AND RETURN AFTER EACH PAIR OF STEPS.
NWRKD = THE DIMENSION OF WORK.

OUTPUT.
Y{*} = THE APPRCXIMATE SOLUTION AT T.
1 = .THE END OF THE LAST SUCCESSFUL PAIR OF STEPS.
EPSREL = ABSOLUTE VALUE OF THE INITIAL EPSREL NORMALLY,
IF IFLAG=% AND EPSREL.NE.0.s THEN EPSREL=1.42E-14%.
EPSABS = ABSOLUTE VALUE OF THE INITIAL EPSABS NGRMALLY.
IF IFLAG=4 AND EPSREL .EQ.0.s THEN EPSABS=1.42E~14%NORM Y,
IFLAG = 2, THE INTEGRATION REACHED T=TFIN. TO CONTINUE CHANGE

TFIN ANC CALL STFODE AGAIN.
= 3y THE INTEGRATION ADVANCED TWO STEPS, BUT T.NE.TFIN.
THIS VALUE IS5 POSSIBLE ONLY WHEN IFLAG=0,-2 INITIALLY.
CALL STFODE AGAIN TO CONTINUE.
= 4y WARNING, EITHER EPSREL OR EPSABS HAS BEEN INCREASED TO
TWO UNITS OF ROUNDOFF. CALL STFODE AGAIN TO CONTINUE.
= 5y WARNING, H HAS DECREASED BY A FACTOR OF l.E-05 SINCE
THE LAST START OR RESTART, BUT THERE ARE NG OTHER
DIFFICULTIES. CALL STFODE AGAIN TO OBTAIN A RESTART,
POSSIBLY CHANGING TFIN,
= b6y CONVERGENCE AND/OR LOCAL ERROUR FAILURES CONTINUE TO
CCCUR EYEN AFTER H HAS BEEN RECUCED 8Y A FACTOR OF
1.E=05. THE USER MUST CHANGE THE TOLERANCE ANO/OR
NWRKD AND REINITIALIZE IFLAG BEFORE RECALLING STFODE.
= T+ THE INTEGRATION CANNOT PROCEED BECAUSE OF EITHER
ILEEGAL INPUT OR A SINGULAR MATRIX. SEE THE CIAGNDS-
TIC MESSAGE.
WORK{1l= THE STEP SIZE H.
WORK {495y 4449 3+NEQNI= APPROXIMATE SOLUTION AT T-H, IF IFLAG=2,3.

SUBSEQUENT CALLS OF STFODE.

suDs

WHEN IFLAG=24344+5, THE USER MAY CALL STFODE AGAIN WITHOUT
CHANGING IFLAG. WHEN IFLAGu=6,T, IFLAG MUST BE REINITIALIZED
BEFORE STFODE 1S CALLED AGAIN.

sybs subs su0s SUDs SUDS sups Sups SUps
Aok Aok Ao ok ko R sk el o ok Rk ok Rk Rk
FERRKEBEENERERE R AT RRR R
ISR EBFRRRE IR RRREK
ES2 T2 L s

SUBROUTINE SUDS(A4XB+NEQsNUKyNRDAyIFLAG+MLSCy WORKy IWORK)

SUDS SOLVES THE UNDERDETERMINED SYSTEM OF LINEAR EQUATIONS A 2 = B
WHERE A IS NEQ BY NUK AND NEQ .LE. NUK. IN PARTICULAR.IF RANK A
EQUALS IRAsA VECTOR X AND A MATRIX U ARE DETERMINED SUCH THAT
X IS THE UNIQUE SOLUTION OF SMALLEST LENGTH,SATISFYING A X = B,
AND THE COLUMNS CF U FORM AN ORTHONORMAL BASIS FOR THE NULL
SPACE OF A+SATISFYEING A U = 0 « THEN ALL SOLUTIONS I ARE
GIVEN BY ) , o

=X+ ClLI*U(1) + .eoee ¢ CINUK-IRAI*U(NUK-IRA)
WHERE UIlJ) REPRESENTS THE J=TH COLUMN OF U AND THE C(J} ARE
ARBITRARY CONSTANTS.
IF THE SYSTEM OF EQUATIONS ARE NCT COMPATIBLE,ONLY YHE LEAST
SQUARES SQLUTION OF MINIMAL LENGTH 15 COMPUTED.
SUDS IS AN INTERFACING ROUTINE WHICH CALLS SUBRDUTINE LSSUDS
FOR THE SOLUTTION. LSSUDS IN TURN CALLS SUBROUTINE CRTHCOR AND
POSSIBLY SUBROUTINE OHTROL FOR THE DECOMPOSITION OF A BY
ORTHOGONAL TRANSFORMATICNS. IN THE PROCESS,ORTHOR CALLS UPON
SUBROUTINE CSCALE FGR SCALING.

WRITTEN BY H.A. WATTS » DRG. 2642 4 SANDIA LABODRATORIES

REFERENCE

Hoe A  WATTSSOLVING LINEAR LEAST SQUARES PROBLEMS USING
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A ~— CONTAINS THE MATRIX OF NEQ EQUATIONS IN NUK UNKNOWNS AND MUST
BE DIMENSIGNED NRDA BY NUK. THE ORIGINAL A IS DESTROYED.
X =~ SOLUTICN ARRAY OF LENGTH AT LEAST NUK

8 —— GIVEN CCASTANT VECTOR OF LENGTH NEQy 3 1S DESTROYED
NEQ -- NUMBER OF EQUATIONS, NEQ GREATER OR ECUAL TO 1
NUK =~ NUMBER OF CCLUMNS IN THE MATRIX {WHICH IS ALSO THE NUMBER
OF UNKNOWNS), NUK NOT SMALLER THAN NEC
NROA -- ROW CIMENSION OF A, NRDA GREATER OR EQUAL TO NEQ
IFLAG == STATUS INTICATCR
=0 FOR THE FIRST CALL (AND FOR EACH NEW PROBLEM DEFINED BY
A NEW MATRIX A) WHEN THE MATRIX DATA IS5 TRCATED AS EXACT
==K FOR THE FIRST CALL (AND FOR EACH NEW PROBLEM OEFINED BY
A NEW MATRIX A} WHEN THE MATRIX DATA IS ASSUMEC TG BE
ACCURATE TC ABOUT K DICGITS
=1  FOR SUBSEQUENT CALLS WHENEVER THE MATRIX A HWAS ALREADY
BEEN DECOMPOSED (PROBLEMS WITH NEW VECTCRS 8 BUT
SAME MATRIX A CAN BE HANDLED EFFICIENTLY}
MLSO -= =0 IF ONLY THE MINIMAL LENGTF SOLUTICN IS WANTEC
=1 IF THE COMPLETE SOLUTICN IS WANTED, INCLUDES THE
LINEAR SPACE CEFINED 8Y THE MATRIX U IN THE ABSTRACT
WORK{*), INORK (%) —— ARRAYS FOR STORAGE OF INTERNAL INFORMATION,
’ WORK MUST BE DIMENSIONED AT LEAST
NUK + 2%NEQ + MLSCENUK®{NUK-RANK A)
WHERE IT IS POSSIBLE FOR 0 .LE. RANK A LLE. NEQ
IWORK MUST BE DIMENSICNED AT LEAST 3 + NEQ
IWORK(2) =~ SCALING INDICATOR
=~1 IF THE MATRIX IS 7O BE PRE-SCALED BY
COLUMNS wHEN APPROPRIATE
1F THE SCALING INDICATOR IS NOT EQUAL TO -1
NO SCALING WILL BE ATYEMPTED
FOR MOST PRCOBLEMS SCALING WILL PROBABLY NCT BE NECESSARY
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IFLAG -— STATUS INEICATOR
=1 [F SCOLUTICN WAS CBTAINEC
=2 [F IMPROPER INPUT IS5 DETECTED
(EXECUTION TERMINATES UNLESS A PRIOR CALL TQ
ERXSET WAS MADE)
=3 IF RANK CF MATRIX 1S LESS THAN NEG
TG CONTINUE SIMPLY RESET IFLAG=1 ANLC CALL SUDS AGAIN
{THE USER MUST MAKE A PRIOR CALL TO THE ERXSET
RCUTINE 1F THIS RETURN IS TO BE NUNFATAL WHEN
THE INPUT MAODRE IFLAG=0 IS USED. THIS IS NGT
NECESSARY WHEM THE INPUT MODF IFLAG=-X [S USED.)
=4 [F THE SYSTEM OF EQUATIONS APPEARS TGO BE INCONSISTENT.
HOWEVER THE LEAST SQUARES SOLUTICN CF MINIMAL LENGTH
WAS OBRTAINED.
X == MINIMAL LENGTH LEAST SQUARES SOLUTION DF A X = B

A =— CONTAINS THE STRICTLY UPPER TRIANGULAR PART CF THE RECUCED
MATRIX AND TRANSFORMATION INFDRMATION
WORK{*} 4 IWORK{*) -~ CCNTAINS INFCRMATICN NEEDED CN SUBSEQUENT

CALLS (IFLAG=1 CASE CN INPUT) WHICH MUST NOT
BE ALTERED.

THE MATRIX U DESCRIBED IN THE ABSTRACT 1S
STORED IN THE NUK*(NUK-RANK A) ELEMENTS OF
THE WORK ARRAY BEGINNING AT WORK{(1+KUK+3*NEQ).
HOWEVER U 15 NOT DEFINED WHEN MLSC=0 OR
TFLAG=4,

IWORK{1) CONTAINS THE NUMERICALLY CETERMINED
RANK OF THE MATRIX A

et o R ROl e Ok ok ok R K AR R R R R R R ok ok ok o R ok R R K Kok KRk ko
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SUPORT SUPORT SUPCORT SUPORT SUPORT SUPQORT SUPQRT
T T P T T e P P I TR
e e T F LT T TIITT]

R FRARE Rk hhkokkkk
o ek ok
SUBROUTINE SUPORTIY sNROWYsNCCOMPyXPTS NXPTS A sNROWA ALPHA(NIC,

1 By NROWB s BETAsNFC, IGOFX +RE¢ AE+ IFLAG s WORKNDW,

2 IWORKWNDIW)

WRITTEN BY MELVIN R. SCOTT AND HERMAN A. (BUDDY) WATTS

Ak kTR Rk kR ok R R Rk AR R SRR E AR kR Rk kR kxR kk

ABSTRACT
SUBROUTINE SUPORT SOLVES A LINEAR TWO-POINT BOUNDARY-VALUE PROBLEM
OF THE FORM
DY/DX = MATRIXIXI*Y(X} + G(X)
AXYIXINETIAL) = ALPHA, B*Y{XFINAL) = BETA

THE METHCD OF SOLUTICON USES SUPERPOSITICN COUPLED WITH AN
ORTHONORMALT ZATION PROCEDURE ANDO A VARIABLE-STEP RUNGE-KUTTA-
FEHLBERG INTEGRATION SCHEME. EACH TIME THE SUPERPOSETION SOLUTIONS
START TO LOSE THEIR NUMERICAL LINEAR INDEPENDENCEs THE VECTORS ARE
REORTHONORMALIZED BEFCRE INTEGRATION PROCEEDS. THE UNDERLYING
PRINCIPLE OF THE ALGORITHM IS THEN TO PIECE TOGETHER THE
INTERMEGIATE (ORTHOGONALIZED) SOLUTICNS, DEFINED CN THE VARIQUS
SUBINTERVALS, TO OBTAIN THE DESIRED SOLUTICNS.
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REFERENCES
M.R. SCOTT AND H.A. WATTS, SUPORT — A COMPUTER CODE FOR TWO-
POINT BOUNDARY-YALUE PROBLEMS VIA
ORTHONORMAL IZATIONy SANDTS-0198+ SANDIA LABS.s
ALBUQUERQUEs NEW MEXICO, 1975.

S.K. GODUNOV, ON THE NUMERICAL SOLUTION OF BOUNDARY VALUE
PROBLEMS FOR SYSTEMS OF LINEAR DRDINARY
DIFFERENTIAL EQUATIONSy USPEKHE. MAT. NAUK.»
VOL. 16, 1961, 170-1T74.
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NROWY = ACTUAL ROW DIMENSION OF Y IN CALLING PROGRAM.
NROWY MUST BE .GE. NCOMP

NCOMP = NUMBER CF COMPCNENTS PER SOLUTION VECTOR.
NCCMP IS EQUAL TO NUMBER OF ORIGINAL DIFFERENTIAL
EQUATIONS. NCOMP = NIC + NFC.
XPTS = DESIREC OUTPUT POINTS FOR SOLUTION. THEY MUST BE MONGTONIC.
XINITIAL = XPTS(1)
: XFINAL = XPTSINXPTS)
NXPTS = NUMBER OF OUTPUT POINTS

A{NROWA,NCOMP) = BOUNDARY CONDITION MATRIX AT XINITIAL
: MUST BE CONTAINED IN (NIC,NCOMP) SUB=MATRIX.

NROWA = ACTUAL ROW DIMENSION OF A IN CALLING PROGRAM,
NROWA MUST BE .GE. NIC.

ALPHAINIC) = BOUNCARY CONDITIONS AT XINITIAL.
NIC = NUMBER OF BCUNDARY CONCITIONS AT XINITIAL.

BUINROWB,NCOMP) = BOUNDARY CONDITIEON MATRIX AT XFINAL.
MUST BF CONTAINED IN {NFCyNCOMP}I SUB-MATRIX.

NROWB = ACTUAL ROW DIMEANSION OF 8 IN CALLING PROGRAM,
NROW8B MUST BE .GE. NFC.
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BETA(NFC) = BOUNDARY CONDITIONS AT XFINAL.
NFC = NUMBER OF BOUNDARY CONDITIONS AT XFINAL

0 -~ THE INHOMOGENEQUS TERM G(X) IS TDENTICALLY ZEROC.

1GoFX =
1 -- THE INKOMOGENEOUS TERM G(X) IS5 NCT IDENTICALLY ZEROD.
(1F IGOFX=l, THEN SUBROUTINE GVEC MUST BE SUPPLIED.)

RE = RELATIVE ERROR TOLERANCE USED BY THE INTEGRATOR
{SEE GERK OR RKF)

AE = ABSCLUTE ERROR TULERANCE USED BY THE INTEGRATOR
{SEE GERK OR RKF}
***NOTE~ SINCE THE COST TYPICALLY RISES RAPIDLY FOR TOLERANCES BELOMW
1.0E~08, WE SUGGEST THE USE OF LARGER ERROR TOLERANCES. ALSO»
RE AND AE SHOULD NCY BOTH BE ZERC.

WORK(NDW) = FLOATING POINT ARRAY USELD FOR INTERNAL STORAGE.

NDW = ACTUAL DIMENSION CF WORK ARRAY ALLOCATED BY USER.
AN ESTIMATE FOR NDW CAN BE COMPUTED FROM THE FOLLOWING
NOW=NCOMP*#2%[10 + NXPTS/2 + EXPECTED NUMBER OF
ORTHONORMALIZATIONS/8)

IWCRKINDIW) = INTEGER ARRAY USED FOR INTERNAL SYORAGE,

NDIW = ACTUAL ODIMENSION OF IWORK ARRAY ALLOCATED BY USER,
AN ESTIMATE FOR NDIW CAN BE COMPUTED FROM THE FOLLOWING
NOIW=11+NCOMP%(1 + EXPECTED NUMBER OF
) ORTHONDRMAL IZ AT IONS)

*x&NOTE —— THE AMOUNT DF STORAGE REQUIRED IS PROBLEM DEPENDENT AND MAY
BE DIFFICULT TO PREDICT IN ADVANCE. EXPERIENCE HAS SHOWN
THAT FOR MCST PROBLEMS 20 OR FEWER ORTHONDRMAL IZATIONS
SHOULD SUFFICE. If THE PROBLENM CANNOGT BE COMPLETED WITH THE
ALLOTYEDC STORAGE, THEN A MESSAGE WILL BE PRINTED WHICH
ESTIMATES THE AMOUNT OF STORAGE NECESSARY.

THE USER MUST SUPPLY SUBROUTINES FMAT AND GVEC {THEY MUSY BE
NAMEO FMAT AND GVEC) TO EVALUATE THE DERIVATIVES AS FOLLOWS

SUBROUTINE FMAT(X»Y+YP)

X INDEPENDENT VARTABLE (INPUT TO FMAT)

Y DEPENDENY VARIABLE VECTOR (INPUT TQ FMAT)

YP = DY/DX = DERIVATIVE VECTOR (QUTPUT FROM FMAT}

COMPUTE THE DERIVATIVES FOR THE HOMOGENEOQUS PROBLEM
YPIL}Y = OY{(I)/DX = MATRIX(X) * Y(I} 4 I = lssessNCOMP

SUBROUTINE BVPDER CALLS FMAT NFC TIMES TO EVALUATE THE
HOMOGENEDUS EQUATIONS ANDsIF NECESSARY,IT CALLS FMAT ONCE
IN EVALUATING THE PARTICULAR SOLUTION. SINCE X REMAINS
UNCHANGED IN THIS SEQUENCE OF CALLS IT IS POSSIBLE TO
REALIZE CONSIDERABLE COMPUTATIONAL SAVINGS FOR COMPLICATED
AND EXPENSIVE EVALUATIDNS OF THE MATRIX ENTRIES. TO DO THIS
THE USER MERELY PASSES A VARIABLE.SAY XS,VIA COMMON WHERE
XS 15 DEFINED IN THE MAIN PROGRAM TO BE ANY VALUE EXCEPT
THE INITIAL X. THEN THE NON-CONSTANT ELEMENTS OF MATRIX{X)
APPEARING IN THE DIFFERENTIAL EQUATIONS NEED ONLY BE
COMPUTED [F X IS UNEQUAL TO XS +WHEREUPON X5 IS RESET TO X.

SUBROUTINE GVEC({X,G}
X INDEPENT VARIABLE {INPUT TO GVEC)
G VECTOR OF INHOMOGENEQUS TERMS G{X)} (DUTPUT FROM GVEC()

Hoh

COMPUTE THE INHOMOGENEOUS TERMS G(X)
GCI) = GU(X) VALUES FOR 1 = lsasaeNCOMP.

SUBROUTINE BVPDER CALLS GVEC IN EVALUATING THE PARTICULAR
SOLUTICON PROVIDED GU(X) IS5 NOT IDENTICALLY ZERO. FHUS, WHEN
160FX=0, THE USER NEED NGT WRITE A GVEC SUBROUTINE. ALSO,
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THE USER COES NOT HAVE TO BOTHER WITH THE COMPUTATIONAL

SAVINGS SCHEME FCR GVEC AS THIS IS AUTOMATICALLY ACHIEVED
VIA THE BVPDER SUBROUTINE.

THE FOLLOWING IS OPTIONAL INPUT TC SUPCRT TO GIVE USER MORE
FLEXIBILITY IN USE OF CODE. SEE SANDT5-0198 FOR MORE INFORMATION.

*kkkkCAUTION —=— THE USER IS ADVISED TC ZERC OUT IWORK{l)yes.s INCRK(10)
PRICR TO CALLING SUPORT.

IWORKI(TY —— IF IWCRK{7) = -1, THEN USER CAN INPUT INTO IWORK(8)}
THE EXPCNENT PARAMETER TO BE USED IN TOLERANCE TEST
FOR CRTHONORMALIZATION.

IWORK(8) —~ THE VALUE OF THE EXPCNENY PARAMETER IN THE TOLERANCE
TEST FOR ORTHONDRMALIZATICN. IF USER HAS NOT SFET
IWORK(7)==1, THEN THE DEFAULT VALUE IS 0.

DECREASING THE VALUE CF IWORK{8} RESULTS IN MORE
FREQUENT ORTHONORMAL[ZATIONS .

IWORK(9) —=— INTEGRATOR AND ORTHONCRMALIZATION PARAMETER
{DEFAULT VALUE IS 1)

1 = RKF USING GRAM=-SCHMICT TEST.
2 = GERK USING GLOBAL ERROR TEST.
IWORK{10)} —- NORMALIZATICON OF PARTICULAR SOLUTICN

(DEFAULT VALUE IS 0)

0 = NORMALIZE PARTICULAR SOLUTICN TO UNIT LENGTH AT
EACH POINT OF ORTHONORMALIZATION.

1 — DC NET NORMALIZE PARTICULAR SOLUTION
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GUTPUT FROM SUPORT
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Y{NROWY {NXPTS) = SOLUTEON AT SPECIFIED QUTPUT POINTS.

IFLAG OUTPUT VALUES
==3 SUPORT WAS CALLED WITH INCORRECT NUMBER OF ARGUMENTS.
==2 INVALID INPUT PARAMETERS.
==1 INSUFFICIENT NUMBER OF STCRAGE LOCATICONS ALLOCATED FOR
WORK OR IWORK.

=0 INDICATES SUCCESSFUL SCLUTICN

=1 A COMPUTED SOLUTION IS RETURNED BUT UNIQUENESS OF THE
SOLUTICN OF THE BOUNDARY=-VALUE PROBLEM IS QUESTIONABLE.

=2 A CUMPUTED SOLUTION IS RETURNED BUT THE EXISTENCE OF THE
SOLUTICN TCO THE BOUNDARY-VALUE PROBLEM 15 QUESTIONABLE.

*AxNOTE=-WE ATTEMPT TO DTAGNOSE THE CORRECY PROBLEM BEHAVIOR
AND REPCRT POSSIBLE DIFFICULTIES BY THE APPROPRIATE
ERROR FLAG. HOWEVER.THE USER SHOULD PROBABLY RESOLVE THE
PROBLEM USING SMALLER ERROR TOLERANCES ANB/OR
PERTURBATIONS IN THE BCUNDARY CONDITIONS OR OTHER
PARAMETERS. THIS WILL OFTEN REVEAL THE CORRECT
INTERPRETATION FOR THE PROBLEM POSED.

=3 NO SOLUTION RETURNED BECAUSE THE BCUNDARY CONDITION
MATRIX B8*Y(XFINAL)} IS SINGULAR,

=4 MAXIMUM NUMBER OF ORTHONORMALIZATIONS ATTAINED BEFORE
REACHING XFINAL.

=13 RANK CF ROUNDARY CONDITION MATRIX A IS LESS THAN NIC.

=204FLAG FRCM INTEGRATOR {GERK OR RKF).

=30 HOMOGENEDUS VECTORS FORM A DEPENDENT SET.

=31 HOMOGENEGUS VECTORS PLUS PARTICULAR VECTOR FORM A

DEPENDENT SET.

WORKI{Ll)yeea+ WORKUIWORKILD)) = ORTHONORMALIZATION PUOINTS
DETERMINED BY BVPCRT.

IWORK (1) = NUMBER OF CRTHONORMALTIZATIONS PERFORMED BY BVPORT.

IWORK(2) = MAXIMUM NUMBER OF ORTHONORMALTIZATICNS ALLOWED AS



112

CALCULATED FROM STORAGE ALLOCATED BY USER.

TWORK{3 )+ INORK(4) s IWORK(5), IWORK(E) GEVE INFORMATIGN ABCUT
ACTUAL STORAGE REQUIREMENTS FOR WORK AND IWORK
ARRAYS. [N PARTICULARS
REQUIRED STORAGE FOR WORK ARRAY IS5
IWORK(3) + IWCORK(4)I*(EXPECTED NUMBER OF ORTHONORMAL JZATIONS)

REQUIRED STORAGE FOR IWORK ARRAY IS
IWORK(5) + IWORK{&6)*(EXPECTED NUMBER DOF ORTHONDRMALIZATIONS)

IWORK{8) = FINAL VALUE OF EXPONENT PARAMETER USED IN TOLERANCE
TEST FOR ORTHONDRMALIZATICN.

[WORK{11l) = NUMBER OF INDEPENDENT VECTORS RETURNED FROM MGS.
[T IS ONLY OF INTEREST WHEN IFLAG=30 OR 31 IS OBTAINED.
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THE FOLLOWING ARE MACHINE CONSTANTS AND THE SUBROUTINES IN wWHICH
THEY APPEAR, THESE ARE SET FOR THE CDC~6600 WHICH CARRIES
APPROXIMATELY FOURTEEN DIGITS.

SUBROUTINE NAME VARTABLE NAME VALUE
SUPORT LPAR 7
BVPORT EPS 1.0E~-11
MGS EPS 1.0E~11
COEFF SRU 1.0£-07
UCHECK URO T.1E-15
RKFS U T.1€-15
GERKS u T«lE-15

THE COMPUTER UNIT RCUNDGFF ERROR U IS THE SMALLEST POSITIVE VALUE
REPRESENTABLE IN THE MACHINE SUCH THAT l.+U .GT. l.
VALUES TO RE USED ARE

U = 9.5E=07 FOR IBM 360/370

U = 1.5E-08 FOR UNIVAC 1108

U = T7.5E=-09 FOR PDP-10

U= 7,1E~15 FOR COC-6600

U= 2.28-16 FOR IBM 360/370 DOUBLE PRECISICN
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SVA

Sva SVaA Sva SVA SVA SvA SvA SVA SVA
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SUBROUTINE SVA {(A¢FDA,M, Ny MDATA,BsSING;NAMES , ISCALE, D}
DIMENSION A{MDASN),B{M}ySENG{3*N) ,NAVMESIN},DIN)

WRITTEN BY C. L. LAWSON AND R. J. HANSON, FROM THE BOOK SOLVING
LEAST SQUARES PROBLEMS, PRENTICE-HALL, INC. (1974). FGR AN
EXAMPLE OF THE ANALYSIS OF A LEAST SQUARES PROBLEM USING SVA, SEE
CHAPTER 26, :

ABSTRACT

THE SUBROUTINE SVA USES SUBROUTINE SVDRS TO OBTAIN THE SINGULAR
VALUE DECOMPOSITION OF A COLUMN SCALED MATRIX € = AD.

THE SUBROUTINE SVA PRINTS QUANTITIES DERIVED FROM THIS
DECOMPOSITICN TO PROVIDE THE USER WITH INFORMATICN USEFUL TO THE
UNDERSTANDING OF THE GIVEN LEAST SQUARES PROBLEM AX=8.

THE USER PROVIDES AN M 8Y N MATRIX A AND AN M«~VECTOR By DEFINING A
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LEAST SQUARES PROBLEM AX=B. THE USER SELECTS ONE OF THREE QPTIONS
REGARDING COLUMN SCALING DESCRIBED BELOW IN THE DEFINITION OF THE

PARAMETER ISCALE. THIS SELECTION DEFINES AN N BY N DIAGONAL
MATRIX De.
INFRODUCING THE CHANGE OF VARIABLES

X = DY

THE SUBROUTINE PERFORMS A SINGULAR VALUE ANALYSIS OF THE LEAST
SQUARES PRGBLEM

WHERE

THE SUBROUTINE SYA USES THE SUBROUTINE SVODRS TO CDMPUTE THE
SINGULAR VALUE DECOMPOSITION

C¥ = US
ANC THE TRANSFORMED RIGHT~SICE VECTOR G DEFINED BY
G = [TRANSPOSE OF Uu)B

LET K DENOTE THE INDEX OF THE LAST NCNZEROD SINGULAR VALUE OF C,
AND DEFINE L = MIMNIM,N).

COMPUTE THE VECTOR P WITH COMPONENTS DEFINED B8Y
COMPONENT T OF P =
{COMPONENT 1 OF G)/USINGULAR VALUE 1),
I =2 LleeeerK
COMPONENT I OF P = 0y
I = KtlyseasN
THE J-TH CANDIDAYE SOLUTICN VECTOR IS CEFINEC AS

Y
X

Ve
BYs J = lsesnarl

[ ]

HERE Q DEPENDS ON J AND IS THE SAME AS THE VECTOR P IN COMPONENTS
1 THROUGH Jsy WITH THE OTHER COMPONENTS 0.

ASSOCIATED WITH THE J-TH CANDIDATE SCLUTION VECTOR IS THE J-TH SUM
OF SQUARES OF RESIDUALS

M
RS{J+1) = SUMICOMPONENT I OF G)**2
I+J+1

FOR VALUES OF J BETWEEN O ANC K.

IT IS POSSIBLE THAT THE M BY (N+1) DATA MATRIX (A B) PROVIDED TO
THIS SUBROUTINE MAY BE A COMPRESSED REPRESENTATION OF A LEAST
SQUARES PROBLEM INVOLVING MORE THAN M ROWS. FOR EXAMPLE, (A B)
MAY BE THE TRIANGULAR MATRIX RESULTING FROM SEQUENTIAL HOUSEHOLDER
TRIANGULARIZATION OF A LARGE SET OF DATA. THE USER PROVIDES AN
INTEGER MOATA THAT SPECIFIES THE NUMBER DF ROWS OF DATA IN THE
ORIGINAL PROBLEM, OF COURSE. IF (A B) IS THE CRIGINAL DATA, THEN
MDATA AND M SHOULD B8F SET TO THE SAME VALUE. THE NUMBER MDATA IS
USED [N COMPUTING

SGUJ+1) = SQRTIRS{J+1)/MAX(1+MDATA-J)]}
FOR YALUES OF J BETWEEN O AND K.

UNDER APPROPRIATE STATISTICAL HYPOTHESES ON THE DATA (A B), THE
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NUMBER SG(J+1) CAN BE INTERPRETED AS AN UNBIASED ESTIMATE OF THE
STANDARD DEVIATION OF ERRORS IN THE DATA VECTUR B.

PRINTED OUTPUT..
THIS SUBROUTINES PRINTS THE FOLLOWING.. - .

1. THE QUANTITIES M,N,MDATA,IDENTIFICATION OF THE SCALING DOPTION
USED. AND THE DIAGONAL ELEMENTS OF THE SCALING MATRIX D.

2. THE MATRIX V., MULTIPLIED BY 10,000 TO FACILITATE SCANNING FOR
LARGE AND SMALL ELEMENTS.

3. {A) THE J-TH SINGULAR VALUE, FOR J=lsesesle
{B) THE J-TH ENTRY DF THE VECTOR Py THE KECIPROCAL OF THE
J-TH SINGULAR VALUE, THE J-TH COMPONENT OF THE VECTOR G,
AND ITS SQUAREs FOR J=lreeatK,
(C) THE QUANTITIES RS(J+1) AND SG{J+1) FOR J=0sresesKe

4, THE QUANTITIES Js THE LENGTH OF THE J~TH Y SOLUTION VECTOR,
SQRT(RS(J+11}, ALOGIOCLENGTH OF THE J-TH Y SOLUTION VECTOR)}s AND
ALOGLOU(SQRT{RS{J+1) 11y FOR J=lysseesKa

5. (THE USER MAY OFTEN IGNORE THESE QUANTITIES, WHICH MAY BE USED
FOR LEVENBERG-MARQUARDT ANALYSIS.) THE QUANTITIES LAMBDA+SQRT
{EQ. 25.47)r SORTI{EQ., 25.48B),ALOGI0{LAMBDA)+ ALDGIO(SQRT{EQ.
25447))+ALOGLOLSQRT(EQ. £5.4B)). THESE QUANTITIES ARE PRINTED

FOR 21 VALUES DF LAMBDA, RANGING FROM LO%{LARGEST SINGULAR

VALUE) TO (K=TH SINGULAR VALUE)/10y IN INCREMENTS THAT ARE
UNIFORMLY SPACED IN ALOG1O(LAMBDA). THE ABOVE EQUATION NUMBERS
REFER TD THE BDOKs+ SOLVING LEAST SQUARES PROBLEMS,y CHAPTER 25.

6+ THE J-TH CANDIDATE SOLUTION Xy FOR J=lyssaesKa

THE USER MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL LIST.. .
A(FDAsN) yBIM) s SING(3*N) oy NAMESIN},D{N). SEE THE ARRAY NAMES (%)
DESCRIPTION BELOW FOR A POSSIBLE EXCEPTION TC THIS.

THE PARAMETERS FOR SVA ARE
INPUT..

A%, X}y MDAy My N THE ARRAY A(*,%) INITIALLY CONTAINS THE M BY
N MATRIX A OF THE LEAST SQUARES PROBLEM AX =
8+ EITHER MsGE.N QR M.LT.N 15 PERMITTED. THE
FIRST DIMENSIONING PARAMETER DF THE ARRAY
A{*.%) IS MDA, WHICH MUST SATISFY MDA .GE.
MAX(MyN). THE CONDITIDN MDAJLT.MAX{MyN) IS
CONSIDERED AN ERROR,

MDATA THE NUMBER OF ROWS IN THE ORIGINAL LEAST
SQUARKES PROBLEM, WHICH MAY HAVE HAD MORE ROWS
THAN (A 8), THIS NUMBER IS USED ONLY IN
COMRUTING THE NUMBERS S5GlJ)y J=0reserKa

B{*) THE ARRAY 8{*) INITIALLY CONTAINS THE M-VECTOR
B OF THE LEAST SQUARES PROBLEM AX = 8,

SING(*) THE LOCATIONSs {SINGI(Ils I=lseees3*N}, ARE ' *
USED AS TEMPORARY WORKING SPACE.

NAMES (%) IN LOCATION NAMES(I) THE USER MAY STORE AN
ALPHA-NUMERIC NAME AS AN IDENTIFIER FOR THE
I=TH COMPONENT OF THE SOLUTION VECTOR, (I =
lyseesNl, THESE NAMES WILL BE PRINTED WITH
THE APPROPRIATE COMPONENTS OF THE V MATRIX N
AND WITH THE CANDIDATE SOLUTIONS. EACH NAME
IS PRINTED WITH AN A6 FORMAT. IF NAMESI{Ll) HAS
THE SAME CONTENTS AS THE QUANTITY IBLANK,
DEFINED BY

DATA IBLANK/LH /
THEN THE REMAINING WORDS OF THE ARRAY NAMES(*}
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WitlL BE IGNORED AND NO IDENTIFYING NAMES WILL
BE PRINTED.

ISCALE+D(*} THE USER SETS ISCALE = 142, OR 3.
IF ISCALE = 1, THE SUBRDBUTINE FUNCTIONS AS
THOUGH THE SCALING MATRIX D WERE AN N BY N
IDENTITY MATRIX. IN THIS CASE THE SUBROUTINE
MAKES NO REFERENCE TO THE ARRAY D{x*},

IF ISCALE = 2,4 THE SUBRCUTINE COMPUTES THE
LENGTH OF THE J-TH COLUMN VECTOR OF A AND SETS
0(J) EQUAL TO THE RECIPROCAL OF THIS LENGTH,
IF NONZERO, ANE D{J) = 1, IF 2ERO. -IN THIS
CASE ALL NCNIERO COLUMNS OF THE SCALED MATRIX
C = AD WILL HAVE UNIT EUCLIDEAN LENGTH.

IF ISCALE = 3, THE SUBRCUTINE WILL USE THE
USER-SUPPLIED VALUES D(J)ysd = lyeasyiN AS THE
DIAGONAL ELEMENTS OF THE OIAGONAL SCALING
MATRIX D. IN THIS CASE THE USER MUST ASSIGN
VALUES TO D{J}s J = lseeesNy AND THE
SUBROUTINE WILL NOT MODIFY THESE VALUES. FOR
EXAMPLEs THE USER MIGHT SET D(J) EQUAL TO THE
A PRIDRI STANDARD DEVIATION OF THE J=TH
COMPONENY OF THE SOLUTION VECTGOR IF SUCH
INFORMATION IS KNOWN. AS A FURTHER EXAMPLE,
THE USER MIGHT SET 0O(J) EQUAL TO THE
RECIPROCAL OF THE MEAN OF THE M COMPONENTS OF
THE J-TH COLUMN VECTOR S UNCERTAINTY, THIS
TYPE OF SCALING HAS THE EFFECT OF MAKING THE
UNCERTAINTY OF EVERY COLUMN THE SAME MAGNITUDE
IN THE MATRIX C.

QUTPUT..

Al*, *) ON QUTPUTs THE J-TH CANDIDATE SOLUTION WILL BE
STORED IN THE FIRST N LOCATIONS OF THE J-TH
COLUMN QF A(*4%) FOR J = LyssssMIN{MyN).

B{*}) ON OQUTPUT THE M-VECTOR G IS STORED IN THE
ARRAY B(=*),

SING{*) ON OUTPUT THE SINGULAR VALUES OF THE SCALED
MATRIX C ARE STORED IN SING(I)sI = lraese
NIN{M,N).

SVORS SVDRS SVDRS SVDRS SVDRS SVDRS SVDRS
et deakokode ok kol ke e g ok ok ok ek ok ok s ookl e oKk ARk ok
ikl R R A Rk ook o ok Aok ok ok koK K &
sodokook dkakok SOk Ok B ROR ROk
ek kokokokok ok
SUBROUTINE SVORS (A MDAy MM NNy By MDB4¢NB,5S}
SUBROUTINE SVDRS (AsMDAWMyNsByMDByNB+S)
DIMENSION A{MDAN)»(BI(MDB,NB) OR BIi{M])),St3IxN)

WRITTEN BY C. L. LAWSON AND R, J. HANSON, FROM THE BOOK SOLVING
LEAST SQUARES PROBLEMS, PRENTICE-HALL, INC. (1974). FOR FURTHER
ALGORITHMIC DETAILS SEE CHAPTER 18,

ABSTRACT

GIVEN AN M B8Y N MATRIX A AND AN M 8Y NB MATRIX B, THIS SUBROUTINE
COMPUTES THE SINGULAR VALUES OF A AND ALSO COMPUTES AUXILIARY
QUANTITIES USEFUL IN ANALYZING AND SOLVING THE MATRIX LEAST
SQUARES PROBLEM AZ = B. DENOTE THE SINGULAR VALUE DECOMPOSITION
OF A BY

AV = US
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IN THIS DECOMPOSITION THE N BY N AND M BY M MATRICES V AND U ARE
ORTHOGONAL. THAT IS5, Vv SATISFIES

{TRANSPOSE OF V) V
V (TRANSPOSE OF VI

[}
—

WHERE [ 15 THE N BY N IDENTITY MATRIX, A SIMILAR RELATION HOLDS
FOR THE MATRIX U. THE M BY N MATRIX S IS DIAGONAL. THAT IS,
EVERY ELEMENT OF S IS ZEROQ EXCEPT PUSSIBLY OGN THE MAIN DIAGONAL.

THIS SUBROUTINE COMPUTES VS AND G» THE PRODUCT OF THE TRANSPOSE
OF THE MATRIX ¢ ANC THE RIGHT=-HAND SIDE B.

TC COMPLETE THE SCLUTION OF THE LEAST SQUARES PROBLEM AX = B, THE
USER MUST FIRST DECIDE WHICH SMALL SINGULAR VALUES ARE 7O BE
TREATED AS ZERDs. LET T DENOTE THE MATRIX OBTAINED BY TRANSPOSING
S AND RECIPROCATING THE SIGNIFICANT SINGULAR VALUES AND SETTING
THE OTHERS TO ZERQ. THEN THE SOLUTION MATRIX X CAN BE OBTAINED BY
COMPUTING P = TG AND X = VP,

EITHER M.GE.N OR M.LT.N IS PERMITTED. NOTE THAT If B = Is THEN X
IS THE PSEUDOINVERSE OF A,

THE USER MUST DIMENSION ALL ARRAYS APPEARING IN THE CALL LIST..
A(MDA4N}s (B{MDB+NB} OR B(M}), S{3%¥N), THIS ALLOWS FOR A SOLUTION
OF A RANGE OF PROBLEMS IN THE GIVEN WORKING SPACE.

THE PARAMETERS FOR SVDRS ARE

INPUT..

Alky*)y MDA My N THE ARRAY A(*,%) IS DOUBLY SUBSCRIPTED WITH
FIRST DIMENSIONING PARAMETER EQUAL TC MDA.
THE ARRAY A(*,%x} INITIALLY CONTAINS THE M BY
N MATRIX A. EITHER M.GE.N OR MJ.LT.N I3
PERMITTED. THE FIRST DIMENSIONING PARAMETER
MDA MUST SATISFY MDA.GE.MAX{MyN). THE
CONDITION MDA.LT.MAXI{My,N} 1S5 CONSIDERED AN
ERROR,

Bi{*x}+MDB,NB - NB DENOTES THE NUMBER OF COLUMN VECTORS IN THE
’ MATRIX B. [F NB = 0 THE ARRAY B(¥*) WILL NOT

BE REFERENCED BY THIS SUBROUTINE NOR WILL ITS
CONTENTS BE MODIFIED. 1IF NB.GE.2y THE ARRAY B
SHOULD BE DOUBLE SUBSCRIPTED WITH FIRST
DIMENSIONING PARAMETER EQUAL TO MDB.GE.M. IF
NB = 1¢ THEN B WILL BE USED AS A SINGLY
SUBSCRIPTED ARRAY (OF LENGTH M. IN THIS LATTER
CASE THE VALUE OF MDB [S ARBITRARY 8UT IT
SHOULD 8E SET TO A DEFINED VALUE SUCH AS
MDB = M. THE CONTENTS OF THE ARRAY BIl*) MUST
CONTAIN THE MATRIX B. THE CONDITION NB.GT.1
AND, MDB.LT.M IS CONSIDERED AN ERROR,

S{*} THE ARRAY S{*) IS USED AS 3%N LOCATIONS OF
TEMPORARY WORKING SPACE BY THE SUBROUTINE,

DUTPUT.

Al®yn) ON DUTPUT THE ARRAY A(%,*} CONTAINS THE N BY N
ORTHOGONAL MATRIX V.

Bl%) ON OUTPUT THE ARRAY B(*},{0R B{*,%*)), CONTAINS
THE PRODUCT OF THE TRANSPOSE OF THE M BY M
MATRIX U AND THE RIGHTHAND SIDE 8,

S5(%) ON OQUTPUT THE FIRST N LCCATIONS OF S(x)

CONTAIN THE DIAGONAL TERMS OF THE M BY N
OIAGONAL MATRIX S, THESE NONNEGATIVE TERMS
ARE ORDERED FROM LARGEST TO SMALLEST. IF
M.LTJNy ENTRIES M#lyaeoesN OF S{*) ARE LERO,
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THA THA THA THA THA THA THA THA THA THA
FRARE KRR E KRN AR KRR AR F KA XA
ERRERUE BRI RERRRR R KR RRE RN RA KRR
Rk kR kk ARk kR
ok ke koK oK
SUBROUTINE THA(HsA,RELsANS}

WRITTEN BY D.E. AMOS AND S.L. DANIEL, JANUARY, 1975.
REFERENCE 5LA-73-0333

ABSTRACT
SUBROUTINE THA COMPUTES THE TiH.A) INTEGRAL OF OMWEN,
T(HyA)=INTEGRAL ON (0yA) OF EXP(-H*H*(1+X*X)/2}/(1+%*X},
THE IDENTITIES
Tl-HyA)=T{HyA) » T(Hy=A)=-TIH,A)
TIHsAY=GIU)+G(V)=% O*G(UIXGIV]-T{V:1/A) ’ A.GT.1
GIX1=0.25%{ L+ERFIX/SQRT(2Z2})
U=H , V=A*H
AND THEIR VARIANTS ARE USED TO KEEP THE VARIABLES POSITIVE
AND LIMIT THE INTERVAL OFf INTEGRATION TC A SUBSET OF (0.1).
THE INTEGRATICN IS PERFORMED BY GAUSS8 ON FUNCTION FTHA. THE
CASES H=0 AND A=0 ARE EVALUATED EXPLICITLY.

DESCRIPTICN OF ARGUMENTS

INPUT
H — ARGUMENT, UNRESTRICTED
A - ARGUMENT, UNRESTRICTED
REL -~ RELATIVE ERROR PARAMETER FOR GAUSS
REL=5,E~{5+1) FOR S SIGNIFICANT DIGITS
OuTPUT
ANS - A VALUE FOR T{H.A)

ERROR CONDETIONS
ERRGR MESSAGE FROM GAUSB -~ A FATAL ERROR

TJIMARL TJMARL TJMAR] TJUMARL ’ TJMAR] TJMAR] . TIMAR]
R AR ERE R R AR ARk AR R KRRk Rk
ok iRk IRk kR k kR Rk kK KRR %
Aok otk ook ok ok Kk &
ok AR
SUBROUTINE TJMARL {ByLINyXINsWORKeXDATAY+IBsFUNCT»DERIV)
FOR DOCUMENTATION SEE SLL-73-0305 TJMARLs A FORTRAN SUBROUTINE
FOR NONLINEAR LEAST SQUARES PARAMETER ESTIMATION
TJMARL WRITTEN B8Y THOMAS H., JEFFERSON JR, SANDIAs LIVERMORE

TJMARY SOLVES THE NCNLINEAR LEAST SQUARES PROBLEM AS FOLLOWS.
GIVEN N+NCONS FUNCTIONS, RES SUB I(B} , I=1,N¢NCONS, OF THE
K-VECTOR OF PARAMETERS B, FIND THE VALUE OF THE VECTOR B THAT
MINIMIZES PHI, THE SUM OF SQUARES OF THE N+NCGNS RESIDUAL
FUNCTIONS .

EXAMPLES DF USE ARE IN DATA FITTING WHERE THE RESIDUAL
FUNCTIONS MIGHT BE DEFINED AS THE DIFFERENCE BETWEEN THE
OBSERVED VALUE AND THE PREDICTED VALUE AT EACH DATA POINT.

RES SUB I = (Y{I) - F(XDATA(I1),8B )}

ANOTHER APPLICATION IS IN SOLVING A SYSTEM 0IF ALGEBRAIC
EQUATICONS WHERE THE RESIDUAL FUNCTIONS COULD BE DEFINED AS THE
DIFFERENCE BETWEEN THE RIGHTHAND AND LEFTHAND SIDES OF
EACH EQUATION,

8 INPUT AND OUTPUT ARRAY CF PARAMETERS.

INPUT INITIAL GUESS FOR PARAMETER VALUES.
OUTPUT FINAL VALUES FOR PARAMETERS.

LIN INPUT ARRAY OF INTEGER SUBRCUTINE CONSTANTS.

XIN INPUT ARRAY OF REAL SUBROUTINE CONSTANTS.

WORK TEMPORARY WORK ARRAY OF LENGTH AT LEAST

6K+, 5¥K*(K+1) FOR AUXILIARY FILE MODE OR
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TEK+KX(K+1} FOR ALL IN CORE MODE,

ON QUTPUT
WORK(1)=CONV,s STOP INDICATOR.
CONV=0. ERROR IN TJMAR]
CONY=1. FEPSILON TEST--PARAMETERS DID NOT CHANGE
MUCH FROM ONE ITERATION TOQ THE NEXT
CONV=2, PHl.LE.PHIMN-~SUM OF SQUARES.LE.PHIMN
CONV=3, GAMMA LAMBDA TEST~--COULD BE ROUNDOFF
PROBLEMS.
CONvV=6¢, GRADIENT OF PHI IS ZERC
CONV=5. FORCE OFF--MAXIMUM NUMBER I1FTERATIONS
EXCEEDED, SEE LIN(1l1).
CONV=6, USER ERRDR=—-CHECK INPUT.
WORK{2)=PHIZ, SMALLEST SUM OF SQUARES 50 FAR.
WORK(3i=XL, LAST VALUE OF LAMBDA.
WORK {4 )=GAMMA, LAST ANGLE{IN DEGREES) BETWEEN
GRADIENT AND LAST INCREMENT.
WORK (5 I=PHIUNZ=5UM OF SQUARES OF UNCONSTRAINED
RESIDUALS USING BEST PARAMETERS.
HORK{6)=PHICNZ=SUM OF SQUARES OF CONSTRAINT
RESIDUALS USING BEST PARAMETERS.
XDATA INPUT ARRAY CONTAINING VALUES OF INDEPENDENT VARIABLE
XDATA 1S NOT USED BY TJMAR1 EXCEPT TO PASS N
ARGUMENT LIST 7O FUNCT AND DERIV.

Y INPUT ARRAY CONTAINING VALUES 0OF DEPENDENT VARIABLE
AT THE N DATA POINTS.

I8 INTEGER INPUT ARRAY CONTAINING NUMBERS OF OMITTED
PARAMETERS.

FUNCT USER DEFINED EXTERNAL SUBROUTINE FOR EVALUATING
FUNCTION AND CONSTRAINT RESIDUALS. FORM OF ROUTINE
SUBROUTINE FUNCT(L +XDATAsYBsF,RES,PRNT)
DIMENSION XDATAL d4¥{1)sB(1)+PRNT(5}
TJMARL1 WILL PASS TO THIS ROUTINE L+XDATAsY, AND
Be Fs RESy AND PRNT( } SHOULD THEN BE DEFINED IN
FUNCT. I IS THE DATA POINT NUMBER BETWEEN 1 AND
N+NCONS. XDATA AND Y ARE AS IN TJMARL CALLING L157.
B IS THE CURRENT SET OF PARAMETERS BEING CONSIDERED.
F SHOULD BE THE FUNCTION VALUE AT DATA PUINT 1.
RES SHOULG BE THE RESIDUAL AT DATA POINT I.
PRNTUJ) 4 J=1,NPRNT ARE THE ADDITIONAL ITEMS TG BE
PRINTED ALONG WITH DATA IF LIN{12) IS POSITIVE.
DERIV USER DEFINEDC EXTERNAL SUBRDUTINE FOR EVALUATING
ANALYTIC DERIVATIVES IF LIN(5)=2. DERIV 15 NOT
CALLED IF ESTIMATED DERIVATIVES ARF USEDs BUT EVEN
THEN SOME ARGUMENT MUST APPEAR IN ITS PLACE IN
THE TJMARL CALLING LIST. FORM OF ROUTINE
SUBROUTINE OERIV(I,XDATA,Y,B+F4RES,PD)
DIMENSION XDATA{ ),Y(1),B(1}+PD(1}
L+ XDATA,YsB4+F+RES ARE AS DEFINED ON THE PREVIOUS
CALL TO FUNCT. FOR J=1,K PD{J) SHOULL BE DEFINED
TO BE THE NEGATIVE OF THE DERIVATIVE OF RESIDUAL 1
WITH RESPECT TO PARAMETER B(JI.
FAokkk FUNCT AND DERIV MUST APPEAR IN AN EXTERNAL STATEMENT
ook ok IN THE ROUTINE THAT CALLS TJMARI1.

LIN ARRAY BELOW

K NUMBER OF PARAMETERS.

1
2 N NUMBER DF CATA PODINTS.
3 NCONS NUMBER OF CONSTRAINTSy l.E. RESITUALS WITH NO DATA,
4 NF NUMBER OF OMITTED PARAMETERS.
5 KORV +EQ.1 ESTIMATED DERIVATIVES.,
«EQ.2 ANALYTIC DERIVATIVES.,
6 LIST? OETERMINES TYPE QUTPUT BEFORE INIT ITERATIONS
T LIST2 DETERMINES OUTPUT AFTER INIT ITERATIONS BUT BEFORE
CONVERGENCE OR FORCE OFF,
B LIST2 DETERMINES TYPE OUTPUT AFTER CONVERGENCE OR FORCE OFF
g INIT +GT«0 LESS DETAILED PRINT OUT AFTER INIT ITERATIONS.
+EQ.0 SAME TYPE PRINT OUT FOR ALL ITERATIONS.
l¢ eop «EQ.1 PRINTER PLOT SCALE DETERMINED 8Y INPUT YMN AND

YMX.
«FQs2 PRINTER PLOT AUTOMATICALLY SCALED BY ROUTINE.
«FQe3 NO PRINTER PLOT. DATA LISTED INSTEAD.
11 KILL «GE.) FORCE OFF AFTER KILL ITERATIONS.
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WP N e

NPRNT

ITAPE

JKTAPE

LNWORK

JCENTD

YMN
YMX
XLAM
DLY
DEL

GAMCR

TAU

PHIMN
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«EQ.0 NC FORCE OFF
NUMBER OF ADDITIONAL WORDS TO BE PRINTED AT EACH
DATA POINT. MUST BE GE.0 AND .LE.5.
NUMBER OF FILE ON WHICH OUTPUT IS5 WRITTEN.
ITAPE=6 15 DEFAULT SC ON PROGRAM CARD SHOULD BE
DECLARED TAPE6=0UTPUT.
NUMBER OF TEMPORARY SCRATCH FILE.
JKTAPE=3 1S DEFAULT, SO IF SCRATCH FILE 1§ USED
TAPE3 SHOULD BE DECLARED ON PROGRAM CARD,
+LE. NUMBER OF WORDS AVAILABLE IN TEMPORARY
WORK ARRAY WORK. USED IN DETERMINING WHETHER OR
NOT TC WRITE ON SCRATCH FILE.
«EQ.1 DO NOT USE CENTRAL OIFFERENCES IN CALCULATING
ESTIMATED PARTIAL DERIVATIVES.
+EQs2 WUSE CENTRAL DIFFERENCES ONLY AFTER CONVERGENCE
WITHOUT CENTRAL DIFFERENCES.
«EQ.3 USE CENTRAL CIFFERENCES FOR ALL ESTIMATED
PARTIAL DERIVATIVES,

XIN ARRAY BELOW

MINIMUM SCALE VALUE FOR PRINTER PLOTTING.
MAXIMUM SCALE VALUE FOR PRINTER PLOTTING.
INITIAL VALUE TO BE ADDED TO DIAGONAL OF PTP=A MATRIX

IN ESTIMATED ODERIVATIVE ROUTINE B#*DEL + DR - DLT
1S THE INCREMENT USED FOR CALCUALTING DERIVATIVE
CRITICAL VALUE OF ANGLE BETWEEN GRADIENT AND DB
INCREMENTS IN CONVERGENCE ROUTINE. ANGLE IS
MEASURED IN SCALED SPACE.
USED IN EPSILON TEST.
USED IN EPSILON TEST.
EPSILON TEST FOR CONVERGENCE IS SATISFIED
IF FROM ONE ITERATION TO THE NEXY ALL COMPONENTS OF
PARAMETER VECTOR B AND CORRESPONDING INCREMENT VECTOR
GELB SATISFY
ABS(DELB(J)) <LE. (E*ABS{BLJII4TAUL » J=1,X
END ITERATING AND RETURN IF PHI.LE.PHIMN

IF ANY VALUE IN THE XIN AND LIN ARRAYS IS .LE. O THE DEFAULY VALUE

LIN(11,
Qu
VA
AN

CORRESPONDING TO THAT INPUT CONSTANT WILL BE USED.
THES DOES NOT APPLY TO XIN{l) AND XIN(2}).

LIN{2),LIN{15) MUST BE SPECIFIED AS POSITIVE

ANTITIES OR ERRORS WILL CCCUR. THE BUILY IN DEFAULT

LUES ARE USUALLY SATISFACTORY FOR ALL OTHER XIN

D LIN QUANTITIES.

~—mwe FURTHER EXPLANATION OF THE THREE LIST PARAMETERS, LISTV,V=1s2,3

- -

———

—— -

LISTYV

W H N

=B - N IV VI

H

LISTV.GE

HoH
W RN

LU TR ] ]

-

NQ OUTPUT
ERRORS
ERRORS+ABBREVIATED
ERRORS+ABBREVIATEO+DATA{PLOT OR COLUMN DEP ON LOP)
ERRORS+ABBREV.+CORREL MATRIX
ERRORS+ABBREV.+CORREL MATRIX+DATA
ALL EXCEPT FOR BOTH DATA AND CORREL. MATRIX
ALL EXCEPT DATA
ALL
«10 INDIVIDUAL DIGITS ARE EXAMINED TO DETERMINE.
CPTIONS.,
DIGITS ARE ORDERED FROM LOW ORDER TO HIGH ORDER.
~=-=-= DIGIT ONE.
HEADER
TABLE OF INPUT CONSTANTS.
BOTH HEADER AND TABLE 'OF INPUT CONSTANTS.
----- DIGIT Twa.
COLUMNAR DATA LISTING
PRINTER PLOT OF DATA.
BOTH COLUMNAR DATA LISTING AND PRINTER PLOT.
. —==—= DIGIT THREE.
CORRELATIDN MATRIX.
~-===  DIGIT FOUR.

(S N D]

1 INCREMENTS
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XPPLO

1
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= 2 BETTER PHI OR NOT.
= 3 BUTH INCREMENTS ANC BETTER PHI GR NOT.
--—=- DICIT FIVE.
=1 PARAMETERS
= 2 PH1 'GAMMAILAMBDA' see
= 3 BOTH PARAMETERS AND PHI1,GAMMA, LAMBDAs .,
= &4 HAS STRECHING HELPED.
=5 B8O0TH PARAMETERS AND HAS STRECHING HELPED.
= 6 B8OTH PHI sGAMMA, LAMBDAy s« AND STRECHING HELPED.
= 7 ALL THREE==-PARAMETERSyPHIssses AND 'STRECHING.

IF ANY DIGIT IS ZERO, THE CCORRESPONDING OPTIONS ARE NOT
CHOSEN.,
IF LISTV IS «GE.2 THEN ERRORS WILL BE PRINTEOD.
IF ANY MORE QPTIONS THAN ERRORS ARE CALLED FOR, THEN
HEADER(AND TRAILER) IS5 CHOSEN AUTUMATICALLY.

T XppPLOT = XppLOT XPPLOT XPPLOT XPPLOT XPPLQOT
00 e 30 ok e o e o o Aok kol ool ok ok e dkok ko ok o ak ke kol Aok kR kok ok
A o Rk oo e el g ol ook 3k o ok o
R o ok ok ek ke ok ok
oo o e e e ol ok K
SUBROUTINE XPPLOT(ISIZE,IPAGE, 180X ILABELy IMARK, IAXESy ITYPEsRANGE,
NUMa X1 e Y1oNLyL1 pX20Y2eN2oL24X30Y3aN3»L3 o XesY44NGLo)

ABSTRALCT

XPPLOT PLOTS ONE TO FOUR CURVES ON & SINGLE PRINTER-TYPE PLOT,
THE PHYSICAL SIZE OF THE PLOT MAY BE VARIEL AS APPRGPRIATE FOR
PRINTER OR TERMINAL OUTPUT, OPTIONS ARE SUPPLIED FOR AXIS
DRAWING AND LABELLING, SURROUNDING THE PLOT AREA WITH A 80X,
SPECIFYING SPECIAL PLOT LIMITS, PRDDUCING BAR GRAPHS, ETC.
XPPLOT DOES NO OVER-PRINTING, SO IT MAY BE USED WITH HALF-DUPLEX
TERMINALS., :

DESCRIPTION OF ARGUMENTS
ISIZE =~ SIZE OF ACTUAL PLOT AREA, NOT INCLUDING LABRELS, ETC.
IF =24 4y 6y 8, 10y OR 12, THE PLOT SIZE WILL BE
THAT MANY INCHES, HORIZONTALLY AND VERTICALLY.
ORy ISIZE MAY BE GOF THE FORM 100*IVERT+IHORZIs WHERE
IVERT AND IHORZ ARE THE VERTICAL AND HORIZONTAL
DIMENSIONS,; IN INCHES,; OF THE ACTUAL PLOT AREA.
IN THIS CASEy IVERT AND IHORZ MUST EACLH BE ONE OF
THE VALUES 2y 4y 64 84 10, OR 1l2.
WHEN USING A TERMINAL, IHORZ {(0OR ISIZE) SHOULD
BE NO LARGER THAN 6. WHEN USING A LINE PRINTER
WITH AUTOMATIC PAGE EJECT AT PAGE BREAKS, [VERT
{0R ISIZE) SHOQULD BE NO LARGER THAN 8.
IF ISIZE.LT.0y ITS FORM MUST BE ~¢(1O000*NROW+NCOL),
WHERE NROW IS THE NUMBER OF ROWS, COR PRINT LINES,
TO BE USEDs AND NCOL TS THE NUMBER OF COLUMNS,
CR PRINT POSITIONSs PER LINE. THERE ARE ND .
RESTRICTIONS ON NROW AND NCOL EXCEPT THAT THEY
BE AT LEAST TwWOs AND NCOL.LE.121.
FOR EXAMPLE, ISIZEx -49101 WOULD PRODUCE A 49 ROW
8Y 101 CCLUMN ({8 BY 10 INCH) PLOT.
LABELING OF THE AXES MAY NOT APPEAR NICELY REGULAR
WHEN UNUSUAL VALUES ARE USED FOR NROW OR NCOL.
IF ISIZE=04 A & BY 6 INCH PLOT WILL BE DONE.
IF IS1ZE=1, AN 8 8Y 8 INCH PLOT WILL BE DONE.
IPAGE ~ IF .GT.04 A PAGE EJECT WILL BE DONE BEFORE THE PLOT
15 STARTEQ.
IF «LE.Oy NO PAGE EJECT IS DONE. THIS WOULD BE THE
APPROPRIATE CHOICE FOR TERMINAL OQUTPUT, OR IF
YOU WISH TO PRINT A TITLE AT THE TOP OF THE PLOT.
180X - IF =1y A BOX WILL BE DRAWN (WITH ASTERISKS) ARAQUND
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THE ACTUAL PLOT AREA (NOT INCLUDING LABELS, ETC.)
USE OF A BOX IS NOT RECOMMENDED WHEN USING A
TERMINAL, AS IT MAY SLOKk DOWN PLOTTING TOO MUCH.
=2, THE BOX WILL BE DRAWN WITH PLUS SIGNS.
=3, THE BOX WILL BE DRAWN WITH ZEROES.
=4y THE BOX WILL BE DRAWN WITH THE LETTER X.
«LE.Oy NO BOX wWILL BE DRAWN ARQUND THE PLOT AREA.
=0 OR ANY VALUE OTHER THAN 14 2+ 3, OR 6y BOTH
AXES WILL 8E LABELLED EVERY TWO [NCHES.
=1y 2y 3y OR 69 THE ¥ AXIS WILL BE LABELLED EVERY
WHOLE, HALF, THIRDs DR SIXTH OF AN INCH
(ASSUMING SIX LINES ARE PRINTED PER VERTICAL INCHI,
WHILE X AXIS LABELLING REMAINS AT TWO INCHES.
oLTeO+ LABELS WILL BE SUPPRESSED COMPLETELY.
HOWEVERs IF IMARK.GE.O, THE MAGNITUDE OF [LABEL
WILL STILL INDICATE THE TIC MARK SPACING.
«GTe0y TIC MARKS WILL MARK EACH ROW OR COLUMN
BEING LABELLED. THE LENGTHS OF THE MARKS WILL
BE ROUGHLY IMARK/&6 INCHES. THUS, IF IMARK IS SET
TO A LARGE NUMBERs SAY 100, THESE TIC MARKS WILL
BECOME FuULL GRID LINES. WNOTE -- THE X AXIS MAY
NOT BE LABELLED MORE DENSELY THAN ONCE EVERY
TWD INCHES. HOWEVERs THE SPACING DF TIC MARKS
ON THE X AXIS WILL EQUAL THAT OF THE ¥ AXIS
EXCEPT WHEN IABS(ILABEL}=3 OR 6, IN WHICH CASE
X AXYIS TIC MARKS WILL REMAIN AT HALF INCH
INTERVALS.
«LTe0y NO TIC MARKS WILL BE USED. 1IN THIS CASE,
X AXIS LABELLING WILL BE SUPPRESSED,y AS IT WOULD
BE AMBIGUDUS. THIS MODE MAY BE DESIRABLE WHEN
PLOTTING HISTOGRAMS WITH LTYPE=Z.
=0y SINGLE CHARACTER MARKS WILL BE USED,.
«GT.0s X- AND Y-AXES WILL BE DRAWN ON THE PLOT, SO
AS TO PASS AS CLDSELY AS POSSIBLE THROUGH X=0+ Y=0.
«LELOr NO AXES WILL BE DRAWN.
+LE+1ls A NORMAL PLOT WILL BE DONE.
=2y A HORIZONTAL BAR GRAPH WILL BE DRAWN.
THIS MEANS THAT THE OCCURANCE OF A DATA POINT
ON A CURVE CAUSES THE PLOT CHARACTER FCR
THAT CURVE TO BE PRINTED IN THE ROW/COLUMN
POSITION INDICATED BY THAT POINT, PLUS IN ALL
COLUMNS OF THAT ROW TO THE LEFT OF THAT PGINT.
HOWEVER, A HIGHER PRICRITY CURVE MAY THEN -
COVERPLOY SOME OR ALL OF THAT ROW OF CHARACTERS.
SEE NOTE AT BOTTOM.
«GE«3y A VERTICAL BAR GRAPH WILL BE DRAWN,.
THAT IS, A GIVEN POINT CAUSES ITS PLOT CHARACTER
TO BE PLOTTED IN A GIVEN ROW/COLUMN POSITION.
PLUS IN ALL ROWS BELOW THAT POSITICN.
HOWEVER, IF ANCTHER DATA POINT APPEARS LATER
(1+Eey LOWER) IN THIS CCLUMN, IT WILL TAKE
PRECEDENCE FOR THAT ROW AND BELOW.
NOTE == YOU SHOULD NOT USE IMARK.GT.1l GR
TAXES.GT.0 WHEN ITYPE=3, AS ANYTHING PRINTED ON THE
ACTUAL PLOT AREA WILL PROPAGATE BELGOW THAT
POINT JUST AS IF IT WERE DATA.
RANGE=0., THE PLOT SCALES WILL BE DETERMINED BY
THE DATA. IN THIS CASEs THE MIDDLE OF YHE FIRST
COLUMN WILL CORRESPOND TO THE MINIMUM X VALUE,
THE MIDOLE OF THE LAST COLUMN WILL CORRESPOND TO
THE MAXIMUM X VALUEs THE MIDOLE OF THE BOTTOM ROW
WILL CORRESPOND TO THE MINIMUM Y VALUE, AND
THE MIDDLE OF THE TOP ROW WILL CORRESPOND TO THE
MAXIMUM Y VALUE.
RANGEJ.NE.Qssy THEN RANGE [S ASSUMED TD BE AN ARRAY
OF LENGTH 54 CONTAINING THE FOLLOWING.
RANGE(1) - A NON-ZERO VALUE.
RANGE(2) -~ X VALUE OF LEFT-MOST COLUMN
RANGE(3} -~ X VALUE OF RIGHT-MOST COLUMN
RANGE(4} - Y VALUE OF BOTTOM ROW
RANGE(S5) - Y VALUE OF TOP ROW
THESE RANGE PARAMETERS MAY BE USED EITHER TO
EXTEND OR RESTRICT THE NORMAL RANGE. THAT IS,
THEY MAY BRE USED TC 2COM 0OUY CR IN.
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NUM - NUMBER OF CURVES BEING USED FOR THIS PLOT.
IF Num=1, THE CALLING SEQUENCE MAY BE TERMINATED
AFTER THE PARAMETER Ll. (MCST FGRTRAN COMPILERS
WILL TCLERATE THIS USAGE.} IF NUM=Z, THE CALLING
SEQUENCE MAY BE TERMINATED AFTER PARAMETER L2+ ETC.
1F NUM=0, DONE CURVE WILL BE ASSUMED.

X1 - ARRAY OF X-COORDINATES FOR FIRST CURVE.

Y1l ~ ARRAY OF Y-COORDINATES FOR FIRST CURVE.

N1 - NUMBER OF DATA PDINTS ON FIRST CURVE (DIMENSION OF
X1 AND Yil.

L1 ~ PLOT CHARACTER TO BE USED FOR FIRST CURVE. THIS

CHARACTER SHOULD B8E IN Al FORMAT, SUCH AS 1lH%,
X2sYZeN2sL2 = CORRESPONDING DATA FOR SECOND CURVE.
X3+¥3pN3,L3 - CORRESPONDING DATA FOR THERD CURVE,
X44Y464NGy L4 ~ CORRESPONDING DATA FGR FOURTH CURVE.
NOTE -~ IN CASE DATA FROM MORE THAN ONE CURVE OCCURS
AT A GIVEN ROW/COLUMN POSITION. SYMBOL L1 WILL
OVERRIDE SYMBOL L2y WHICH WILL OVERRIDE SYMBOL L3,
ETC.

FORMAT
THE FORMAT USED FOR THE PLOT AREA 1S5
FORMAT {(1XGiles+ALl+NAL,AL}
WHERE NAl IS THE ACTUAL PLOT AREA, AND THE TWO Al FLELDS
ARE FOR THE B0OX AND TIC MARKS.

SOME SIMPLE EXAMPLES =-

A TYPICAL TERMINAL PLOT DOF A SINGLE FUNCTION CAN BE DONE BY
CALL XPPLOT{(0+040+0+0+040+40421sXsYaNsLiH*)

A TYPICAL LINE PRINTER PLOT OF A SINGLE FUNCTION CAN BE DDNE 34
CALL XPPLOT(l 9+l el 414151 ¢350091 oXaYeNolH*)

A TYPICAL LINE PRINTER PLOT OF TW(O DEPENDENT VARIABLES

AGAINST A SINGLE INDEPENDENT VARIABLE CAN BE DONE BY
CALL XPPLOT{1,)leielylolels0ap2sXe¥loNyiHL o XoYZaNp1H2)

R E JONES DIVISION 2642 JUNE 1976

ZEROIN ZERQIN LEROIN ZEROIN ZERCIN ZERDIN ZEROIN
s s ol o o ook ok b ol oK o ot ok ook o o oK ok ok o ok K ok R KR kK
ko 0o o o R sk e R o ok o o el ok ok
e e ok ok o ek o ok ROk KK

Fok ok dxkokonk
SUBROUTINE ZERQIN{F.B,CyRE+AE,IFLAG)
BASED ON A METHOD BY T J DEKKER
WRITTYEN BY L F SHAMPINE ANDO H A WATTS
MODIFIED FOR THE MATH LIBRARY BY C B BAILEY

ABSTRACT
ZERQIN SEARCHES FOR A IERO OF A FUNCTION F(X) BETWEEN
THE GIVEN VALUES B ANC T UNTIL THE WIDTH OF THE INTERVAL
(B,C) HAS COLLAPSED TO WITHIN A TOLERANCE SPECIFIED BY
THE STOPPING CRITERION, ABS(B~C) JLE. 2.%(RW*ABS(B)+AE).
THE METHOD USED IS AN EFFICIENT COMBINATION QF BISECTION AND
THE SECANT RULE. IN ORDER TO INSURE THAT ZEROIN WILL CONVERGE
TC A ZEROs THE USER SHOULD PICK VALUES FOR B AND C AT WHICH
THE FUNCTION DIFFERS IN SIGN.

DESCRIPTION CF ARGUMENTS
F+BsCyRE AND AE ARE INPUT PARAMETERS
ByC AND IFLAG ARE OUTPUT PARAMETERS
F ~ — NAME OF THE REAL VALUED EXTERNAL FUNCTION. THIS NAME
MUST BE IN AN EXTERNAL STATEMENT IN THE CALLING
PRGGRAM, F MYST BE A FUNCTION OF ONE REAL ARGUMENT,

B ~ (ONE END OF THE [NTERVAL (B,C). THE VALUE RETURNED FOR
B USUALLY IS THE BETTER APPROXIMATION TO A ZERC OF F.
c - THE OTHER END OF THE INTERVAL (B,C)

RE - RELATIVE ERROR USED FOR RW IN THE STOPPING CRITERION,



AE -

IFLAG -

REFERENCES

123

IF THE REQUESTED RE 1S5 LESS THAN MACHINE PRECISION,
THEN RW IS SET TO APPROXIMATELY MACHINE PRECISIDN.
ABSOLUTE ERRUR USED IN THE STOPPING CRITERION. IFf THE
GIVEN INTERVAL (B+C) CONTAINS THE ORIGINy, THEN A
NONZERO VALUE SHOULD BE CHOSEN FQOR AE.
A STATUS CODE. USER MUST CHECK IFLAG AFTER EACH CALL.
CONTRDL RETURNS TD THE USER FROM ZEROIN IN ALL CASES.
ERRCHK DOES NOT PROCESS DI1AGNOSTICS IN THESE CASES.
1 8 IS WITHIN THE REQUESTED TOLERANCE OF A 1ERD.
THE INTERVAL {8,C) COLLAPSED 7O THE REQUESTED
TOLERANCEs THE FUNCTION CHANGES SIGN IN (B,C)ds ANOD
F{X)} DECREASED IN MAGNITUDE AS (B+C) COLLAPSED.
2 F{B) = 0. HOWEVER,s THE INTERVAL (8,C) MAY NOT HAVE
COLLAPSED TO THE REQUESTED TOLERANCE.
3 B MAY BE NEAR A SINGULAR POINT OF FiX).
THE INTERVAL (B+C) COLLAPSED TO THE REQUESTED
TOLERANCE AND THE FUNCTION CHANGES SIGN IN (8,C) BUT
F{X) INGCREASED IN MAGNITUDE AS (B+C) COLLAPSEDs1.E.
ABS{FIB OUT)) .GT. MAX(ABS{F(B IN}),ABSIF(C IN})}
4 NO CHANGE IN SIGN OF F(X} WAS FOUND ALTHOUGH THE
INTERVAL (8,C) COLLAPSED TO THE REQUESTED TOLERANCE.
THE USER MUST EXAMINE THIS CASE ANC DECIDE WHETHER
B IS NEAR A LOCAL MINIMUM OF F{X)y OR 8 IS NEAR A
IERC OF EVEN MULTIPLICITY, OR NEITHER OF THESE.
5 TOO MANY {.GT. 500) FUNCTION EVALUATIONS USED.

l. L F SHAMPINE AND H A WATTS, ZERCIN, A ROOT-SOLVING CODE,
SC-TM-T0-631, SEPT 1970.

2« T J DEKKERs FINDING A ZERO BY MEANS OF SUCCESSIVE LINEAR
INTERPOLATIONs *CONSTRUCTIVE ASPECTS OF THE FUNDAMENTAL
THEOREM OF ALGEBRA*, EDITED 8Y B8 DEJON AND P HENRICI. 1969.
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INDEX OF ROUTINES

AIRY
AVINT
BAIRY
BESI
BESIOL
BESY
BESJOL
BESKN
BESKO1
BESYN
BESYQ1l
BETAIC
BETALN
BETBIC
CAXBI
cBNB2
CHAA
CHAN
CHBND
CNAA
CNAN
CNPLCOF
CNPFIT
CNPVAL
COLODE
COSH
CPQR
DAIRY
DBAIRY
ERF
ERFC
ERRCHK
ERRGET
ERXSET
FCENT
FCHISQ
FCIRCY
FFDIST
FNCRM
FNORMB
FOURT
FOURTH
FOURTR
FXXRHQO
GAMFN
GAMIC
GAMLN
GAMMAZ
GAMTL
GAUSS
GERK
HRMITE
MINA
NNLS
ODE
0ODERT
PCOEF
POLCOF
POLFIT
POLINT
POLYVL
PSMYHI
PVALUE
QN
QNC3
QNCT
QPPLOT
QTPLOT

9,71
9,72

12,74
1276
1277
13,78
13,78



RBNDZ2
RDET
RFFT
RFFTI
RKF
RNAA
RNAN
RPQR
RS AA
RSAN
RSBND
RVNORM
SAXB
SAXBI
SICONT
SIMIN
S INH
SMO0
5008
SCSNLE
SPLIFT
SPLINY
SPLIQ
SSORY
STEPL
STFODE
sUDS
SUPORT
SVA
SVDRS
THA
TJMAR]L
XPPLOT
ZERDIN
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16,78
11+79
10,80
10,81
13,82
10+85
10488
16487
10,87
10488
10.89
15,90
11490
11492
12,93
15494
15,96
9496
11,97
12.98
94100
9,101
9¢l24102
124103
13,104
13,106
11107
13,109
11.112
11+115
154117
9¢12+117
134120
15,122



8040
8100
8290
8300
8400
BQ1L0
8121
8121
8121
8121
8121
3121
8121
8121
8122
gl22
8122
Bi22
8122
8122
8122
8123
8123
8123
8123
8124
8124
8124
8124
8124
8lz4
8131
8131
81131
8132
8132
B132
8132
8132
8141
814l
8141
8laz
8l42z
8la2
Bi43
8147
8144
Bl44
8l44
Bl44s
8144
8156
8156
B156
8156
8156
8156
8157
8157
8158
5158
8158
8158
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BRADSHAW ROBERT W
BRAMLETTE T TAZWELL
CARLING ROBERT W
KRAMER CARGLYN M
NICHOLS MONTE C
DAWSCN DANIEL 8
ESTILL WESLEY B
ROBINSON STEVEN L
WEST ANTON J

BARTEL JAMES J
MILLS BERNICE E
WEST LLOYD A

GOLD THEGDORE §
BERKBIGLER KATHRYN P
DELAQUILL PASCAL III
GALLAGHER ROBERT J
KEETON STEWART
STIMMELL KATHLEEN
STRANDIN GERALC E
WAGNER NORMAN R
BASINGER RICHAREC C
LEARY PATRICIA L
MILLER GORDON J
MITCHELL DCNNA L

NE IGHBORS PAULA K
BARNHOUSE JOHN N JR
HEIDELBERG S T
ISLER RICHARD E
KOOPMANN BRUCE E
QUOCK HANLOY
SCHUKNECHT ARNOLD G
WHITWORTH FREDDY L
BREAZEAL NORMAN L
BROWN GARRY $§

COLL CORNELIUS F 111
GRIESEL M ANN
KERSTEIN ALAN R
ROGERS JAMES N
STRUVE JAMES E
WCOLERY EDGAR F
BISSON CHARLES t
GABRIELSON VERLAN K
HUDDLESTON ROBERT £
JEFFERSON THOMAS H JR

127



8325
B325
8325
8326
B326
8326
8326
8327
8327
8327
8327
B340
8341
8341
8341
8341
8341
8341
8342
8342
B342
8342
8342
8342
8342
8342
8345
8346
8346
8347
8347
B347
8347
8347
8347
8351
8351
4352
8352
8353
8353
8354
B354
8354
8365
8365
8365
8365
8365
B3¢5
6365
B366
8366
81366
B366
83566
8366
8410
8411
8411
8411
8411
8411
8411
8411
84l2
8412
8413
8413
8413
8413
B423
8423
R423

128

MANSFIELD JUANITA
MANTEUFFEL THOMAS A
MARGCLIS STEPHEN B
EICKER PATRICK J
HANKINS JO& D
[ANNUCCT JOSEPH J
WOODARD JAMES B JR
BARKER BERTON E
JONES HILARY [
LATHROP JAMES F
LEE ROY ¥

WIRTH JOHN L
BASKES MICHAEL I
HAGGMARK LERCY G
HICKS ANNETTE M
LOOK GECQRGE W
MELIUS CARL F
WILSCN WILLIAM O
GAY RICHARD T

GRAY STEPHEN C
HARTWIG CHARLES M
MATTERN PETER L
RAHN LARRY A
SCHMIEDER RUBERT W
VASEY STEPHEN J
VITKO JOHN JR
MARTINELL RONALD E
CHILOERS CARL W
DECARLI CHARLES J
BROWN LESLIE A
CARON JAMES E
MALINOWSK! MICHAEL E
SWANSIGER WILLIAM A
THUMAS GEORGE J
VER BERKMOES ALFRED A
COLEMAN HUGH W
MITCHELL REGINALD E
ROBINSON CLARENCE W
WITZIE PETER O
CATTOLICA ROBERTY J
HARDESTY DONALD R
ASHURST WILLIAM T
KEE ROBERT J JR
SANDERS BILLY R
BARR VERNON C
BARSIS EDWIN H
BECKER JCHN A

HALL R MICHAEL
MCALLISTER UAN R
PEGLOW STEVEN G
WITEK HENRY M
CLARK RALPH E
DIDLAKE JOHN E JR
HENSGN DOUGLAS R
MITCHELL KENNETH A
NORRIS HAROLD F JR
SCHAFER CLIFFDRD T
BARDOCDY ROGER A
BENTCN JOE O
CONVERSE LOUISE §
HOLBROOK ELMOND D
MACMILLAN DOUGLAS C
MANROW BRITT MARIE
POLTAK RALPH S
SWAN HERBERT W
ANGVICK GENE L
WHITNEY WILLIAM L
DANNENSBERG DavID J
GREEN DURWOQD P
NELSON DENNIS 8
SKINRGGD UCNALD A
AFFELOT BRUCE E
JACKSON RCBERT W
MADSEN JOAN F



8423
8423
B423
8423
8432
8432
8432
8432
8434
3141
8265
8265
8266
8325

REIS HERMANN L

SCHMEDDING WILLIAM
VON STEEG HERMAN J
WACKERLY CARL A
BYFIELD VERNON E
CO0K RICHARD S JR
FINN RICHARD W
KEIFER PATRICK
E1CHERT FRED F JR

TECHNICAL LIBRARY SYSTEMS AND PROCESSES DIVISION
CUPPS F 4 / TECBHNICAL LIBRARY SYSTEMS AND PROCESSES DIVISION
TECHNICAL PUBLICATIONS AND ART DIVISION, FOR TIC (2)
LIBRARY AND SECURITY CLASSIFICATION DIVISION {5)
JEFFERSON T H /7 SANCIA LABORATORIES (L IVERMORE)

MATHEMATICAL SUBROUTINE LIBRARY (30)





