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ABSTRACT 

This paper presents a methodology for determining the configuration 
of the most economical Solar Total Energy System (STES) for a particular 
application. This methodology also can be used to design Small Power 
Systems and Solar Process Heat Systems because they are special cases of 
a STES. Since the values of the economic parameters used in this analy­
sis are not well-defined, restrictions can be placed on the amount of 
purchased electricity and fossil fuel. Using these restrictions, one 
can design, for example, the most economical STES which purchases one­
fourth as much energy as a conventional system. The results of the 
analysis include the system design, its performance, annualized cost, 
etc., and polynomials which can be used to determine system cost and 
energy purchases at off-optimum design points. 

The results of an investigation of an application similar to the 
Bleyle Plant in Shenandoah, Georgia (the site of Large Scale Experiment 
#2), are presented. The sensitivity of the results to changes in the 
energy inflation rates, the electricity pricing schedule, system loca­
tion, and restrictions on the amount of purchased energy were investi­
gated in this study. The results indicate a STES which starts operation 
in 1982 is competitive for this application. In many cases it is less 
expensive than a conventional system which purchases all of the elec­
tricity and fossil fuel required to satisfy the application's demands. 
These results are based upon high production rate costs for the major 
components. 
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A METHODOLOGY FOR DETERMINING THE CONFIGURATION 
OF THE OPTIMUM SOLAR TOTAL ENERGY SYSTEM 

Introduction 

The advent of the recent "energy crisis" has made it apparent that 

all possible energy sources must be utilized to their fullest potential. 

This, coupled with a desire to minimize the thermal pollution to the 

biosphere, makes the concept of total energy very attractive. In the 

early days of the total energy concept it was referred to as the cas-

caded energy scheme. Waste heat which was conventionally rejected to 

either the atmosphere or some convenient body of water was used to 

provide space, hot water or industrial process heating. According to 

the second law of thermodynamics, the idea of closely matching the 

source temperature of the working fluid with the application provides 

minimum entropy generation and thus is inherently a better use of the 

energy. This concept applies to any power generation system which has 

a heat engine, but it is especially true in the case of solar energy. 

In the following discussion, the total energy system utilizing solar 

energy will be referred to as the STES. 

a circulating fluid (e.g., Therminol 66) 

to a mid-range temperature (e.g., 320°C). 

In the solar collector field 

is heated by solar radiation 

This high temperature fluid 

is then used to power a Rankine-cycle engine. A STES turbine is de-

signed so that, in addition to producing electricity, it utilizes tur­

bine reject heat to meet the process heat needs of the application. 

Solar energy utilization is dependent on many factors, but is typically 

quite high (e.g., 75%), although the solar to electrical conversion 

efficiency could be on the order of 25%. The reason for this is that 

the use of reject heat displaces fossil fuel which would normally be 

used to meet the process heat demands. 

The design of a STES for a particular application is fairly diffi­

cult, since there are many options to consider. The STES could be a 

hybrid system where a substantial fraction of the energy demands are 

met by conventional sourceS (e.g., electricity purchased from the public 

utility), or it could be a stand-alone system. Sizing of the components 

likewise involves many options. The collector field can be sized so 
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that it will provide the required electrical and/or thermal energy for 

most of the year. However, if this design were selected, it would 

probably not be very efficient during the summer. The collector field' 

might instead be designed to meet the application's energy needs during 

the summer only. This system would have to be supplemented by other 

energy sources during the remainder of the year. Similarly, there are 

many sizing options for the thermal energy storage which could be used 

as buffer, overnight, or weekend storage. 

For these reasons, STES are usually designed in a piecemeal fashion. 

Based upon the energetics discussed above, the solar collectors might 

be sized, for example, to meet all of the energy needs of the applica-

tion during the summer only. The cost of energy provided by therm~l 

storage is typically constant for small storage sizes, but as the size 

is increased the cost will, at some point, increase dramatically. 

Based on this consideration alone, the size of thermal storage would be 

chosen at a value slightly less than that at the knee of the energy cost 

versus size curve. The sizes of the other components are usually deter-

mined in a similar manner. There is, however, no guarantee that a system 

designed with these components would be anywhere near optimum. 

An economic analysis of a STES designed in this manner almost 

always finds the energy provided is much more expensive than that 

available from conventional sources. This indicates a STES which is 

designed in a piecemeal fashion is not economical; however, it should 

not be taken to mean that STE systems cannot be made economical for 

many applications. Obviously, what is needed is a series of system 

components which have been optimized when their interaction and system 

performance are considered. 

The piecemeal design and other similar methodologies have several 

basic problems. The first is that in designing the STES they use a 

set of rules which is probably not economically valid for a substan-

tial fraction of the applications. The second is that the system is 

designed in modules, which is generally not a satisfactory way to 

achieve an optimized system. Finally, they simply cannot investigate 

the whole spectrum of possible STE systems and therefore their design 

probably will not be the most economical. 

These and other problems indicate that it would be desirable to 

have a methodology which would design a STES subject only to the 

8 



restriction that it would provide all of the required energy at the 

lowest possible cost. Since the values of the economic parameters are 

not well defined, it would be desirable to be able to place restrictions 

on the amount of electricity and fossil fuel purchased. This could be 

used to determine, for example, the design of the most economical STE 

system which would purchase 25% of the energy that a conventional sys­

tem requires. The remaining 75% would be provided by the solar collec­

tors. 

The purpose of this paper is to describe such a methodology and 

indicate some results obtained using it to design a STES for a part i-

cular application. The sensitivity of the system design to changes in 

economic parameters, system location and limits on the amount of pur­

chased energy will also be discussed. 

System Model 

In order to design the optimum system one must start with an 

accurate system model. In addition, the model must be flexible so that 

a wide variety of applications can be investigated. These requirements 

conflict with the other constraints; namely, that the computer space 

required by the numerical model should be reasonably small and the 

system simulation should require very little computer time. The latter 

constraint is necessary so that many different system configurations 

can be investigated. The model accuracy and flexibility requirements 

along with the computer time and space constraints have played a major 

role in shaping the development of the numerical model. 

The model is flexible so that it can be used to design STE systems 

for many different applications. In order to satisfy the energy demands 

of any application STE systems are allowed to obtain energy from several 

sources, which include 1) the sun (as solar radiation), 2) fossil fuels 

(e.g., coal, oil and gas) and finally, 3) electricity from a public 

utility. The model is also very flexible in the manner in which it 

considers energy demands. Energy can be provided as 1) process heat 

(at three different temperatures), and 2) electricity. By adjusting 

these energy demands the STE system can become, for example, 1) a power 

plant which generates electricity for a public utility, 2) a total 

energy system which provides electricity, heating, and cooling for a 

high rise apartment building, 3) a total energy system which provides 

process heat and electricity for a food processing plant, or 4) a 
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solar process heat system which provides process steam for food 

processing. 

A large number of components have been included in the STE system 

to provide additional flexibility. There are eleven independent com­

ponents whose sizes may be independently varied in order to determine 

the most economical (optimum) system design. These include 1) four 

collector types (high temperature thermal, low temperature thermal, 

photovo1taic, and concentrating photovoltaic), 2) three energy storage 

types (high temperature thermal, low temperature thermal, and battery), 

3) three types of turbines, or up to a three-stage turbine (high, inter­

mediate, and low pressure), and 4) a gas turbine. Because the division 

of the cooling load between an absorption refrigeration unit and a vapor 

compression unit can affect system economics, a twelfth optimization 

parameter has been included. This parameter allows the division of a 

cooling load (the AR/VCR load) between the two refrigeration units to 

be varied, 80 that the optimum system design can be determined. In 

order to maintain maximum flexibility, two other cooling loads also may 

be specified; one which can be satisfied by only the absorption unit, 

and another which can be satisfied by only the vapor compression unit. 

The remaining dependent components (e.g., the condensor and cooling 

tower) are sized for efficient system operation. The components and 

their functional relationships are shown in Figure 1. It should be 

mentioned that the size of any component may be zero for a particular 

application or may shrink to zero for a particular set of economic 

conditions. For example, if the cost of electricity and fossil fuel 

were relatively low, the size of the solar collector field could 

shrink to zero in order that the energy be provided at the lowest 

possible cost. 

Solar collectors are an important component in STE systems. Two 

different classes are identified in Figure 1; high temperature and low 

temperature collectors. The high temperature collectors provide energy 

which is ultimately used in the heating of the thermal engine's working 

fluid. Depending upon the fluid temperature of the collectors and the 

required state conditions, energy from these collectors may be used to 

1) heat feedwater, 2) heat feedwater and vaporize the working fluid, 

or 3) heat feedwater, vaporize and superheat the working fluid. If, 

at some instant, more energy is being collected than the system 
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requires, the excess energy can be stored at high temperature for later 

use. The gas turbine and afterburner provide a backup for the high 

temperature collector and storage system. 

The low temperature collectors provide low temperature thermal 

energy (and possibly electrical energy) for use by the STE system. The 

low temperature thermal energy can be supplied by the low temperature 

thermal collector field and the concentrating photovoltaic collector 

field. It is ultimately used to satisfy some portion of the heating, 

cooling, and low temperature process heat requirements. If more thermal 

energy is being collected than the system requires, the excess is stored 

at low temperature for later use. If the low temperature collectors and 

storage are unable to supply the necessary energy, heat can be supplied 

by the high temperature vapor generator. If this isn't possible, the 

auxiliary heater can be started to supply the necessary energy. 

If the low temperature collectors are photovoltaic or concentrating 

photovoltaic collectors, they will also provide DC electricity to assist 

in satisfying the electrical energy demand placed upon the system. Com-

ponents associated with the use of this electricity include batteries, 

for storage, an AC-DC convertor and a DC-AC convertor. If the STES 

cannot meet the electrical demand, power can be supplied by a public 

utility. 

The types of collectors available include central receiver or dis-

tributed collector systems. The types of distributed collectors that 

could be chosen include parabolic trough collectors, paraboloidal dish 

collectors and flat plate collectors. The operation of these collectors 

is fairly flexible. For example, the parabolic trough collectors may be 

set up for either East-West axis tracking or for North-South axis track-

ing. If the collector is set up for North-South axis tracking, the col-

lector can have a horizontal rotation axis or a polar axis mount. 

The collector simulation is fairly sophisticated--solar energy 

available to the collectors is calculated using the solar energy availa-
1 bility equations of E. C. Boes. The thermal energy collection efficiency 

is calculated using the equation 

b + a 
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where a and b are experimentally determined, TFIELD is the average field 

temperature, TAMBIENT is the surrounding air temperature and I is the 

insolation rate. This equation is fairly valid for moderate field 

temperatures (e.g. 

tapes on an hourly basis. 

Both TAMBIENT and I are read from weather 

The photovoltaic and concentrating photovol-

taic units' electrical energy collection efficiency is assumed to be 

constant. The pumping power required to circulate fluid through the 

collectors is estimated using the equation: 

Pumping Power K Q p 

where K is p the pumping power coefficient and Q is the amount of thermal 

energy being collected by the field. 

A gas turbine and afterburner have been included in the STES to 

provide flexibility in the sizing and the operation of the high tempera-

ture collector field. If they had not been included, the high tempera-

ture collector field's minimum size would be that required for the 

production of enough thermal energy to satisfy the high and intermediate 

temperature thermal energy demands. As a result of including these com-

ponents in the system, the collector area, for example, could be set to 

zero and the thermal demand would still be satisfied. The demand, in 

this case, would be met by using the high temperature gas turbine and/or 

the afterburner. This would be accomplished by routing the exhaust 

gases through the high temperature vapor generator, and the economizers. 

The use of the gas turbine and/or afterburner exhaust also allows 

the temperature requirements to be satisfied as the fluid temperature 

of the collector field is varied. This flexibility can result in more 

economical performance. For example, a STES might be required to pro-

vide 42Soc superheated steam. This requirement would heavily penalize 

a distributed collector system that lacked a gas turbine or an after­

burner because the collector field would have to operate at a very high 

temperature (~4S0°C) and would therefore have a low efficiency. In 

fact, flat plates and line focus systems probably could not provide fluid 

at this temperature. Systems which have a gas turbine or afterburner 

could use the high temperature exhaust to superheat the steam and there­

fore would be able to operate the collector field at a lower temperature 

and hence higher collector efficiencies. 
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Rankine cycle turbines are used to convert the working fluid's 

thermal energy into mechanical energy which is then converted into elec-

trical energy by an AG generator. These turbines are operated at three 

different pressure levels to 1) increase the efficiency with which the 

thermal energy is converted into mechanical energy (by the use of cas­

cading and reheat) and 2) provide for the possibility that process heat 

may be required at three different temperatures. If the low pressure 

turbine's reject heat is being used to satisfy the heating, cooling, 

and low temperature process heat requirements, excess energy may be 

stored at low temperature for later use. 

The operation of the turbines is determined by specifying the inlet 

and outlet enthalpies and the turbines' duty cycles. Any sort of work-

ing fluid (e.g., water, toluene, freon) may be used in the numerical 

simulation if property tables are available for the fluid. A regenerator 

is included in the model as it would be in actual installation to in-

crease total system efficiency. The power required for condensor and 

cooling tower operation is estimated in a manner similar to that used 

to estimate the collector field's pumping power. 

Economics 

The basis for determining which STES is the optimum one is the 

annualized system cost. The annualized system cost can be considered 

the average annual payment that would be required to keep the system in 

operation. It is a function of the capital cost of the system, the 

annual cost of purchased electricity and fossil fuel, the annual opera­

tion and maintenance cost and a large number of economic parameters. 

They specify, for example, the effective income tax rate, electricity 

and fossil fuel cost inflation rates, and the system lifetime. The 

methodology used is essentially that developed by A. M. Perino. 2 

Optimization 

The objective of the optimization section is to determine the con­

figuration of the STES which has the lowest possible annualized cost and 

is able to provide the energy required for the application. If there 

were only two optimization parameters, instead of twelve, one could 

visualize this problem as one of finding the lowest point on a surface 

which is bounded on all four sides. This point will be referred to as 

the "global" minimum. It is apparent that this surface may have many 
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local minima in it, and therefore a pattern search routine, like MINA,J 

may find a large deep local minimum instead of the global minimum. 

This problem is not unusual for the case where MINA is searching a 

twelve-dimensional surface for the global minimum (optimum STES). 

One solution to this problem is to gather information about the 

general shape of the surface and then start the search routine at the 

point where the global minimum is thought to occur. 

should then find the global minimum. 

The search routine 

The methodology for estimating the point at which the global mini-

mum occurs has three steps. The first step involves gathering informa-

tion about the entire surface by means of a Latin Hypercube Search 

(LHS). The LHS is a directed random search which puts a large number 

of randomly designed systems together for evaluation. The LHS is pre-

ferred because it assures uniform coverage of the surface and so it 

insures that the maximum amount of information is gathered for a cer-

tain number of points. The only restrictions on these systems are 

that the optimization parameters be within a specified range and the 

electrical generation capacity must be less than or equal to the peak 

electrical demand. The operation of these systems is then simulated 

and the annualized cost, fossil fuel and electricity purchases are de-

termined. The result is a table listing the sizes of the twelve optimi-

zation parameters, the annualized cost and the annual fossil fuel and 

electricity purchases for each system. 

The second step generates quadratic polynomials for the annualized 

cost (C) and annual fossil fuel (Q) and electricity (E) purchases. The 

data generated in Step 1 are used by a stepwise regression code to 

generate the quadratic polynomial which accurately estimates the value 

of the quantity in question as a function of the twelve optimization 

parameters but does not overfit the data. 

Steps 1 and 2 is similar to that used by R. 

The methodology cited in 
4 L. Iman. 

The objective of Step 3 is to find the quadratic polynomial's 

global minimum subject to several constraints. The avail~ble area is 

always constrained by the ranges of the optimization parameters 

(typically zero to some value for the eleven component size optimiza­

tion parameters and zero to one for the AR/VCR load optimization 

parameter). The installed electrical generation capacity must also be 

less than or equal to the peak electrical demand. Another possible set 
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of constraints concerns the amount of fossil fuel purchased annually 

and the amount of electricity purchased annually. If a conventional 

system is defined as one with no solar collectors, energy storage or 

turbines and the entire AR/VCR cooling load satisfied by the vapor 

compression refrigeration unit, and if the annual amount of fossil fuel 

and electricity purchased are denoted by Qc and Ec respectively, then 

the constraints which may be placed on the STES are: 

1 ) 

2) 

3 ) 

Q/Q < X 
c 

E/E < Y 
c 

where X, Y and Z are non-negative real numbers. 

Currently a large number of randomly sized systems which meet all 

the restrictions are assembled (e.g. 1000) and then evaluated using the 

C, E and Q polynomials. The result is the lowest cost system. It is 

a fairly accurate estimate of the point at which the cost polynomial's 

constrained global minimum occurs. This point is used as a starting 

point for MINA which will then find the optimum system configuration 

subject only to the accuracy of the LHS methodology estimate. 

An indication of the usefulness of the LHS technique can be made 

by comparing the results of some cases where MINA was started at the 

LHS point and others where MINA was started at an arbitrary point (the 

point where the sizes of the relevant optimization parameters were one-

half their maximum allowable value). Thirty different cases were run 

and in only one case was the LHS result significantly worse than the 

result obtained when MINA was started at the 50% point indicated above. 

A further breakdown shows the following: 

(C50%-CLHS)/CLHS No. in Range 

-.14 1 

-.024 1 

(-.01, .01) 13 

( . 01, .05 ) 2 

(.05, . 10) 7 

( . 10, . 15) 2 

> .5 2 
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where the subscript on C refers to MINA's starting point. In two cases 

MINA, when started at the 50% point, was unable to find a design which 

met the restriction on the quantity (E + Q)/(E + Q ). 
c c 

In two other 

cases the 50% point result was significantly more expensive than the re­

sult when MINA was started at the LHS point. 

The polynomials resulting from the LHS methodology are quite useful. 

They show the sensitivity of C, Q, and E to changes in the values of the 

optimization parameters. In fact, they make a classical sensitivity 

study quite easy. It is simply a matter of determining the functional 

form of a few partial derivatives. In addition, it is quite simple to 

determine the effect of a change in the design. All that is required 

are the C, E and Q polynomials and a four function calculator. 

Results 

In order to demonstrate the usefulness of this methodology, one ap-

plication has been thoroughly investigated. The application chosen is 

the Bleyle Plant in Shenandoah, GA. This case was chosen because it is 
5 6 the site for Large Scale Experiment #2, ' and thus most of the informa-

tion needed for application of this methodology is available in the 

General Electric contractor reports. The load data used are based upon 

information contained in these reports. Plots of the values used are 

shown in Figures 2-5. Since these values are defined on an hourly basis, 

there are slight differences between them and those found in the reports 

which are continuous functions of time. 

The layout of the system used to supply the needs of this applica-

tion is shown in Figure 6. The paraboloidal dish collectors along with 

the auxiliary heater (the afterburner of Figure 1) provide the thermal 

energy required to meet the process heat needs of the application and 

operate the turbines. The thermal efficiency of the collector field is 

estimated from the equation: 

n .8041 -

where TAMBIENT is in 

.00019(625 - TAMBIENT) 

I 

is in 
2 

kW/m . This equation accounts for 

both collector and field losses. The values of the constants were ob-

tained from GE reports. The field pumping power coefficient is .0178. 

Some of the outlet steam from the high pressure turbine stage is used 

to satisfy the process heat needs. The reject heat from the low pressure 
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stage is used to heat and cool the building. Electricity is provided by 

the turbines and may also be purchased from the public utility. Figure 6 

also shows the conditions throughout the system. For example, the 

steam pressure at the inlet of the high pressure turbine stage is 

715 psia, the temperature is 720°F and the enthalpy is 1355.3 Btu/lb. 
5 6 These values are based upon information contained in the GE reports ' 

and information received from J. P. Abbin. 7 The turbine's duty cycle is 

shown in Figure 7. 

The conventional system, which is the standard for comparison, uses 

the auxiliary heater to directly fire the steam generator. This is 

standard operation when there are no high temperature collectors and 

thermal storage. The steam generator provides saturated steam to satisfy 

the process heat demands. Part of the output of the steam generator is 

cooled to provide the thermal energy required for heating and cooling. 

The conventional system purchases electricity to satisfy the electrical 

demand. 

Sensitivity to changes in economic conditions were investigated. 

Four different sets of economic conditions are defined in Table I. The 

values of most of the economic parameters for Case I were obtained from 
5 6 the GE reports.' The difference between Cases I and II and between 

III and IV are the inflation rates for electricity and fossil fuel. The 

cost of electricity for Cases I and II is constant, while for Cases III 

and IV it is variable. If all the electricity were purchased from the 

public utility, its annualized cost would be approximately the same for 

both price schedules; $85,800 and $82,400 for the constant and time-of-

day price schedules with the low electricity inflation rate. 

ning year of operation for these systems is 1982. 

The begin-

The costing algorithms used for the collectors, storage and the 

turbine stages are listed in Table II. These algorithms were derived 

from information in the GE reports 5 ,6 and information received from 

J. P. Abbin. 7 They represent estimates on component costs for mature 

technology systems with a high production rate for the major components. 

The sensitivity to system location was also investigated. The 

weather tapes used in this study are the Typical Meteorological Years 

(TMy).8 Nashville, Tennessee was chosen for one location because a 

review of the available TMY stations indicated that the climate appeared 

to be most like that of Shenandoah, Georgia. Albuquerque, New Mexico 
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TABLE I. Economic Parameters 

Discount Rate 12% 

Interest Rate 9% 

Property Tax Rate 0% 

Downpayment 20% 

Income Tax Rate 50% 

Investment Tax Credit 20% 

o & M as a Percent of Capital Cost 

Cost of Fossil Fuel 

General Inflation Rate 

1. 5% 

.6¢/kWh 

6% 

Lifetime 

Depreciation 

Price Year 

20 years 

Sum-of-Years Digits 

Operation Year 

Case 

Electricity Cost 
Inflation Rate 

Fossil Fuel Inflation 
Rate 

Electricity Cost 

I 

10% 

12% 

4¢/kWh 

II 

14% 

18% 

* 

1978 

1982 

III 

10% 

12% 

4¢/kWh 

*The time-of-day pricing scheme follows 

Daily Co st Weekend 
Weeks Time (hr) Costt Time (hr2 Cost Time ( hr 2 

1-8, 48-52 22- 6 1. 84 7-21 4.6 0-23 

9- 21, 34-47 22-6 2.34 7-21 3.9 0-23 

22-33 19-10 2.01 11-18 6.7 0-23 

tThe cost is in units of ¢/kWh 

TABLE II. Costing Algorithms for Major Components 

Component 

Paraboloidal Dish Collector 

Thermal Storage 

Turbine 

Cost (K$) 

250' ~ield Size (103m2~ 
14.0· ~torage size (MWh)] 

520.3' [Stage Size (MW)}8 

IV 

14% 

18% 

* 

Cost 
Cost 

1.9 

2.2 

2.0 
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was chosen as the second location because it has a high average insola­

tion and thus acts as a limiting case for the system performance. 

The sensitivity to restrictions on the amount of purchased energy 

was also investigated. The amount of fossil fuel and the amount of 

electricity which could be purchased were not restricted. However, the 

sum of the two quantities was restricted in the manner shown below. 

Case Restriction 

NEP (Q + E) 1 NEP < 00 

(Qc + E ) c 2 NEP 
< 

.55 

3 NEP 
< 

.40 -
4 NEP 

< - .25 

5 
< 

NEP .15 

Case 1 has no restriction on the amount of purchased energy, so the 

resulting system will simply be the most economic. Cases 2-5 correspond 

to increasing restrictions on the amount of energy which may be pur-

chased. Solar energy will be required to make up the balance. The 

resulting system will be the most economical system subject to some 

constraint on the amount of energy which may be purchased. 

Definition of the location and economic scenario is all that is 

required to initiate the LHS methodology. For each of the location/ 

economic scenario combinations, 120 systems were randomly designed and 

their operation simulated. The results were used by the stepwise re-

gression code to generate C, E and Q pOlynomials. Table III lists the 

nomenclature used to report the results and the general restrictions. 

Table IV contains the results of an LHS for the Nashville location with 

the four different economic scenarios listed in Table I. The restric-

tion on the total installed electrical capacity can be seen at the top 

of the table. Since the amount of electricity and fossil fuel purchased 

to meet the application's needs are not dependent on the economics, only 

one E and one Q polynomial are listed. The r2 values listed are for the 

classically defined correlation coefficient. In all cases, the values 

are quite high (~ 0.86) indicating a good correlation. 

The E polynomial coefficients appear to be as expected. For 

example, this polynomial indicates electricity is needed to pump fluid 

through the collectors (the 15.20 X term) and the size of the turbine 
c 

stages affects the amount of electricity purchased, with both stages 

having approximately the same effect. 
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TABLE III. Nomenclature and Restrictions on the 
Annualized Cost, Annual Fossil Fuel Purchase and 

Annual Electricity Purchase Polynomials 

Nomenclature 

C annualized system cost (K$) 

E annual amount of electricity purchased (MWh) 

Q annual amount of fossil fuel purchased (MWh) 

electricity cost inflation rate 

fossil fuel cost inflation rate 

paraboloidal dish collector field size (103 m2 ) 

X
H 

high pressure turbine stage size (MW) 

XL low pressure turbine stage size (MW) 

X thermal storage size (MWh) 
s 

General Restrictions 

0 :> X :> 11. 25 
c 

0 :> XH :> .32 

0 :> XL :> .32 

0 :> X ::; 45. 
s 

TABLE IV. C, E and Q Polynomials for Nashville 

Restriction XH + XL ~ .32 + .0123 Xc 

E 1536. + 15.20 X - 5485. X - 5502. XL c H 

+ 3758. X 2 8022. XHXL + 3834. XL 
2 2 + r 

H 

Q 4269. 501. 6 X + 17341. XL + 28.28 X 2 
c c 

- 5.638 X X - 1020. X X - 1145. XcXL c s c H 

+ 117078. XH 
2 52668. XHXL + 89383. XL 

2 2 - r 

(Continued) 

.99 

.97 
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TABLE IV. C, E and Q Polynomials for Nashville (contrd.) 

e ~ 

E 
.10 

C 146.3 + 

e Q 

7.979 

. 12 Constant Electricity Cost 

x - 294.4 X
H 

+ .3395 X 2 - .08588·X X 
C c c s 

- 8.905 XcXH - 13.96 XcXL + .01936 Xs2 + 1463. xH
2 + 921.1 xL

2 

e
E 

~ .14 

C ~ 255.9 

e
E 

~ . 10 e Q .12 

C 147.3 + 5.020 X - 151. 7 
c 

+ .01538 X 
2 + 1071. X

H 
2 

s 

e
E .14 e Q 

~ .18 

C 244.6 + 1579. X
H 

2 
~ -

2 
·r 

Constant Electricity Cost 

Time-of-Day 

XH + .3182 X 

- 831. 3 XHXL 

Time-of-Day 

2182. XHXL 

Electricity 

2 .07111 -
c 

+ 880.9 XL 

Electricity 

+ 2205. XL 
2 

2 
r 

Cost 

X X 
c s 

2 

r2 

Cost 

2 
r 

. 97 

.86 

.97 

.88 

The Q polynomial, on the other hand, contains a lot of information. 

As expected, it indicates solar collectors reduce the need for fossil 

fuel and the turbine stages increase the requirement. The high pressure 

stage can supply both high and low temperature process heat, while the 

low pressure turbine can supply only the low temperature demands. This 

significant difference is apparent in the Q polynomial. It shows, for 

example, that if a choice had to be made between having the high or low 

pressure stage, the better choice would be the high pressure stage, 

since much less fuel would be required for system operation. 

The four equations for the annualized cost correspond to the four 

different economic scenarios. The first polynomial, for the case where 

the electricity cost inflation rate is 10% and the fossil fuel cost 

inflation rate is 12%, indicates that solar collectors increase the 

annualized cost of the system. The effect of storage is small, since 

its capital cost is relatively small and this cost is partially offset 

by its energy savings. The situation with the turbine stages is highly 

dependent on their sizes, with some cases reducing and others increasing 

the system's annualized cost. 
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The second annualized cost equation shows the high energy inflation 

rate case is near the breakeven point for the solar collectors and 

thermal storage. The first cost equation can be compared to the third 

to determine the effect of switching from a constant to a time-of-day 

electricity pricing schedule. This equation indicates that changing 

from one pricing schedule to another has little effect on system 

economics. The fourth cost equation again shows the solar collector 

field and thermal storage are near the breakeven point. 

Table V contains some system designs for the Nashville location 

with the low energy inflation rates and five different restrictions on 

the amount of purchased energy. The "Analysis" column refers to the 

methodology used to arrive at the system design. The entry "LHS" 

indicates the design resulted from the polynomial search which yields 

an estimate on the polynomial's global optimum. The "MINA" entry refers 

to the methodology where the MINA routine is started at the polynomial's 

global optimum and eventually finds the optimum system design. The 

column titled "Energy Reduction" refers to the constraint placed on the 

total amount of purchased energy. C , E , and Q
c 

at the bottom of the 
c c 

page are the values for the conventional system. 

TABLE V. System Designs for Nashville with the 
Standard Energy Inflation Rate and a 

Constant Price Schedule for Electricity 

Energy 
X X X

H ~ C E Q 
Analysis Reduction c s 

LHS None .03 7.03 .140 .003 135.9 831. 6573. 

MINA None 0.00 0.00 .115 .064 125.5 709. 5987. 

LHS 45% 5.27 24.41 .052 .005 185.1 1318. 1769. 

MINA 45% 4.03 14.94 .055 .005 165.9 1253. 1833. 

LHS 60% 6.91 37.15 .082 .030 201.9 1078. 1146. 

MINA 60% 5.78 31. 77 .082 . 033 182.8 1050 . 1194. 

LHS 75% 8.21 43.74 .082 . 022 219.5 1136 . 250. 

MINA 75% 10.80 59.40 .114 .066 247.5 848. 555. 

LHS 85% NO SOLUTIONS FOUND 

MINA 85% 22.50 163.2 . 197 .146 441.5 381. 455. 

Cc = $140.2 K Ec = 1447.2 MWh Qc = 4166.4 MWh 
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The first set of designs has no restriction placed on it. The 

LHS solution indicates a fossil fuel fired total energy system is the 

optimum one and that is also the MIN A result. The cost of this system 

is approximately 10% less than that of the conventional system and pur-

chases about 20% more energy. If the turbine is operating at full 

power, it will exactly supply the maximum high temperature process heat 

demand. The requirement that the purchased energy be reduced by 45% 

causes both analyses to design STE systems with the emphasis being on 

supplying the process heat needs. This table indicates the polynomials' 

optima are near the surface's optima, as determined by MINA. For the 

75% and 85% reduction cases, the maximum possible size for thermal 

storage was increased to allow MINA to design systems which meet the 

restrictions on purchased energy. The C, E, and Q polynomials were 

searched for a system which would reduce the total energy consumption 

by 85% but none was found within the previously discussed component 

size ranges. The MINA solution indicates that viable systems exist far 

outside this range and that they are very costly. 

Much more information concerning the MINA system designs is avail­

able. This information includes: 

1. Size and cost information on all dependent components 

2. Amount of solar energy collected by each collector 

field. 

3. Fraction of solar energy used immediately and the 

fraction routed through storage 

4. Annual storage efficiency for all types 

5. Fraction of the electrical demand supplied by the turbines, 

etc. 

The results listed in Table V are plotted in Figures 8-10. In Fig-

ure 8 the normalized system cost is plotted versus the normalized energy 

purchase. The normalized cost is defined as the system's annualized cost 

divided by the conventional system's annualized cost ($140,200, in this 

case). The normalized energy purchase is defined in a similar manner; it 

is the system's total energy purchase (electrical plus fossil fuel) divided 

by that of the conventional system. This figure indicates that for moder-

ate energy reductions (less than a 75% reduction) STES are not much more 

expensive than a conventional system. This is a very significant result, 

especially when the near-term beginning year of operation (1982) is 

considered. However, when solar energy is required to greatly reduce the 
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system energy purchases, the annualized cost becomes quite high; in this 

case more than three times higher than a conventional system's cost when 

energy purchases are reduced by 85%. The least expensive system is ~,fDs-

sil fuel total energy system which has an annualized cost slightly less 

than a conventional system and purchases more conventional energy. 

Figures 9 and 10 show the changes in collector field size, storage 

size, and turbine stage sizes as the amount of energy purchased is varied. 

These figures show a general trend ~f increasing size with increasing re-

strictions on purchased energy. The turbine curves in Figure 10 have a 

large value for a large normalized energy purchase because a fossil fuel 

total energy system is the optimum system when there is no restriction on 

purchased energy. 

The bottom plot of Figure 10 shows the variation in the purchase of 

electricity and in fossil fuel as the restriction on the total energy pur-

chase is changed. The electricity purchase and the fossil fuel purchase 

values are normalized by dividing them respectively by the conventional 

system's purchased amount of electricity (1447.2 MWh) and fossil fuel 

(4166.4 MWh). The fossil fuel total energy system purchases large amounts 

of fossil fuel to produce electricity and provide thermal energy. Figure 10 

indicates this system purchases 50% more fossil fuel than a conventional 

system, reducing the amount of electricity purchased by about 50%. For the 

STES a general trend of decreasing purchases of both electricity and fossil 

fuel with increasing restrictions on the total amount of purchased energy 

is observed. The electricity curve is beginning to level out at low values 

of total purchased energy because the turbine is not operated during the 

weekend when about 5% of the electricity is consumed. 

Figures 11-13 show the effect of increasing the energy cost inflation 

rate. Previously, it had been observed that the high inflation rate was 

near the breakeven point for solar collectors and thermal storage. These 

figures indicate that collectors and storage can reduce the annualized cost. 

In this case, the optimum system has an annualized cost that is about 90% 

that of a conventional system with a small collector field, thermal stor-

age and a turbine. The effect of the collectors and storage on the 

annualized cost is, as the cost polynomial indicates, slight . If, for . 
example, the size of the collector field is halved, the cost increases by 

2%, from $225,700 to $229,900. If, instead, the size of the storage is 

reduced from 11.7 MWh to 1.17 MWh, the cost increases by 5%. In both cases 

the lost solar energy was replaced by fossil fuel which has about the same 

annualized cost as the component whose size was reduced. 
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Figures 14-19 show the effect of time-of-day pricing. Comparison 

of Figures 14-16 with the constant pricing counterparts in Figures 8-10 

shows only one significant difference; the time-of-day pricing system 

chooses larger turbine stages for the 40% normalized energy purchased 

case and so purchases less electricity than its constant pricing 

counterpart. This seems reasonable, since much of the turbine opera­

tion occurs during the portion of the day when time-of-day price 

schedule electricity cost is relatively high. Comparison of Figures 11-

13 with the Figures 17-19 counterparts, indicates that time-of-day 

pricing schedule has little effect on system design when the inflation 

rates are high. It should be noted that slight changes in the time-of­

day pricing schedule may have a major impact on system design; these 

results should not be generalized. 

Table VI lists the C, E, and Q polynomials for a system in Albu­

querque. Figure 20 shows the paraboloidal dish collector output pro­

files based upon the Nashville and Albuquerque TMY data. The dotted 

line iridicates the average collector output. Figure 20 indicates a 

dish collector in Albuquerque will collect approximately twice as 

much energy in a year as one in Nashville. Comparison of the Nash­

ville and Albuquerque Q polynomials shows that the dish collector in 

Albuquerque collects about twice as much energy as one in Nashville. 

This result also shows up on the E polynomial, where it can be seen 

that a collector requires twice as much electricity for operation 

in Albuquerque. 

The C polynomials are also strongly affected by the higher insola-

tion. For example, the Nashville polynomial for the high inflation, 

constant electricity cost case indicates the collectors and storage 

have little effect on the system's annualized cost, while in Albuquerque 

the C polynomial indicates collectors and storage will reduce the 

system's cost. Since the collectors have a substantial effect on the 

cost, terms like X X and X X
H 

become important and therefore are 
c s c 

present in this cost polynomial. 

Figures 21-32 show the Albuquerque system designs for the four 

different economic scenarios with purchased energy restrictions in each 

case. Solar collectors are more economical in Albuquerque than in Nash-

ville, but it is shown in Figure 22 that they are not included in the 

unconstrained optimum system (a fossil fuel total energy system). Fur­

ther investigation of Figure 21 shows that only the most restrictive STE 
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TABLE VI. C, E, and Q Polynomials for Albuquerque 

Restriction Xa + XL ~ .32 + .0131 Xc 
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= .14 e Q 

c 

+ .01613 

.18 

Constant Electricity Cost 
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X X 
s H 
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r 
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Figure 29. Results for the Albuquerque Location with the 
Standard Inflation Rate and a Time-of-Day Price 
Schedule for Electricity. 
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Figure 31. Results for the Albuquerque Lo~ation with the 
High Inflation Rate and the Time-of-Day Price 
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Figure 32. Results for the Albuquerque Location with the 
High Inflation Rate and the Time-of-Day Price 
Schedule for Electricity. 
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system is more expensive than the conventional system. This is a very 

important result, especially when one remembers that the results in this 

figure are for the standard inflation case. 

The results for the high inflation, constant electricity cost ca~e 

are plotted in Figures 24-26. In this case the optimum system is a 

STES which purchases approximately 27% as much energy as the conven-

tional system. As expected, increasing the restriction en the amount 

of purchased energy increases the anriualized cost; however, the increase 

is fairly small. The Nashville counterpart has a completely different 

result; here the cost increases rapidly with increasing purchased energy 

restrictions. This difference occurs primarily because there are more 

cloudy days in Nashville than in Albuquerque (see Figure 20). The 

effect of this difference in insolation can be seen in a comparison of 

Figures 12 and 25, which indicates that at Nashville increasing the 

restriction on purchased energy requires large increases in thermal 

storage size, and therefore large increases in collector field size, 

in order to keep the necessary amount of energy in thermal storage. In 

Albuquerque, the size changes are relatively small. These two units 

are expensive, which makes the Nashville system's annualized cost in­

crease rapidly as the restriction on purchased energy is increased. 

Figures 21-23 can be compared to Figures 27-29, and Figures 24-26 

can be compared to Figures 30-32, to see the effect of time-of-day 

pricing. Comparison of the two standard inflation cases shows the 

optimum system for the time-of-day electricity pricing schedule case 

is a STES, while for the constant price case it is a fossil fuel total 

energy system. This indicates that this particular time-of-day elec-

tricity pricing schedule confers a slight advantage on STES. In all 

other cases the effect of the type of pricing schedule is slight. 

Conclusions 

The methodology described in this paper is sufficiently flexible 

and accurate so that it may be used to analyze many different applica-

tions. The computer code is also relatively small and fast running, and 

therefore, these analyses will be fairly inexpensive. Energy inflation 

rates and system location have a strong effect on the system design. 

For the case where the energy cost inflation rates are small, an STE 

system which begins operation in 1982 and which reduces energy consump­

tion by 75% costs less than 1.75 times the cost of a conventional system 
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(see Figure 8) and in Some caseS costs less than the conventional system 

(see Figure 21). This indicates STE systems could become important 

sources of energy for industries where the cost of energy is a small 

fraction of the business costs, and which wish to continue operating 

during energy shortages. These results are based upon high product~on 

rate costs for the major components. 
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