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AESTRACT 

The  convective  heat  transfer  from  and  the  boundary  layer flow on a vertical, 
3 m square  suiface  parallel  to a horizontal  air flow were  studied.  The  test  conditions 
ranged  from  pure  forced  convectior_  driven by a horizontal  inertial  force  induced  by 
the  horizontal  free-stream flow, to  combined  forced  and  free  convection  (i.e.,  mixed 
convection)  driven by orthogonal  forces, !,he horizontal  inertial  force  and a vcrtical 
buoyant  force  generated  by  the  heated  vertical  wall,  to  pure  free  convection  driven 
by the  vertical  buoyant  force.  The  emphasis of the  study was on  mixed  convection. 
Surface  temperatures  and  free-stream  velocities  ranged  from 40 t.o 600 C and 0 to 
6.0 m/s ,  respectively,  resulting in Reynolds  numbers ( R e )  and  Grashof  numbers 
(Gr) up to 2 X lo6 and 2 X respectively. 

Convective  heat  transfer  and  boundary  layer  profiles of mean  velocity, flow 
angle,  and  temperature  were  measured.  The  heat  transfer  results  showed  the  range 
of conditions for which  the  heat  transfer  was  characterized  either  as  forced,  mixed, 
or  free  convection.  Correlations for mixed  convection  heat  transfer  and  for  vari- 
able  properties  free  convection  heat  transfer  were  developed  from  the  heat  trans- 
fer  results.  The  combined  effects of free-stream  velocity,  buoyancy,  and  variable 
properties  on  the  location of the  transition  from  laminar  to  turbulent flow were  also 
noted  from  the  heat  transfer  results.  The  boundary  layer  profiles  demonstrated  the 
variation of mean  velocity, flow angle,  and  temperature  through  the  boundary  layer 
for  test  conditions  ranging  from  forced,  to  mixed,  to  free  convection. 
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NOMENCLATURE 

Constant  deflned  locally in text  or the  radius of a cylinder 

Area, m2 
Correction  to  the  surface heat flux for thermal expansion  in Q n .  (2-2) 

Constant  deflned  locally in text 

Flow leaving  the  test  surface, degrees 

Constant  defined  locally in text 
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Constant  used in Eqn.  ( 4 2 1 )  

Skin  friction  coefficient, ~ ~ , / ( p V $ , / 2 )  
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Voltage  drop  across a heating  strip, ~ o l t s  

Gravitational  constant, 9.80 m / s 2  

Grashof  number, g@(T,,, - Tm)C3/v2 

Heat  transfer  coefficient, W / m 2 C  

Average  heat  transfer  coefficient, W/m2C 

Height of test  surface, 3.030 rn 
Enthalpy, k J / k g  

Current  through a heating  strip, a m p s  
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Enthalpy  flux in x-direction,  defined  in  Appendix F, k J / m s  
Enthalpy flux in  y-direction,  defined in Appendix F, k J / m s  
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Y dU, 
Pressure  gradient  paramet.er, -- 

U$ dX 
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-- 
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Mass  flux deficit, in the  2-direction,  defined in Appendix F, k g / m s  

Mass flux  deficit in the  y-direction,  defined in Appendix F, k g / m s  

x-Momentum  flux  deficit in  the  x-direction,  defined  in  Appendix F, k g / s 2  

y-Momentum  flu^ deficit in the  z-direction,  deflned  in  Appendix F, k g / s 2  
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(;:>-" 
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Time, s 
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Temperature, C 
Average  temperature of a stainless  steel  heating  strip, C 
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Temperature of t,he unheated  stainless  steel  strips, C 

Film  temperature, (T,  + Tm) /2 ,  C 
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NOMENCLATURE (cont.) 

Vertical  direction on test  surface - 
measured from bottom  edge of bottom  heated  strip, m 
Direction  normal  to  test 

Distance  normal  to  wall 

surface, rn 

in wall  coordinates, z d s / v  

Thermal  diffusivity, m’/s, or coefflcient of thermal  expansion, C-’ 
Flow angle  with  respect  to a horizontal  plane,  degrees 

or voIumetric  expansion  cwfftcient, C-’ 

x-Displacement  thickness,  deflned in Eqn. (2-4), crn 

2-Momentum  thickness i n  the  z-direction,  defined in Eqn. (2-5), cm 
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cond Conduction  heat  transfer 
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D Diameter 
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NOMENCLATURE (cont.) 

Subscripts  (cont.) 

I 
f c  
f r  
h 

H 

e 
I ,  
i 1. 

m ax 

tn eas 

mP 
m x  

0 

Q 
r 

rad 

s t reak  

U 

W 

X C  

Y C  

00 

A t z  

6,  z 

Film  temperature 

Forced  convection 

n e e  convection 

Hemispherical 

Height 

General  length  scale 

Length 

Normal 

Maximum  value 

Measured  value 

Measuring  point 

Mixed  convection 

Origin of a streamline 

Test  section  inlet  velocity  (tunnel-Q) 

Reference  temperature 

Radiation  heat  transfer 

Angle  of t he  wake of the  probe 

Velocity 

Wall or surface 

x-Transition  location 

y-Transition  location 

Free-stream  or  ambient 

Enthalpy  thickness irl  the  x-direction 

x-Momentum  thickness  in  the  2-direction 



S U M M Y  

Convection  heat  transfer  from a large (2.95 m long by 3.02 m high),  vertical, 

elect.rically  heated  surface  parallel  to a horizontal air flow was  studied.  The  regimes 

of heat  transfer  studied  ranged  from  pure  forced,  to  mixed, to pure  free  convection. 

The  primary  emphasis  was  on  mixed  convection.  The  boundary  layer flow on 

the  vertical  surface  was  three-dimensional  with a horizontal  velocity  component 

resulting  from a horizontal  free-stream  air flow and a vertical  velocity  component 

resulting  from a vertical  buoyant  force.  The  buoyant  force  was  caused  by a density 

variation  across  the  heated  boundary  layer. Very little  information  exists in the 

literature  on  this  problem,  which is important in solar central  power  applicat.ions. 

The  information w h i c h  does  exist is primarily in the  form of simplified  laminar flow 

analyses. 

The  electric power dissipated  ranged  from 200 to 13,000 W / r n 2 ,  resulting  in 

average  surface  temperatures in thc 40 to GOO C range.  The  free-stream  air  velocities 

ranged  from 0 to  6 m/s .  These  conditions  resulted i n  Reynolds  numbers ( R e )  based 

on  the  test  surface  length  and  Crashof  numbers (Gr)  based  on  t,he  test  surface 

height of 2 X IO6 and 2 X respectively.  Convective  heat  transfer  coefficients 

were  measured  at 105 location3 on the  test  surface by an energ;v balance. Boundary 

layer  mean  velocity  and  mean flow angle  profiles  were  mtasurcbd w i t h  pressure  type 

probes.  Boundary  layer  mean  kmperature  profiles  were  measured  with a thermo- 

couple.  The  three  bocndary  layer  profiles of velocity,  temperature.  and flow angle 

were  taken  simultaneously. 

The  heat  transfer  data  showed several important.  points.  First,  the  heat 

transfer  changed  smoothly  from  forced  Convection,  to  mixed.  to  free  convertion as 

the  ratio of t,he  buoyant,  force t o  the  inertial  force ( G r / H e 2 )  increased.  The  range 

of Gr/Re2 over  which  the  average  heat,  transfer coefficipnt, could be described as 

“mixed”  was  approximately  between  values of G r / R e 2  equal  to 0.7 and 10.0. The  

average  heat  transfer  coefficient  could be considered (t,o within 5%) pure  forced 

convection  for Gr/Re2<0 .7  and pure free  convection for G r / R e 2 >  10.0. 

Second,  for  similar  ratios of the  buoyant.  force t.o the  inert,isl  force,  the  local 

distribution of the  heat  transfer  coetficitnt  on  the t ’es t  surface was the  same. 

Third,  the distribution of the conYecttion heat transfer  coefficient in t,he  tur- 

bulent flow icgions  resembled  either  pure  forced  convection  (i.e., h - ~ - ’ . ~ )  or pure 



free  convection (i.e., a spatially  uniform h).  The  change  from a forced-convection- 

like  dependence  on z to  a free-convection-like  uniform h occurred  over a very  short 

distance.  (This  does  not  imply,  however,  that  the  local  heat  transfer  coefficient was 

always  given by either  pure  forced or pure  free  convection.) 

Fourth,  when  there  was  free-stream  air flow,  forced  convection always domi- 

nated  the  heat  transfer  near  the  vertical  leading  edge  where  the  boundary  layer was 

laminar. 

Fifth,  the  measured  average  convectiorl  heat  transfer  coefficient, hmz, can be 

estimated  to  within &3% on the  average for all test  conditions  (mixed,  forced,  and 

free  convection) by: 
- 1/3.2 
h n z  = (7;r,3.2 + T;J ,3 -2 )  

The  average  forced  convection  term Xf, and  the  average  free  convection  term Xf, 
are  estimates of the  average  convective  heat.  transfer  coefficient  made  considering 

only a single  mechanism for heat.  transfer  using  correlations for pure  forced or pure 

free  convection,  respectively. 

Sixth, a prediction  method  similar  to  that for the  average  heat.  transfer coeffl- 

cient  in  the previous paragraph can be used to  predict  the  local  heat  transfer 

coefficient  to  within &IO%. The local method is based on estimates of the  local 

forced  and  free  convection  heat  transfer  coefflcients.  The  local  method,  however, 

does  not  predict  the  exact  local  variation  in  the  heat  transfer  coemcient  that was 

observed in the  turbulent  heat  transfer  regions. 

Seventh,  high  temperat,ure,  turbulent.,  pure  free  convection  heat  transfer results 

supported  the  following  (new) correlation for  variable  properties,  turbulent,  free  con- 

vection  from a vertical  surface in air: 

A11 properties in the  correlation  are  to be evaluated  at  the  free-stream  tempera- 

ture.  The  laminar flow results  indicate  that  there was very little effect of variable 

properties on laminar  free  convtct.ion  from a vertical  surface. 

Finally,  the  heat  transfer results showed  that  location of transition from 

laminar  to  turbulent flow was affected by t h e  freestream  velocity, by buoyancy, 

and by variable  properties. 



The  boundary Iayer velocity, flow angle,  and  temperature profiles revealed 

several  points  about  the  mixed  convective  boundary  layer.  First,  the  boundary  layer 

flow angle proflles  showed  the  inner  region  of  the  turbulent  mixed  convection  boun- 

dary  had a collateral  region  from  the  wall  out  to  the  location  where u/Voo = 0.71 

(the  inner 5-7% of the  boundary  layer).  Second,  the flow angle  within  the  collateral 

region was related  to  the  test  conditions  and  location  on  the  test  surface by a simple 

relationship  deduced  from  momentum  considerations.  Third, flow angle  profiles f o r  

laminar flow showed  no  such  collateral  region.  Fourth,  the  tangent of the  local flow 

angle in the  outer  region of the  turbulent  boundary layer was  linearly  dependent 

on  the  local  dimensionless  temperature.  Fifth,  there was evidence  that  some of 

the  momentum  addtd  to  the flow in the vertical  direction by the  buoyant  force 

was transferred  to  the  horizontal  direction by turbulence.  Finally,  the  boundary 

layer  velocity  and  temperature proflles changed  smoothly  from  forced-convection- 

like  proflles to  free-convection-like  proflles as the  local  ratio of the  buoyant  force to 

the  inertial  force  increased. 
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Chapter  1. 

INTRODUCTION AND OVERVIEW 

This work presents  the  results  and  interpretation of an  experimental   study of 

the  convective  heat  transfer  from,  and  the  boundary  layer flow on, a large (2.95 

VL long by 3.02 m high),  vertical,  heated, flat surface  parallel  to a horizontal flow 

of air.  The  driving  forces  on  the  boundary  layer flow are a vertical  buoyant  force, 

caused by density  variations  across  the  boundary  layer,  and a horizontal  inertia 

force,  induced by the  external flow. These  forces  are  orthogonal  to  each  other 

and  parallel  to  the  heat  transfer  surface.  When  the  effects  of  both  driving  forces 

are of  similar  magnitude,  the  boundary  layer flow is three-dimensional  having  both 

vertical  and  horizontal  velocity  components.  The  convective  heat  transfer from the 

surface is affected by both  forces. 

The  conditions  studied ranged from a flow dominated by the  vertical  buoyant 

force (a two-dimensional,  free  convection flow in the  vertical  direction)  to a flow 

dominated  by  the  horizontal  incrtia  force (a two-dimensional,  forced  convection 

flow in the  horizontal  direciion).  Most  of  the  data,  however,  were  taken  in  the 

three-dimensional  “rnixed-convection” flow regime. 

Int’erest in this  problem  sterns  from t.he desire  to  predict  more  accurately 

the  heat losses from  t,he  receivers of large-scale solar central power plants.  Plans 

for large-scale  electric  power  generation  using solar energy envision  an  array oi  

heliostats  focusing  sunlight  onto a receiver  sitting  atop a tower.  The  receiver  heats 

a working  fluid  (air, water,  molten  salts, or liquid  metals)  which is subsequentiy 

used in a thermal power plant  cycle.  The  receiver  operates at a high  temperature 

and  loses  energy  by  convection  and  radiation  to  the  environment.  This  energy loss 

is important,  since  efficient  absorption  and  transfer of solar ene rg   t o   t he   work ing  

fluid is critica.1 to  the  central  receiver  concept.  Plant  performance,  plant  capital  cost, 

and  the  cost of the  encrgy  produced are  significantly  affected by receiver  efficiency 

111. The  receivers  currently  proposed for solar central power. plants  can be divided 

into two categories,  “cavity”  and  “external”,  each  having  its  own  characteristic 

mechanism  for  energy  lcsses. The present  research  is  most  directly  related to the 

convective  energy losses from external  receivers. 

Gonvective  heat  transfer  from  an  external  receiver is complicatcd,from  both 

fluid  mechanic  and  heat  transfer  standpoint,s. A typical  receiver of this  type is a 

1 



cylinder, 10 to  20 rn in diameter as well as  in  height,  supported  on a tower.  The 

surface is made  of  vertical  tubes  which  are  welded  together  to  form a rough  surface 

whose e1ement.s are  perpendicular  to  the  external flow and  large  compared  to  the 

boundary  layer  thickness.  The  surface  temperature is between 500 and 650 C, and 

the  system is expected  to  operate i;l winds of up   to  10-15 rn/s. The  Reynolds 

number  (based  on  cylinder  diameter)  and  the  Grashof  number  (based on cylinder 

height), two important  descriptors in this  problem,  range  up to lo7 and 1015, 

respectively.  Under  these  conditions  there wil l  be a complex flowfleld around  the 

heated  cylinder,  as  indicated in Fig. 1-1. The  upstream  side  shows a stagnation  line 

and  regions of laminar  and  1,urbulent  boundary  layer  with a transition  zone  between 

them,  The  boundary  layer  regions can  be characterized as mixed  convection flow 

with  orthogonal  driving  forces, a vertical  buoyant  force  and a horizontal  inertia 

force.  The  aft  side  shows a separation  zone  and a wake flow. In addition,  there are 

likely to be strong  end  effects  on a cylinder  with a small  aspect  ratio. 

The  si tuation offers many  complications over pure  forced  convrction  heat 

transfer  from a smooth fl3t surface:  roughntss,  curvature,  end  effects,  pressure 

gradients,  separat,ed flow, significant  buoyant  forces  orthogonal to the free-stream 

flow, and  variable  properties  effects.  In  addition,  the  sheer size of t h e  receivers  puts 

them  in a range of Grashof  and  Reynolds  numbers in which  not  even  simple  cases 

have  been  studied.  Of  these factors, the effects  of  buoyancy  on forLed convect.ion 

(i.e.,  mixed  convection),  where  the  buoyant,  force  and  the  free-stream flow are 

orthogonal, is one of the  least  understood.  The  effects of variable  properties  on 

mixed  convection  and  free  convection  heat  transfer,  which  occur  at  the  high  receiver 

operating  temperatures,  are  also  poorly  understood. In  light of these  facts,  the 

present  experiment wa:< designed  to  isolate  mixed  convection  driven by orthogonal 

forces  on 3 simple  geometry  (a  smooth,  vertical,  flat  surface)  and  to  be  operable at 

high  temperatures so that  the efrects of variable  properties  could be included. Also, 

the  experimental  apparatus was made as large as practical. so that   the   Grashof   and 

Reynolds  ranges of the  experiment  were as close as possible  to  those of a full-scale 

receiver. 

The  remainder of this  chapter is divided  into  six  sections.  The  first  section is a 

brief  physical  description of the problcm being  investigated.  The  second  and  third 

sections  present  literature  surveys for mixed  convection  and  variable  properties  free 

convection,  respectively  (no  information \vas found  on  variable  properties  effects  on 



mixed  convection).  The  fourth  section is a summary of the  present  knowledge of 

mixed  convection  and  variable  properties  free  convection,  based  on  the  literature 

surveys.  The  fifth  section  presents  the  objectives  of  the  experiment,  and  the  final 

section is a brief  description of the  experiment in terms of the  operating  ranges of 

various  test  parameters. 

1.1 Physical  Description of Problem 

When  air is forced  horizontally  over a heated  vertical  surface,  as  shown  schern- 

atically i n  Fig. 1-2, the  air in the  boundary  layer is heated  and  begins  to  rise  as 

it  moves  downstream.  This effect is caused by a vertical  buoyant  force, which is 

proportional  to  the  difference  between  the  local  and  the  free-streanl  density  (caused 

by the  difference  between  the local and  the  free-stream  temperature)  times  the 

gravitational  constant.  Since  the  air  nearest  the  wall is the  hottest ,  it has t . h k  iargest 

buoyant  force  and  rises  at  the  sharpest  angle  relative  to  the  horizontal  Iree-stream 

air  flow.  0:Jtward  from  the wall toward  the  free-stream,  the flow angle  approaches 

zero  as  the  local  density  approaches  the  free-stream  density.  I>ownst~rearn,  the flow 

angle  increases,  since  the air  is being  accelerated  vertically by the  buoyant  force  as i t  

is carried  downstream by the forced flow. As a result,  the air  near  the wall follows 

a streamline  which  curves  upward  while  the  free-stream flow remains  horizontal 

(Fig. 1-2). This flow pattern  causes a skewed  three-dimensional  boundary lager on 

the  test surface. Also shown i n  Ia’ig. 1-2, is a peak i n  the velocity  profile near  the 

wall. This will occur  when  the  vertical  buoyant  acceleration has sufficient  time  to 

act  relative  to  the  effects of the  horizontal  free-stream flow. 

The  overall  increase in  boundary  layer flow angle  over  t.he  test  surface  and 

the  mode of heat  transfer  from  the  test  surface  depend  on the test  conditions. For 

the  low-velocity  and  high-temperature  tests,  the flow angle  increase will be very 

large  and  free  convection  heat  transfer will dominate. For the  high-velocity  and 

low-temperature  tests,  the  hountiary  layer flow will remain  nearly  horizontal and 

pure  forced  convection  heat  transfer will dominate.  Between  these  estremes,  there 

will be a three-dimensional  boundary  layer Bow described in the  previous  paragral)}l, 

with  mixed  convection  heat  transfer  occurring  and flow anglts  yaryirlg as stlown in  

Fig. 1-2. 



1.2 PreYious  Research  on  Mixed  Convection 

This  section  presents a review of mixed  convection.  The  review  emphasizes 

.nixed  convection flows  whose  mean flow patterns  are  three-dimensional  and pro- 

posed  methods  for  estimating  mixed  convection  heat  transfer  coemcients. 

Mixed  convection  heat  transfer  studies  can  be  broken  into  two  classes of flows: 

those  which  result  in  t.N+dimensional  mean flow patterns,  and  those  which  result 

in  three-dimensional  mean flow patterns.  Two-dimensional  mean flows result  when 

the  buoyant  force  and  the  free-stream flow are  aligned  (aiding  or  oppsing)  or  when 

the  buoyant  force is normal to the  surface  on  which a forced  convection  boundary 

layer  is  developing.  An  example  of  the  first  case is a vertical  heated  surface  with a 
vertical  free-stream flow. An example of the  second, is a horizontal  heated  surface 

in a horizontal  free-stream flow. Three-dimensional  mixed  convection  mean flow 

patterns  results  when  the  buoyant  force  xnd  free-stream flow are at some angle  with 

each  other  and  both  are  parallel  to a surface  on  which 21cr flow is developing.  This 

is like  the  case  being  studied in  this  work, a vertical  heated  surface  parallel t.o a 

horizontal  free-stream flow. 

The  two-dimensional flowa have  been  extensively  reviewed  by  Jularia [2] and 

Evans 131, which  should be consult.ed for details. To summarize  these  reviews, 

the  twedimensional  works  are  primarily  numerical,  similarity,  and  perturbation 

solutions of various  laminar flow. problems,  plus a few experimental  works.  The 

important  mixed  convection  parameter was found  to  be ( G r ~ / R e ~ ) " ,  where  the 

Grashof  and  Reynolds  numbers  are  based on the same length  scale.  When  the 

buoyant  force  and  the  free-stream flow were  parallel to the  surface,  the  value of 

m was found  to be 2.0 and  the  value of n was found to be 1.0 and 0.5 for forced 

convection  dominated flowa and for free  convection  dominated flows, respectively. 

The  heat  transfer  and  skin  frict,ion  varied  smoothly  from  pure  forced  to  pure  free 

convection as Grl/Re:  varied  over 3ome range of values,  which  defined  the  mixed 

convection  zone.  The  mixed  convection  heat  transfer  zone  was  much  smaller  in 

terms of Grl/Re: than  the  mixed  convection  skin  friction  zone. 

When  the  buoyant  force was normal  to a horizontal  surface in a horizontal 

flow, m ;:xd n were found  to  be 2 .5  and 1.0, respectively. For this  situation, t f x  

buoyant  force  acted  as a favorable or an  adverse  pressure  gradient  on  the  forced 

flow depending  on  the  surface  orientation,  upward or downward  facing,  and  the 

temperature  boundary  conditions. 



The  three-dimensional  mixed  convection  -vork  started  with  Young  and  Yang 

141. They  studied  the  effects of both a small  horizontal  free-stream flow parallel  to a 

vertical,  heated  surface  and a variation of the  surface  temperature in the  horizontal 

flow direction  on  laminar  free  convection  on a vertical  surface.  The  solution  was 

in the form of a perturbation  analysis.  It  showed  that for snlall cross flows and a 

uniform  surface  temperature,  the  heat  transfer  could  still  be estimated by pure  free 

convection  correlations  even  tt,ough  there  was a horizQntal  velocity  ccmponent  in 

the  boundary  layer. 

Recer;tly,  three  more  works  have  appeared  dealing  with  vertical  heated  surfaces 

i n  horizontal flows. Eichhorn  and  Rasm (51 present a similarity  solution f o r  a 

Falkner-Skan  type of forced flow over a heated  wedge  with  the I e d i n g  edge  either 

vertical or horizontal.  The  vertical  leading etide case is directly  related  to  this work 

and  was  found  to  have a similarity  solution for 3 free-stream  velocity  varying  linearly 

in  the  horizontal  directiorl a n d  for  a walI-to-frecstre:~r,l tcruperature difl'erence 

varying  linearly in the  vertical or free  convection  direction. For this  case  the 

mixed  cor,vection  parameter was (z/y)(Gry/4Re22)1/4. As this  parameter  varied 

from  zero  to about two,  the heat transfer  varied  smoothly  from  that for a pure 

forced  convection  stagnation flow to that f o r  a pure  free  convection  heat  transfer 

flow w i t h  a linearly  varyillg surface temperature in the  ve, (,ical direction. T h e  

mixed  convective  heat t ransfer  region  occurred  over a smaller  range o f  the  mixed 

convection  parameter  than  the rrlixeti convective  skin  frictiorl  region. The maximum 

deviation of the  mixed  convection  heat  transfer  coemcient  from  the larger of  the 

pure  free or the  pure  forced  convective  heat  transfer  coefficier~ts was 23%. 'I'he 

results  showed  that for a large  horizontal  distance (x), a large  w~tll-to-free-strcanl 

temperature  difference, a srnall free-strtam  velocity, o r  n sm;tll vertical  distance 

( J ) ,  the flow was  free corlvecl,ion dominated,  and for the  opposite  trend in each  

parameter,  the flow was  forced  convection  dominated.  This  means the flow was 

dominated  along  the  vertical  stagnation  line by forced  convection and along the 

lower  horizontal  leading  edge by free  convection. 

The  second  article  was by 1'1~1~111 I G ]  who  solved m t ~ h  the sarnc prohlcnl as 

Eichhorn  and  Hasan 151. His sirrlilarity  solution  allowed  the  ternperature  and  the 

velocity  boundary  conditions  to  vary i n  1 

One  case for which  he  found a similari 

that  was  reported  on by Eichhorn  and 

twth  t(he  vertical m d  horixontnl  directions. 

ty solution  was  the  s:me  wedge flow c:tse 

€Iassan 151, which is the  casc  most rlosclg 



related  to  the  study  in  this  work.  The  results of Plumb  were  identical  to  those 

of Eichhorn  and  Hasan for that  special  case.  The  mixed  convection  parameter 

was ( y / ~ ) ~ ( R g / G t - ~ ) ' / ~ ,  a constant  times  the  inverse  square of the  one  used by 

Eichhorn  and  Hasan (51. 

The  third  related  article  to  appear  was by Evans 13). His  work  involved a 

numerical,  analytical,  and  experimental  study of a vertical  heated  surface  with a 

horizontal  free-stream flow parallel  to it, the  exact  case  being  reported  on  in  this 

work,  but for larninar flow only.  Some  important  results  were  that  forced  convection 

dominated  on  the  vertical  forced  convective  leading  edge  and  that  free  convection 

dominated  on  the  horizontal  free  convection  leading  edge. The mixed  convection 

parameter  was of the  form ( z / y ) 2 ( G r , / R e z ) ' / 2 ,  the  same  as  Plumb IS]. Also, as 

noted  previously i n  other  works,  there  was a smooth  transition  from  forced  to  free 

convection  heat  transfer  and  the  mixed  convection  heat  transfer  region  occupied a 

smaller  range of the  mixed  convection  parameter  than  did  the  mixed  convection 

skin  friction  region. 

Several  works  more  directly  related  to  the  central  receiver  itself  have  also  been 

carried  out.  These  were for a vertical  heated  cylinder  in a horizontal cross-flow. 

Oosthuizen  and  Leung 171 presented  3n  experimental  mean  heat  transfer  study  for 

Grashof  numbers less t h r a  10' based  on  cqlinder  height,  Reynolds  numbers less 

than 7000 based on cylinder  diameter,  and  aspect  ratios  (height  to  diameter) Qf  

about  ten.  Their  results  indicated  the  pure  forced  convection  and  the  pure  free 

convection  Nusselt  numbers  could be combined by the  root-mean-square  method to 

estimate  the  mixed  cor~vective  Nusselt  number.  Oosthuizen  and  Taralis 181 presented 

numerical  and  experimental  results  and  Oosthuizen 191 presented  numerical  results 

for  the  vertical  cylinder in a cross-flow.  In  both thesc $tudies,  although  the  agree- 

ment  was  only  qualitative,  it  was  shown  that in the  boundary  layer  zones  the  local 

heat  transfer  was  dominated by forced  convection  at  higher  vertical  positions  on 

the  cylinder  and by free  convection  near  the lower edge.  Experimentally,  it was 

shown in Ref. 8 tha t  free convection  effects  were  significant in the  separated  region 

of the  cylinder. As with  lief. 7 ,  these  last  two  studies  were  for low Grashof  and 

Eeynolds  numbers.  The  mixed  convection  parameter used w;is CrU/Re$, where 

both  the  Grashof  and  Reynolds  numbers  were  based  on  cylinder  cliameter. 

Yao and  Chen [ lo ]  studied a semi-inflnite  vertical  cylinder i n  n cross flow. 

They  conducted a perturbation  analysis  treating  forced  convection  as  the  perturbing 



effect. The  results  demonstrated  that  free convection  dominates on the lower edge 

of the  cylinder, as did  References [7-9]. The  buoyancy  parameter i n  this  study w w  

Re,/CrA/2 where a is the  radius of the  cylinder. 

A serni-infinite  horizontal  cylinder in a horizontal flow aligned with the axis 

of the  cylinder was studied rlurncrically by Yao, Catton,  and  McIjonough [ 11) arld 

analytically by Yao and   Cat ton  [ la ] .  The  results  indicate  the  effects of buoyancy 

were to  enhance  the  heat  transfer dong the  bottom half of the  cylinder  and  retard it, 

on  the  top.  Eventually, f 3 r  downstream  the flow was  dominated by free  convection. 

The  mixed  convection pnrarnetcr for these  studies  was Gr,/l?ii where a is the 

radius o f  the  cylinder. 

The  estimation of rnisetl  corlvection hc;it transfer  coeificicnts has been treatcvl 

by only a few authors.  McAciarns [ 1 3 1  recommends  using  thc larger of the p u r ( ’  

free and the pure forced  convection  heat  transfer coefficient, estirn:Itcs for  a given 

problem as the  mixed convc-ctioll heat  transfer coefficient.  Van der  iicgge Zijnerl [ !*I /  

recomrrlencis  ca1cul:rting rz nlixocl convection  heat  transfer  coctlicicnt  from a mixctti 

convection  Nusuelt  nurntwr. tSff(.ctivcly, t h e  mixed  convection  Nussclt rlurn1)c:r is 

obt3inr:tl t>y root-surn-sqrl:lrirlg. Cht. pur ( ’  free and f9rcctl convection N ~ ~ s s e l t  nunlbtars 

for bile problonl. ‘I’his was  rlsc~l by (>osthuizcn ant,‘ t e u n g  171 also. Hatton,  et   al .  

[ 151 and  later  Morgan [ 161 recornrnc~ndetl fi1:tiing an effective  IZeynolds number f o r  

mixed  convection to be used i l l  a pure forced  convcction corrc*l:ition to cstirrlnt.cs 

a heat  transfcr cocfJicicnt for mix;ed convection.  The  ctfcctivc r r l i s c d  convection 

Reynolds n:lrnhr is a v w t , o r i ; t l  ;tchiit,iorl o f  an cifcctivc f r w  corwcction l lcynolds 

number  and  the forcctf convection llcynoltls nurnbcr for the problem. The effective 

Reynolds number for free co r ivoc t , i on ,  lie*, W M  defined as fol lows usirlg the  forcctl 

and  free  convection  heat  trarlsfcr  relationships for the prcjblcrn: 

( 1-2) 

( 1-3) 



The  term R e  is the  forced  convection  Reynolds  number  and  the  angle 4 is the  angle 

between  the  gravitational  vector  and  the  free-stream flow. The  mixed  convection 

Nusselt  number is then  estimated  from  the  pure  forced  convection  correlation as 

follows: 

N u , ,  = b ( R e  )"Prp 
* *  

( 1-41 

Another  method of combining  pure  free  and  pure  forced  convection  heat 

transfer  coefficients  to  obtain a mixed  convection  estimate is based  on a combining 

law proposed  by  Churchill  and  Usagi 1171 to  correlate  data in the  intermediate 

ranges  between  the  two  limiting  solutions  to a problem,  one for the  independent 

parameter  aproaching  zero  and  one for it approaching  infinity.  This  method is 

recommended in Evans 131. The  correlation  proposed is of the  form: 

The  term G, is a ratio of the  two  asymptotic  solutions  to  the  problem,  one  for  the 

parameter 5 approaching zero and  one for s approaching  infinity.  The  term F, is 

a ratio of the  solution for a given  value of 5 to  the  asymptotic  solution  used in the 

denominator of G,. The  exponent a is chosen  to  best At the  data .  For example, 

if  Eqn. (1-5) was  applied to the  mixed  convection  heat  transfer  problem, it would 

look like 

or 

The  term h f c ,  h j r ,  and h,, are a forced  convection  heat  transfer  coefficient 

estimate  based  on  the  pure  forced  convection  correlations, a free  convection  heat 

transfer  coefficient  estimate  based  on  the  pure  free  convection  correlations,  and  the 

mixed  convection  heat  transfer  coefficient  estirnate,  respectively. 

Evans [3] recommends a value of 3.0 for a for laminar flow on a vertical  heated 

surface  with a horizontal flow of air parallel  to  it,  the  geometry  being  studied  here. 

The  recornmendation of McAdams [ 131, discussed  earlier, is equivalent to using an a. 

of infinity in Eqns. (1-6) and (1-7). For parallel  free-stream flow and  buoyant  forces, 

the  recommendation of Sparrow [ 181 is an (L of 3 . 2 5  and  the  rccornmcndatiorl  of v a n  

der  Hegge  Zijnen [ 141 is equivalr:nt, to an a of 2.0. 



1.3 Previous  Research on Variable  ProDerties  Free  Convection 

The  effects of variable  properties  on  laminar  natural  convection in liquids  have 

been  reviewed  in  two  recent  articles [19,20]. Variable  properties  effects  on  laminar 

natural  convection  in  gases  have  been  examined  experimentally  and  analytically by 

several  authors 121-23,261. The  general  consensus is that   the  effects of property 

variations  for  laminar  natural  convection  are  small in gases for the T w / T ,  range 

stu.died  to  date (0.25 t o  4.0). Reference  temperature  methods,  where  properties  in 

the  constant  properties  correlation  are  evaluated  at  some  specified  temperature,  are 

recommended by most au thors  to account for the  small  variable  properties effects. 

One  author,   Hara 1211, demonstrated  analytically  that  when all properties  were 

evaluated at  T,, the  following  relationship  would  account for variable  properties 

For  those  authors  recommending a reference  tcmperatut 9 method, definitions f o r  

Tr ranged  from a film temperature 123,261 to   that  given in Ref. 22: 

T, = Tu, - 0.38(Tw - T,) 

In  most.  reference  temperature  methods, ,9 in the  Grashof  number is evaluated 

a t  T,. One  exception is Clausing  and  Kempka 1261, who  recommend  that ,3 be 

evaluated  at TI .  Their  recommendation was hased  on  experimental  laminar  heat 

transfer  data  obtained in nitrogen  at  cryogenic  temperatures,  where T,/T, ranged 

from  1.0  to 2.6. 

Variable  properties  effects  on  turbulent  natural  convection ir: gases  have  also 

been  examined by  several authors [1,23,26]. The  numerical  predictions of Siebers 

[ l]  for natural  convection  from a vertical  surface in the 7i,,/Tm range of 1.0 to 3.0 

with Too a t  20 C showed  that  evaluating  the  properties i n  the  constant  pro1)erties 

correlation,  including 8,  at TI did  not  correlate  the  turbulent.  natural  convection 

heat  transfer  predictions in terms of N u  and Gr. Pirovar!o e t  al. (231 correlated 

their  turbulent  natural  convection  experimental  results in air over the Tu,/i”, range 

from  1.0  to  1.5,  with  properties  evaluated  at a T, heavily  weight,cd  toward Tcv ancl 

with  evaluated  at Tm. Pirovano e t  al. 1231 defined T, as: 

( 1 - 1 0 )  



If Siebers 111 had  used  the  recommendations of Pirovano  et al. 1231 to  correlate 

hi3 numerical  predictions of turbulent  natural   convectim k,eat transfer,  the  results, 

when  expressed in terms of N u  and Gr, would  have  agreed  closely  with  the  ex- 

perimental  results of Pirovano  et al. [23]. Clausing  and  Kempka (261 used  properties 

evaluated at  T j  w i t h  an additional  large  temperature-dependent  correction  to  cor- 

relate  their  turbulent  natural  convection  data  obtained in nitrogen  at  cryogenic 

temperatures.  They  did  note,  however,  that  using T’, as  the  reference  temperature 

a t  which  to  evaluate  the  properties  significantly  reduced  the  size of the  temperature- 

dependent  correction  needed  to  correlate  their data. Most  basic  heat  transfer 

textbooks  generally  recornmend  using  properties  evaluated  at a Tr given by Eqn. 

(1-9) or TI with 0 to be evaluated  either at  Tcu or a t  TI to  account  for  variahle 

properties  effects in  both  laminar  and  turbulent flow. 

1.4 Present  Knowledge o f  Mised  (hnvection  and  Variable  Properties I.”ec 

Convection 

The  literature  survey i n  Section 1.2 demonstrated  that  the  present  knowledge 

of mixed  convection is very  limited.  What is presently  known  about  mixed  convec- 

tion is based  largely  on a few numerical,  similarity,  and  perturbation  solutions  to 

laminar flow problems  on  various  geometries.  These  works  show  that for laminar 

flow the  heat  transfer  and sk in  friction vary  smoothly  from  pure  forced to pure 

free  convection.  The  mixed  convective  heat  transfer  region in terms of the  mixed 

convection  parameter is smaller than the  mixed  convection  skin  friction  region. 

Free  convection  dominates  the  free  convection  leading  edge  and  forced  convection 

dominates  the  forced  convection  leading  edge.  The  mixed  convection  parameter 

for the  laminar flow driven by orthogonal  forces  involves G r l / H 4  and  most likely 

an  aspect  ratio, as indicated in Refs. 13-61. The  heat  transfer  results  of  the  most 

complete  solution of the  orthogonal  driving  force  problem for laminar  flow,  the 

numerical  solution of Evans [3], indicate  that  laminar  mixed  convection  heat  trans- 

fer  can be estimated by an expression  similar to Eqns. (1-6) or (1-7) with an a 

of 3.0. The  laminar flow predictions of Evans [3] also  show  the flow angle in the 

three-dimensional  boundary  layer  varies  smoothly  from  the  free-stream  to t h e  wall, 

reaching a rnaxirnum value a t   the  wall. 

No information  currently  exists in the  literature  on  the  turbulent  mixed  con- 

vection  boundary  layer  driven by orthogonal  buoyant  and  inertia  forces, or 011 the 
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transition  frorn  laminar  to  turbulent flow in that  boundary  layer. In addition,  the 

methods  recommended in the  l i terature for estimating  mixed  convection  heat  trans- 

fer  coefficients  are  very  different  and in some  cases  produce  very  ditkrcnt  answers. 

There is not  enough  information  available  to say which, i f  any, of the  methods  are 

better  for  the  turbulent flows. 

The  literature  survey i n  Section 1.3 demonstrates  that   there are conflicting 

recommendations  on how to  account for the  effects of variable  properties in gases 

on  turbulent  natural  convection  heat  transfer.  These  recommendations  range  from 

using a reference  temperature  method  with a T r  weighted  toward Tu, (given by Eqn. 

(1-9)) and B evaluated  either  at Tr or Tm to a reference  temperature  methud  with 

a Tr weighted  toward Too (given by Eqn. (1-10))  and evaluattd at Ta,. Uasic 

heat  transfer  textbooks generally rccomrnend a reference  temperature  rnethod  with 

a Tr given by Eqn. (1-9) of 7) arid /3 evaluated  either at ‘I; o r  Tm, but recent 

experimental  and  numerical warks (1,23,26] point  to a 7; weighted  toward 7k, with 

B evaluated  at  Ta,. The tliffercrlces i n  these  various  recomrnendatiorls are significant 

when  there  are  large  ternpcraturct  differences  across  the  twundary  laycr. 

Laminar flow results  generally  indicate  that  evaluating all thc [ ) tope r t i c s  i n  

the  constant  properties  correlation a t  T/ and B a t  Tcu will accorlr~t for variatde 

properties  effects  on  laminar f r c c  convection i n  gases. A n  exception  to  this  rccorn- 

rnerldation is a recent  experim(>nt conductc:d in nitrogen  at  cryogenic  temperalures 

by Clausing  and Kcrnpka [ X ] .  Clausing  and  Kernpka  recornmcnti  e\:;duating 3 at 

Tj, along  with the rest o f  thc  properties, to  account for varia1)le  properties clfc~cts 

in  laminar flow. 

1.5 Objectives 

The  objective of this  esperirne3t is to  study  the convect ior l  heat  transfer 

from,  and  the  twundary  layer flow on, a surface  where the boundary layer flow is 

driven by orthogonal  buoyant 3rd inertia  forces,  the  surface  \wing a large,  vcrt.ical 

surface  which is parallel  to a horizontal flow o f  air. The  ernphasis is on rniscci 

convection  driven by orthogorlal  buoyant. arld inertia forces. 1 ) u t .  the effects o f  

variable  properties  on heat transfer  from the surface are  a l so  .ut .uJicvi .  ‘I’he rniseci 

convection  data  from  this  experiment is the first available on turt)ulcnt r r l i s c t i  

convection  driven by orthogonal  forces. 
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The  information is being  used: ( I )  to  develop a basic  understanding of mixed 

convection, (2)  to  support   the  development of a computer  code to predict  heat 

transfer in a three-dimensional,  boundary  layer  (turbulent  and  laminar)  driven by 

orthogonal  forred  and  free  convection  forces  (such a computer  program is being 

developed  under  the  direction of Professor Joel Ferziger at  Stanford  University),  and 

(3) to help  develop a simple  method for estimating  the  convection  heat  transfer  from 

an  external  type  receiver, a method  which  includes  the  effects of mixed  convection 

and  variable  properties  on  heat  transfer. 

In support of these  tasks,  the  specific  objectives of the  experiment  are: 

1. To  measure  the  rate of convective  heat  transfer ;ram a flat,  vertical, 
smooth,  heat  transfcr  surface  under  carefully  controlled  starting  and 
boundary  conditions in the  Grashof sild Reynolds  number  range of a 
near-full-scale  receiver  (near  as  practical). 

2. To measure  the I I I ~ L I I  boundary layer velocity, flow angle,  and  tem- 
perature profiles under  the  same  condit.ions aa number  one  above. 

3. To locate  the  transition zone as a function of test  conditions. 

4 .  To design  and  cnnstrsct the facility tc accomplish  the  above  objectives 
on one  heat  transfer  surface,  which wil l  help  ensure  consistent  results 
over  widely  varyillg  test  conditions. 

1.6 The  Experiment 

A smooth,  flat,  vertical,  surface, 2.95 ?n long  by 3.02 M high,  with a horizontal 

air flow over  it was e1ectrir:zlly heated  to  generate  the  three-dimensional  boundary 

layer  driven by orthogonal buoyatltr and  inertia  forces  described  in  Section 1.1. The 

surface  was  located in one  vertical wall of a wind  tunnel  and had negligible  pressure 

gradients  on it. The  surface  heat flux, which  included  convection  and  radiation  from 

the  front of tho  test  surface  and  conduction  through  the  back,  was  uniform.  The 

surface  heat  flus  ranged  from 200 to  13,000 W/rn2, resulting  in  surface  temperatures 

in the 40 to 600 C range.  The  frte-stream air velority  ranged  from 0 to 6 m / s .  

The  boundary  layer  was  initially  laminar,  but  transitioned  to  turbulent flow. A 

stagnation  line  was  established  as  the  forced  convection, or vertical,  leading  edge 

condition.  The  hnrizontal, or frec  convection,  leading  edge  was  defined as the 

horizontal  line  where  heating  started  near  the lower  edge of the  test  surface. 
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Detailed  measurements of the  surface  convective  heat  transfer  ccxflicients were 

made  along  with  boundary  layer  mean  velocity, flow angle,  and  temperature  profiles. 

The  heat  transfer  coefiicients  were  obtained  through an energy halance  which 

accounted for the  electric power dissipated by the  surface,  conduction o f  cncrgy 

through  the  back of the  surface,  and  radiat.ion from the  front o f  the  surface t o  the 

surroundings.  The  boundary  layer flow angle  and  velocity  profiles  were  measured 

with  pressure  probes  while  the  temperature profiles were  measured  with a therrno- 

couple. 

F i w r e  1-3 compares  the  operating  domain of the  experiment in terms o f  

the  Grashof  number  and  the  Reynolds  number  squared  to the  region of exist-ing 

d a t a  i n  t tlc  literature  related  to  the  problem  being  studied  here.  The  oprat,ing 

ddmain is the  region  inside Grf{ = 2 X 10” and R 4  = 2 X lO**. It is 

subdivided  into  initial  guesses  at  the  free,  mixed,  and  forced  convection  heat  transfer 

zones. The  zones  are  separated t)y lir!es of constant Gr\ , /h‘4 cqual t o  iO.0 s:1 (1  

0.1. The  approximate region of existing  data in  the  literature is the d a r k  gray 

region.  This  region is cornposecl  Irlainly o f  pure frep and p u r r :  f o r c c d  c o n v w  tion 

information,  but  does  include some limited  laminar  mixed convcct io l l  i n f o r r r l a t i o r l  

The  mixed  convection  infornlation in  the  literature is generally i n  the f o r m  o f  
numerical,  perturt i t i on ,  or similarity  solutions, as indicated in SrBction 1.2. ‘l’hc- 

figure  shows  that  this  experiment  adds  greatly to the  existing h i y  of heat t,ransfcr 

infornlation,  particularly, in t h e  area of turbulent  mixed convect.ion heat transfer. 

In addition  (something  not  shown in Fig. 1.3), none of the  high-Grashof n u m h r  frec 

convection  data in the  literature is a t  temperatures  above 150 C‘. T h u s  there  is little 

information  on  the  effects of significant  property  variations  at high ternperatures 

on free  convection  heat  transfer from a vertical  surface. The  free convectic.)n data  

from  this  experiment  arc  thc  first  turbulent.,  high-temperature  frtc  conl’cction  data 

available.  They cover a t.ernperaturt  range  from  arnbient to 520 C or a T,t,/7ix 

range of 1 to about  3. 

Thirty-seven  distinct  heat.  transfer  cases  were r u n .  Five o f  tile c;w-s w e w  f o r  

baseline  purposes,  three of which w r e  low-t.emperat.ure  pure  forced convection cascs 

and  two of which were low-ternpcrature  pure  free  convection C:LWS. ‘I’hc t )nwlin(~ 

results  were  compared  with  esisting  data i n  the  literature. Also, inclutfccl i n  the 

heat  transfer  data  are  several  replications of t )ascl in~ tests, a s  wcll as ot.tlcr t c s t  

conditions,  that  were  conducted  to  check  the  repeatability o f  thc (nsi)erirn(bnt. 
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For  eleven of the  thirty-seven  heat  transfer  cases  above,  plus  one  cold wall 

condition,  boundary  layer  data  sets  were  taken. A boundary  layer  data  set  consists 

of mean  temperature,  velocity,  and flow angle profiles a t  various  locations  on  the 

test  surface. A pure  forced-flow,  low-temperature  set  and  the  cold  wall  set  were 

taken for  baselinc! purposes.  These  data  sets,  which  contained  laminar  and  turbulent 

profiles,  were  compared  with  forced flow laminar  and  turbulent profiles reported in 

the  literature. 
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Fig. 1-2 a Vertical  Surface. 
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Fig. 1-3 Schenlatic of the  Operating  Donlairl of the Experiment in  Terms of GrH 
a1;d R e L .  



Chapter 2. 

THE EXPERIMENTAL  APPARATUS 

l’he  experimental  apparatus  consists of a wind  tunnel, a flat  electrically heated 

surface  in  one  vertical wall of the  wind  tunnel, a probe  traverser,  and 3 system 

for  acquiring  and  on-line  reducing  the  data from various  instrurnentatiurl.  This 

apparatus is located  at  Nielsen  Engineering  and  Research,  Incorporated i n  Mountain 

View,  California. The objective in building  the  apparatus was to provide a high 

quality  repeatable  environment, i n  which  to  st.udy  heat  transfer  from a vertical, tlnt, 

high temperature  surface  parallel  to a horizontal flow of air over a range of Crashof 

and Reyt~olds nwnbers  which  irlcluded pure free  convection,  pure  forced  convection, 

as well as  mixed  convection. 

T h e  following  brief  discussion o f  the  apparatus is divided  into several sections. 

First,  there  are  discussions  of  the  witld  tunnel  and  the  test  surface  designs. ‘I’hesc 

are followed by discussions of the  leading  edge  suction,  the  traverse  nlechanisrrl, 

the  test  control  and  data  acquisition  systems,  the  sensors  and instrLIrllerlt.ati(~r1, m 1 ( 1  

the  data  reduction. The final section  presents  experimental  uncertainties of the 

ir1dividu:d measurcd  quantities  and  the  final  reduced  results. 

More  detailed  discussions of the  design  philosophy,  the  design  details, and t,hr 

facility  construction  can b e  found in Ref. 27. 

2.1 Wind  Tunnel 
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flow which  may  approach  the  tunnel  from any direction  depending  upon  the 

The  design is modeled  after NASA's inlet  design  for  the 80X 120  foot  open 

tunnel,  which  operates  under  the  same  ambient  conditions  as  this  tunnel [28] 

design  minimizes  the  cffects of external  wind  gusts on the  quality of flow 

test  section.  In  addition,  the  0.61 m overhang  at   the  top of the  inlet rnin 

wind. 

e turn 

This 

n the 

mi  zes 

flow distortion in the  wind  tunnel  due to  flow acceleration  around  the  top  lip of the 

tunnel.  The  ground  serves  this  purpose  on  the  bottom. 

The  screen  pack  consists of 5 screens  with 58.8% open  area ( I 4 X  18 mesh 

Aluminum  wire  0.033 c m  dia.)  placed 30 cm apart.  Both  the  screen  pack  and  the 

plenum  immediately  following  the  screen  pack  are in a section  approximately  three 

times  the  t,est  section  widt.h,  but  both  have  the  same  height  as  the  test  section 

(3.66 m wide by 4.3 high).  The  inlet  nozzle  that  follows  the  plenum is two- 

dimensional  and  has a 3:l  contraction  into  t.he  test  section.  'The  test  section is 

1 .12  m wide  at  the  inlet, 4.3 7n high,  and 4.3 m long. There is 3 divergence o f  about 

4 c m  in  the  width of the t.est section in the  downstream  direction to rninimizc  axial 

pressure  gradients  due to boundary  layer  growth  on  the  tunnel  test  surface wall and 

the wall opposite  the  test  surface. 

The  test  surface is i l l  a cutout  approximately 3 rn high  and 3 m long in  the 

backwall of the  test  section.  Its  location is shown in Fig. 2-2, t,he  wind  tunnel 

schematic.  Vertically, t.he test.  srlrface  starts 0.5 m from  the floor and  stops 0.8 m 

from  the  ceiling.  Horizorlt.ally,  it  starts  approximately  0.6 m from  the  upstream 

end of the  test.  section  and  extends  to  about 0.6 rn from t.he downst.ream  end of the 

test  section.  The  test, surface protrudes 3 cnz into  the  test  section (2.8% of t h e  test 

section  width) t.0 compensate for the  boundary layer suction  at.  the  leading  edge of 

the  test  surface,  discussed i n  Section 2.3. This is about  the  thickness of the layer 

of fluid removed  from  the  oncoruing tlow at t,he leading  edge. 

The  test  sect.ion is followed by another  screen  and a two-dimensional  r~ozzle 

(the  transition  nozzle).  The  nozzle  provides a 3.5:l flow contraction  into  the  tunnel 

fan.  The  autotransformers  used for power  control are located i n  the  transit.ion 

nozzle for cooling  purposes.  They  had  no  detectable  influence  on  the Row upstream 

in the  test  section. 

The  t,unncl is driver1 1)y a Joy Mfg.,  Axivane  Fan  (Series 2000), 1.22 nl diameter 

with  sanes'locked in the  rnaximum flow position for the  best  match  wit.h  the  wind 

tunnel  requirements. Tho fan is driven  t,hrough a V-belt  drive by a V-8 autornobilc 
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engine  with  an  automatic  transmission.  The  drive  range on the  transmission  was 

manually  selected  to  achieve a stable  engine RPM for the  required  tunnel air flow 

rate. 

Thermal  considerations  affected che design of the  wind  tunnel i n  two  ways. 

First,  the  hot  inner  portion of the  boundary  layer flow (approximately  the  inner 

10% of the  boundh. !ayer thickness)  passing off the  top of the  test  surface,  as a 

resuit of the  vertical  velocity  cornponellt in the  bourdary  layer,  was  removed by 

suction  to  minimize  stratification in the  test  section.  The  suction  was  applied to 

three  strips of perforated  metal, 30% open  area,  located  flush  with  and  along  the  top 

of the  test  surface  between  the  traverse  support  struts.  This is visible in  Fig. 2-3, a 

photograph of the  test  surface, at the  top of the  test  surface.  The  ducting for the 

three  suction  strips  was  combined into one 20 cnz diameter  duct.  This  can be seen 

a t   t he   t op  of the  test  surface  shown in Fig. 2-4, a photograph of the b x k  of the 

test  surface.  The  suction  was  provided by a 10 ctn diameter  ejector  centered in the 

20 cm exhaust  duct.  A one horsepower  centrifugal  blower  supplied  approximately 

0.24 m 3 / s e c  of air flow to  the  ejector  nozzle. 

The  second  impact. of thermal  considerations on the  tunnel  design was tha t  

tunnel wall cooling  had  to  be prc,;.ided as a result of the  high  radiant  heat  loads 

on  the  tunnel  walls  during  high  temperature  tests.  This ;vas necessary  not  only  for 

safety,  but  from  an  experimental  uncertainty  point of view. A n  uncert.ainty  analysis 

on  the  calculation  method for the  surface  heat  transfer  coefficient ( i n  the  design 

phase of the  experiment)  showed  that  the  tunnel  walls  should be held below 70 C, 

even  for t h e  600 C surface  temperature  tests. If  this  were  done,  the  temperature o! 

the  tunnel  walls  would  not  have  to  be  measured  very  accurately  and  the  walls could 

be lumped  together  as  one  background  temperature in the  determination of the 

radiation  heat  transfer  correction  to  the  heat  transfer  coefficient  calculation.  These 

considerations led to  the  steel  test,  section  construction  with  water  cooled  walls, a 

water  cooled  aluminum floor in the  test  section,  and a screen  across  the  downstream 

end of the  test  section.  The  steel  walls  and  ceiling  construction  provided  an 

adequate  conduction  path so that  cooling  water  could  be  applied  on  the  outside 

of  the  tunnel walls. The  floor was  two  sheets of aluminum with water  flowing  in 

the  gap  between  the  sheets.  The  screen  downstream of the  test  section  partially 

shielded  the  plywood  downstream  section from radiant  energy from the  test  surface. 

The  radiant  energy  absorbed in  the  screen  was  collvectetl into the  tunnel air leaving 



the  test  section.  The  upstream  walls  were  not  clearly  visible  to  the  test  surface  in 

a radiation  heat  transfer  sense, so no  cooling  was  necessary.  The  cooling  systerns 

kept  the  maximum  tunnel  wall  temperature at or below 40 C. 

2.2 _Test Surface 

The  test  surface is a 2.95 m long  by 3.02 rn high  heated  surface  mounted 

vertically in the  back  wall of the  wind  tunnel.  The  principal  design  requirements 

were tha t   the  k s t  surface be smooth,  have a uniform  heat  flux,  induce  no  pressure 

gradients in the  tunnel,  have  known  leading  edge or starting  conditions for the 

boundary  layer,  and  be  capable of operating  from  ambient  to 600 C.  It  was  also 

important  to  minimize  conduction  heat loss through  the  back,  the  time  to  reach 

steady-state,  and !,!le radiation  heat loss from  the  front  side. 

The  front  and  backside G f  the  test  surface  are  shown in the  photographs in  

Figy. 2-3 and 2-4, respectivply.  Figures 2-5 and 2-6 are  schematics of the  front of 

the  test  surface  and a cross-section of the  test  surface,  respectively.  The  surface 

is comp0s.d of seyeral  layers  as  schematically  shown in Fig. 2-6. First,  there is a 

support   frame  made of steel  weldment  and  expanded  metal  grid,  which is seen from 

the  back in Fig. 2-4. This  support  frame  has a radius of curvature of 80 meters 

in a horizontal  plane  creating a 1.4 c m  crown  on  the  vertical  centerline of the  test 

surface.  Next  there is a 5.38 c m  thick  buildup of “Fiberfrax”  irlsulatiorl  over  the 

weldment  as  shown in Fig. 2-6. Stretched  over  the  insulation is a layer  composed of 

21 parallel  and  horizontal  strips of 304 stainless  steel, 0.0127 c m  thick by 14.43 cm 

wide.  The  strips  are  electrically  heated  to  provide  the  uniform  heat flux surface. 

These  are  the  horizontal  strips  visible in Figs. 2-3 and 2-5. 

The purpose of the  surface  curvature is to  create a contact  pressure  between 

the  stainless  strips,  which  are  held i n  tension  by  springs  on  the  backside of the 

surfxce  (see  Fig. 2-4), and  the  insulation.  This  keeps  the  strips in  tight  contact 

with  the  surface  and  helps  hold  the  insulation in place  between  the  frame  and 

heated  stainless  steel  strips.  The  axial  pressure  variation in the  tunnel  caused by 

this  curvature is insignificant  (see  Section 3.1). 

The  build-up of insulation  material,  shown in Fig. 2-6, consists of three  layers 

of “Fiberfrax”,  a high temperature  ceramic fiber insulation  manufactured by the 

Carborundum  Corporation.  The first. layer,  wired  to  the  metal  frame, is a 1.27 c m  
thick  layer of “Duraboard”.  The  second  layer is 3.81 cm thick  layer of the  same 

20 



material.  The  surface of the  second layr:r was  sanded  smooth  and  covered  with a 

0.15 c m  layer of Fiberfrax  “Paper”,  a ?oft felt-like  material.  The flrst two  layers 

were  cemented  together  and  cracks filled with  Fifxrfrax “LD h4oldable”. The 

“Moldable”  added  another  0.15 cn1 of thickness  to  give a total  measured  thickness 

of 5.38 c m  for the  insulation  layer.  Appendix A gives  the  thermophysical  properties 

of these  materials. 

T h e  21 stainless  steel  strips are wrapped  around rollers, 10.2 c m  in  diameter, 

at   each end of the test  surface a~ld  altachcd  to  electrically  inslllatetl end clamps  on 

the  backside, a s  seen  Fig. 2-4. Each  strip is held in tension by two  spring?  at one 
end  which also take  up  the  approximately 2 cm of expansion  that  occurs  when  the 

stainless  steel is heated to GOO C. Details of the  attachment  can  he  found in Ref. 27. 

The  rlonlinal  gap  between  strips is 0.6.1 o r [ .  This  gap assures electrical  isolation 

between  strips  even  with  some lateral creep and  expansion of the  strips.  The edges 

of each  stainless  steel  strip a r c  folded  under as shown in Fig. 2-6. The  amount  of 

material folded under  on each edge, 0.32 c m ,  is one-half  the  nominal gap width 

between  strips.  The fold twrves two purposes. First ,  it prevents a forrn of wrinkling 

o f  the  strips  noted in  prototype  strip  designs.  Second,  it  provides an additional 

amount  of heating  locally  to  make up for the  unheated gap between  strips.  Some 

of the  stainless steel foldcti unticr is pullod  into  the soft Fibcrfras “I’aper” becarm 

of the  tension i n  thc  sprirrgs :IS indicated in Fig. 2-6. T h i s  nlinimizcts the  roughrlcss 

caused by the gap between  strips. 

The  emit tance of tht: 304 sta.inless  steel  was 0.13 a t  room  tcrrlpcrature  and 

about  0.22  at  ttle  highest  temperatures.  This was repeatable arid reproducible 

throughout  most of the les t  as shown by the  cxperirnental  rneasurc>rnents o f  the 

total,  hemispherical  cmittarlcc  versus  ternIwrature  presented i n  Appcndis B. 

Three-phase  208 vol t  AC pwvw was  used  to  resistance  heat  the  tcst surface.  

Figure 2-7 shows a 3chernatic o f  the power distribution  system and power r~leasurc- 

ment instrumentation which  will be discussed  later. ‘I’he strips xrc divided i r l t , o  

three groups of seven,  with  ttle  sevpn  strips i n  a group  being  connected  in scrics. 

The  thrcc  groups of s t r i p  are connected  either i n  “Y” contigurat,ion o r  a “ A ”  

configuration  (as show11 i n  Fig. 2-7) to tho legs o f  the  three I ) h ; L . s c  powcr supply.  

The  configuration  chosen depended on the power  rcqrlircmc*rlts for tflv tcst .   The “ Y ”  

gave  better  control a t  low power while the “A” allowed  higher  power  settings.  Ench 

leg is controlled by a b;mk o f  s is ,  parallel connected,  70 a m p  autot,r;~nsrorrrlcrs. 



The  forced  convection  (vertical)  leading  edge  starting  condition  on  the  test 

surface  was a stagnation  line  formed  downstream of the  vertical  leading  edge  suction 

slot.  The  leading  edge  suction  removed  the  boundary  layer  developing  on  the  tunnel 

wzl! upstream of the  test  section.  This is schematically  shown in Fig. 2-5 in the 

detail  in  the  upper  left  corner  and  is  discussed  further  in  Section 2.3.  The  free 

convection  (lower  horizontal)  leading  edge of the  test  surface  can  be  seen in Figs. 2-3 

and 2-5. I t  consists of about 6 crn of unheated  insulation  which  forms a smooth 

extension of the  test  surface  (the  crosshatched  region at the  bottom  in  Fig. 2 - 5 ) .  

The  unheated  insulation  is  preceded  by a step of about 3 c m .  The  step  is  caused 

by the  test  surface  protruding 3 cnz through  the  tunnel  wall  into  the  test  section. 

Support   struts for the  traverse  extend  through  the  unheated  insulation  at  the lower 

leading  edge  as  shown in Figs. 2-3 and 2-5. The effect of the  support  struts  on  the 

flow  is  discussed  in  the  tunnel  qualification  section,  Section 3.1, and  Appendix D. 
The  test  surface  design  described  in  this  section  provided a heat  transfer 

surface  with  the  following  characteristics: 

1. Smooth,  except  for  the  roughness of the  exposed  insulation  between 
the  heating  strips,  which is felt-like,  and  the  small  step  along  the  edges 
of  each  strip,  which is nornjnally the  strip  thickness (0.127 mm),  

2. Uniform  heat  flux,  except for local  resistance  variations  due  to  tem- 
perature  variations  (discussed  in  Section 2.7) and  the  gap  between 
strips, 

3. A response  time of 80 to  120 minutes  (time  to  reach  steady-state), 

4. A loss of energy by conduction  through  the  insulation  on  the  back of 
the  test  surface  equal t o  6-14% of the  electric  power  dissipated, 

5. A loss of energy by radiation  from  the  front of the  test  surface  equal 
to  (depends  on tile surface  temperature) of the  electric power 
dissipated, 

6. Negligible effect  on static  pressure  in  the  free-stream  (discussed in 
Section 3. I), 

7 .  Accurate  power  control, 

8. A known  vertical  leading  edge  starting  condition. 

The  rouqhness  size  descrihed in itern  one  above is small  compared to the 

boundary  layer  thicknesses  stt~died  except  very  near  the  stagnation  line at the 

vertical  leading  edge.  The flow is aligned  with  the  gaps  between  strips in tha t  
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region  which  minimizes  any  effect of the  roughness.  The  unheated  gaps  between 

strips is partly  compensated  for  by  the  folded  under  edges of the  strips  which  release 

additional  energy  locally. 

2.3 Leading  Edge  Suction 

The  boundary  layer  developing  on  the  upstream  wind  tunnel  test  section  wall 

is sucked off through a slot at the  leading  edge of the  test  surface.  This  process 

establishes a two-dimensional  stagnation  line bs  the  forced  convection or vertical 

leading  edge  starting  condition. A new  boundary  layer grows on  the  test  surface 

downstream of the  stagnation  line  location.  This  method of start ing a boundary 

layer  was  used  because of the  difficulty in  designing a sharp  leading  edge  on  this  test 

surface.  Figure 2-8 is a cross-section  of  the  leading  edge  suction  apparatus.  Flow 

sucked off at  the  test  surface  leading  edge,  passes  through a passageway  around  the 

rear  of  the  test  surface,  and  returns  to  the  test  section a t  the  downstream  end of the 

test  surface.  The  return flow enters  t,he  test,  section as a wall jet  approximately 1 cm 
thick  through a slot  facing  downstream, as shown in Fig. 2-8. This was done  to 

provide  thermal  protection of the  downstream  tunnel wall from  the  hot  boundary 

layer  leaving  the  downstream  end of the  test   surface.   This  arrangement  has  no 

influence  on  the flow upstream OR the  test  surface. 

The  upst,ream  suction  arrangement  consists of two  suction  slots  created  by 

placing a strip of fiberglass, 13 c m  wide  and 3 mm thick,  away  from  the  leading  edge 

of the  test  surface,  as  shown  in  Fig 2-8 ( the Aberglass  plat'e).  The  Aberglass  plate 

extends  the full vertical  height of the  test  surface.  The  gap  which  faces  upstream, 

between  the  fiberglass  and  the  tunnel  wall,  forms a suction  slot  nominally 1.9 cm 

thick.  The  trailing  edge of this plate is spaced 0.6 cm off the  test  surface  and  acts  as 

a second  suction  slot  facing  downstream.  The  large  slot  facing  upstream is used to 

remove  the  tunnel wall boundary  layer.  The  smaller  downstream  facing  slot is used 

to  establish  the  stagnation  line  starting  condition  on  the  test  surface  and to remove 

the  boundary  layer  that grows on  the  Aberglass  plate,  as  shown in Fig. 2-8. This 

arrangement is visible in the  photograph in Fig. 2-3 and is shown  schematically  in 

a detail  in  Fig. 2-5. 

The 0.64 crn wide gaps between  the  stainless  steel  strips  were  covered  with 

thin  mica  sheets  from  the  rollers at the  upstream  end of the  test  sllrface  to  the 
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upstream  edge of the  Fiberfrax  insulation.  This  prevented  three-dimensional  lead- 

ing  edge flow patterns  from  developing  as a result of suction  through  the  gaps. 

The  passageway  around  the  rear of the  test  surface  was  created by placing 

a 0.41 m deep  plywood  box  over  the  back  side of the  test  surface, as shown 

schematically  in  Fig. 2-8. This box was attached  to  the  edges of the  test  section 

cutout for the  test  surface. A vertical  header  in  this box divides  the  passageway 

into  upstream  and  downstream  sections.  Mounted in the  header is a 22.9 cm 

diameter,  variable  speed,  axial flow, DC blower,  which  pumps air from  the  upstream 

compartment  and  discharges  into  the  downstream  compartment.  This  provides  the 

suction for the  leading  edge.  The Mower is rated  at  6550 RPM and  produces a flow 

rate  of  0.58 7n3 / sec  a t  G20 P a .  To maximize  its  performance, a rounded  leading 

edge  piece  ducts airflow into  the blower inlet,  and a 2.1:l diffuser is a t tached  to   the 

blower outlet. 

2.4 Traverse  Mechanisrn 

The  traverse  mechar~isrn 11as 4-degrees-of-freedom.  It  can  ~)osition a probe 

at   any z and y location on the  test  surface,  traverse  the  probe  normal  to  the 

test  surface,  and  rotate  the  probe  about  an  axis  normal  to  the  test  surface.  The 

traversing  mechanism is seen  schematically in Fig. 2-5 and in the  photograph in 

Fig.  2-3.  It  consists of two  horizontal  shaft  assemblies,  one at t h e  top  and  hottorn of 

the  test  surface, a vertical shaft. assembly  (shown  centrally Iocat.ed on the  horizontal 

shafts in  Fig. 2-5) that  rides u1)sLream and  downstream on the  horizontal  shafts, 

and a commercial  2-degree-of-freedom  probe  traverser ( shown centrally  located  on 

the  vertical  shafts  in  Fig. 2-5)  that  rides  up  and  down on the  vertical  shafts. 

The  commercial  2-degree-of-freedom  probe  traverser  unit  consists of a Slosen 

stepper  motor  and a small DC motor.   The Slosen is used  to  traverse  the  boundary 

layer  probe  normal  to  the  test  surface  at  0.0127 rnm per step.  The DC motor is used 

to  rotate  the  boundary layer probe about  an  axis  perpendicular  to  the  test  surface. 

The  horizontal  shaft  assemblies,  top  and  bottom,  consist of a precision  ground 

shafts  each  attached  to  the  tunnel  wall  with  four  support  struts.  The  support 

struts  hold  the  entire  traverser  unit  about  0.3 rn from  the  test  surface, as s h o w n  

in Fig. 2-5. The  bottom assernl,ly includes an ACME threaded shaft,. ' J ' h  .4C'MfI: 

threaded  shaft is turned by a 1 Ni' DC motor.  It  drives  linear  bearings on the 

. 

horizontal  precision  ground  shafts  axially  to  provide  x-direction  mobility.  Attilched 
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to  the  linear  bearings  on  the  horizontal  shafts is the  vertical  shaft  assemhly  (the 

vertical  shafts,  drive  motor,  and  commercial  probe  traverser  unit).  The  vertical 

shaft,  assembly  consists of two  precision  ground  shafts. A linear  bearing is driven 

up  and  down  on  these  precision  ground  shafts by a vertical A C h E  threaded  shaft 

t ha t  is  turned by a 1 H P  DC motor also. This  provides  y-direction  mobility.  The 

commercial  unit is attached to the  linear  bearings on the  vertical  shafts. 

The  boundary  layer  probe is mounted in pkstic  bushings for electrical  isolation 

from  the  probe  mount  on  the  comrnercial probe traverser  unit.  The  prohe  stem is 

attached  to  the  z-yaw  drive  systerll  t.hrough a small,  thin-walled bellows to provide 

stiffness in yaw  but  flexibility i n  the :-direction. The bellows  was interldecl to 

prevent  damage to the probe if the  test  surface  was  touched.  The  probe is discussed 

in Section 2.6.3. 

Thermal  protection is required for all parts of the  probe  traversing  ruecharlism. 

The  standoffs  are  water  cooled. The horizontal  shafts, ACMf: thread, m r l  linear 

bearing  assemhlies  have  sheet  metal  radiation  shields  aligned  parallcl t . 0  thcn flow 

(see  Fig. 2-3) .  These  shields arc fabricated  from  stainless  sheet w i t h  a star:dard 

Number 4 Bright  Finish  to  provide  good  reflection of the  radiant  energy  away  from 

the  heated  test  surface.  The  vertical  shaft  and ACME t.hread  are stlielticcl t)y a 

water  cooled  copper  shield  which is i n  the  shape of one  side of an airfoil with 30 c m  

chord.  Attached to the  copper  shield's  trailing  edge is an adjustable  flap  with a 

13 crn chord. Thc flap is perforated  sheet  metal  with a 30% open  area.  The  shield 

and  flap  are approximately 30 c t n  out  from  the  test  surface.  Adjustrneut o f  the 

shield  and  flap  and  their  effects 011 the flow are  discussed in Section 3.1. 

The  design of the  traversing  mechanism  involved  trade-offs  between (,est  section 

blockage  and  traversing  mechanism  stiffness. To greatly  enhance  the stif'f'ness of the 

traverser  without  significantly  increasing  test  section  blockage, a rernotely  operated 

bar,  called  the  snubber,  was  included  on  the  traverse.  ?'he  snubber  was locatcci on 

the  commercial  probe  traverse unit on the side  opposite  the borlndary layer  probe, 

bu t  on  an  axis  parallel  to  the  stem of the  boundary  layer  probe.  When  extcntied 

a few  centimeters,  the  snubber pressed firmly against  the  test  section wall opposite 

the  test  surface  and  prevented  the  traverse  and  boundary  layer  probe  from  vibrating 

normal  to  the  test  surface.  Maximum  boundary layer probe  head  vihratiorl wit11 

the  snubber in place is kO.2S rnrn in ttle  vertical  direction.  The snut)l)er alloweti 

essentially  no probe vibration  norrnal  to  the  test  surface. 
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2.5 Test  Control  and  Data  Acquisition 

The  activities of test  control  and  data  acquisition  were  centered in a test  control 

room in the  building  alongside  the  wind  tunnel.  Test  conditions  were  monitored  on 

a continuous  basis to ensure a steady  state  operation of the  facility  for  each  test 

case,  which  could l a s t  several  hours,  and  to  ensure a safe  operation of the  facility. 

For this  purpose  almost all test  parameters,  along  with  many  parameters  monitored 

solely for  safety,  were  available as continuous  readout  on  gauges or digital  displays. 

These  instruments  are  discussed  in  Ref. 27. This  section  deals  only  with  control of 

the  main  test  parameters  and  acquisition of the  heat  transfer  and  boundary  layer 

data .  

Control of the  test  involved  control of four main  parameters:  test  section air 

speed,  leading  edge  suction  rate,  test  surface  power,  and  boundary  layer probe 

position.  Tunnel air speed  was  controlled  manually  by  adjusting  the  engine  throttle 

and  transmission  to  settings  which  resulted in the desired  tunnel  speed. 'The throttle 

could be set  from  the  control  room.  Leading  edge  suction  rate  was  controlled by 

manually  setting a DC power  supply for the  suction  fan.  Calibration of the  suction 

rate  versus  suction  ian  speed  and  tunnel air speed  are  discussed in Section 3.1. 

Test  surface  power  was  controlled  manclally. A circuit  breaker  in  the  control  room 

was  used to  switch  power  on  and off. Power level was  controlled by adjusting  the 

t,hree  banks of autotransformers  previously  described. 'This was  done by adjusting 

the  control  shafts,  one from each  bank of transformers,  that  extended  through  the 

tunnel wall in the  transition  nozzle,  as  shown in Fig. 2-2. 

The  boundary  layer probe was  positioned by use of the  traverse  controller 

located in the  control  room. T h e  traverse  controller  consisted of z and y motor 

controls for the ACMIC threaded  shafts,  the  traverse  snubber  control,  the piohe 

t-drive  stepper  motor  translator logic and  control,  the  probe  yaw  comparator logic 

and  control,  and  the  limit  colitrols to prevent  probe  and  traverse  from  being  moved 

outside  certain  position  limits  for all directions. Also included  was  the  sensor  for 

probetest  surface  contact  detection. 

The  z and y motions  were  controlled by manual  operation of the  traverse 

controller,  Movement in  t h e  z-clirection was either by manual or mini-computer  (the 

computer is discuwd  later)   operation of the  controller.  Mini-computer operation 

of the  controller  for  movement in the  z-direction  involved  first  locating  the wall 

with  the  boundary  layer  probe.  'The  probe  was  driven  into  the  wall  under  control 
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of the  mini-computer  until  an  electronic  touch  sensor  indicated  contact  with  the 

wall  and  stopped  the probe motion.  The  probe  was  then  backed away 1.5 rnm and 

recontacted  with  the  wall by the  computer.  This  produced a repeatable  wall  touch 

which  flexed  the  probe  into  the  wall by 0.2 rnm. This  meant  the  probe  stepper 

motor  had to be  stepped  an  equivalent of 0.2 mrn outward  from  the  wall  before 

the  probe tip left  the  wall  again.  With  the wall located  the  boundary  layer  probe 

could  now  be  stepped  through  the  boundary  layer  at  predetermined  intervals by 

the  mini-computer  with  the  velocity, flow angle,  and  temperature  data  measured 

automatically  after  each  step. 

Probe  yaw  angle  control was also  done  automatically. A feedback  control 

system,  called  the  probe  yaw  comparator, used the  pressure  difference  between 

the  probe yaw ports (see  Section 2.6.3) to  drive  the  traverse  yaw motor un t i l  the 

pressure  difference  between  those  ports was zero.  This pointer! the  probe in t h e  flow 

direction.  Since  the  response  time of the  probe  yaw  control  system  was  very slow 

(-1 minute),  the  probe  direction  changed only as the  mean flow direction  changed. 

Data  acquisition  from all  sensors,  with  exception of the  barometric  pressure 

and  surface  emissivity,  was  donP  through  the  analog-to-digital  conlverter of a rnini- 

computer  system. The  computer  reduced  and  displayed  the  data  on-line  and stored 

the  "rawn  data  on  hard  disk for later  detailed  data  analysis. In addition,  the 

computer  was  used  to  control  the  movement. of the  boundary  probe,  as  discussed 

earlier,  and  run  some of the  data  acquisition  equipment. 

The  mini-computer  was  an LSI-l1/23 configured  with a clock,  analog-t+digital 

converters  (A/D),  digital-to-analog  converters  (D/A)  and  other  special  functions. 

The  A/D was  an Adac analog-to-digital  converter  with a 10 vo l t  range  and a 

5 nzv resolution.  The  system is based  upon a PDP-11/23 CPU with 80K words 

of  memory.  Two  hard  discs  provide  permanent  storage.  Information was displaged 

on a CRT or by a printer. 

Two simple  diagnostic  programs  and  three  comprehensive  data  acquisition  and 

reduction  programs  were  written for the  experiment.  One  diagnostic  program was 

used  to  check  the A/D function of the  computer  and  cables from the  computer 

t,o the  signal  conditioners.  The  other  diagnostic  program  allowed  an  individual 

sensor in the  experiment  to  be  isolated. Th3t sensor's  performance  could  then  be 

studied  or  known  signals  could be sent  through  its  leads to check  out  the  entire 

data  acquisit ion  sptem. 
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The  data  acquisition  program  for  heat  transfer  data  was  “TEST”.  This 

program  controlled  the  scanners  (discussed  later)  which  cycled all the  transducer 

information  through  the  computer  A/D  channels,  processed  the  data  from  the  A/D 

channels,  converted  it  to  engineering  units,  stored  the  raw  voltage  and  converted 

signals  on  hard  disk,  and  displayed some preliminary  results.  Data  for  heat  transfer 

tests  were  taken  at a 240 h z  rate i n  a 900 sample  burst,  once for each of the  scanner 

channels.  The  reduction of the  sensor  information  in  engineering  units  to  heat 

transfer  coefficients,  etc.  was  done by a program  called  “REDUCE”. 

Boundary  layer  probe  control,  scanner  control, data acquisition  from  A/D 

channels  on  the  computer,  data  reduction,  and  data  presentation of the  boundary 

layer da t a  were  performed  using  one  program,  “B1,TEST”. Af’ter manually  adjust- 

ing  the  probe  to a desired z and y position  on  the  test  surface,  the  program  would 

present  the 2 and y position as read  from  the  potentiometers,  control  the  probe as it 

moved  inward in the  z-direction  to find the wall, and  step  the  probe  away  from  the 

wall  according  to a selected  schedule of positions,  obtaining  data  at  each  position. 

Boundary  layer  data,  including  probe  location,  were  taken  at a 900 hz rate in :!OO 

sample  bursts 24-52 times  per  scanner  channel.  This  data  was  then  reduced  and 

stored. 

Appendix E contains  the  heat  transfer  data  and  the  listings of “TEST”  and 

“REDUCE”.  Appendix F contains  the  boundary  layer  data  and a listing of the 

program  “BL,TEST” . These  versions of “‘rEST”, “REDUCE”,   and  “BLTEST” :we 

different  than  the  versions  presented in Ref. 27, which  were  used for a pre1imin:try 

data  reduc’,iou.  The  major  differences  are: a temperature  dependent  emissivity for 

the  stainless  steel 304 has been  includeci in  the  heat  transfer  data  reduction (see 

Appendix R )  rather  than  the  constant  value of 0.1 assumed  originally; 110 transient 

energy  storage  correction  was  made in  the  heat  transfer  data  reduction,  none  was 

found  necessary; ail probe  and  instrumentation  manipulation  and  control  portions 

were  removed;  the  free-stream flow angle is no  longer  subtracted  from  remainder  of 

the  boundary  layer flow angles  for a given  profile;  the  output  format  was  changed; 

and  finally,  the  program  was  changed  to  make  it  compatible  with a larger  computing 

system.  As a result,  the  reduced  data  presented in Appendices E and F is diflerent 

than  Ref. 27. The  present  report is the  final  data  reduction. 

28 



2.6 Sensors  and  Instrumentation 

The  sensors  and  instrumentation  used  to  obtain  heat  transfer  and  boundary 

layer data  are  discussed in ;his  section.  The  discussion i s  divided  into  four  subsec- 

tions.  The  first  three  sections  contain  discussions of instrumentation  and  sensors 

used  to  obtain  the  tunnel  condit.ions,  the  test  surface  conditions,  and  the  boundary 

layer  proflles of velocity, flow angle,  and  temperature,  respectively.  The  flnal  section 

discusses  instruments  and  hardware in common to the  first  three  sections.  Many 

additional  sensors  and  instruments  were  used  for  routine  monitoring of facility  con- 

ditions  such  as  engine  temperature,  engine oil pressure,  fan  speed,  etc.,  as  well as for 

monitoring  safety  aspects of the facility  such  as,  smoke  and  flre  detection.  These 

are  discussed  in  Ref. 27. 

2.6.1 Tunnel  Conditions 

There  were  seven  paramekrs  measured  to  obtain  the  tunnel  test  conditions: 

the  tunnel  wall  telnperat,ure,  the  tunnel  inlet  air  temperature,  the  tunnel  inlet 

stratification,  the  test  section  stratification,  the  test  section air velocity,  the  en- 

vironmental  wind  speed  and  direction,  and  the  leading  edge  suction  rat.e. 

The  wind  tunnel  inlet  air  temgernture,  tunnel wall temperatures,  and  test 

section  stratiflcation  were  measured  with  type-K  (chromel-alumel) 30 gauge  thermo- 

couples  with an arc  welded  junction (a  bead).  The  inlet air temperature  was 

measured  at  mid-height in the  plenum of the  wind  tunnel.  Thirty-five  thermo- 

couples  were  used  to  obtain  the  tunnel  wall  temperature.  They  were  glued t.o the 

wood  walls or peened  into  the metal test  section walls. An  array of four  thermo- 

couples  was  used to sense any air temperature  stratiAcat.ion in the  test  section. 

These  thermocouples  were  mounted in a four-port  aspirated  probe,  one  per  port. 

The  aspiration  eliminated  the  need for any  radiation  correction.  The  probe is 

located at the  downstream  end of the  test  section  with  the  ports  on  the  probe 

distributed from the  top of the  test  surface  to  the r o o f  of the  wind  tunnel. 

The  wind tunnel  inlet a i r  temperature  stratiflcation  was  measured  with  two 

matched  Iso-Curve (1510 thermistors  made  by  Fenwall  Electronics.  They  were 

located  just  downstream of the  screen  pack,  one  near  the  ceiling,  the  other near 

the  floor.  Neither  the  thermistops  nor  the  inlet air temperature  thermocouple 

discussed  above  were  visible  to  the  hot  test  surface,  which  eliminated  the  need 

for any  radiation  correction  to  their  outputs. 
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A standard  pitotstatic  tube  with a tube  diameter of 3.2 mm, the  tunnel-Q 

probe, was used  to  obtain  the  test  section  air  velocity.  The  probe is visible  in 

Fig. 2-3: it is the  small  tube  sticking  out of the  test  section  wali  just  ahcad of the 

leading  edge  suction,  about  halfway  up  the  test  surface.  The  tunnel-Q  probe is 3190  

shown  schematically in Fig. 2-5. 

Environmental  wind  speed  and  direction  were  measured  with a four-bladed, 

fast  response, 23 cm diameter  propeller  anemometer  with tail vane  made by R. M. 
Young  Company. IC was  mounted  on  the roof of the  office building  adjacent  to  the 

wind  tunnel.  Tile  location ,Tave a higher  wind  speed  indication  than  was  actually 

experienced by the  wind  t,unnel,  which  was  located  on  the  leeside of that  building. 

The   ou tput  was  used  to  determine  when  tests  could  be  conducted  and  ivhen  test,s 

in progress  had  to  be  aborted. 

The  suction  rate w3s set by measuring  the  velocity  with a pressure  probe  at a 

Axed location in  the  diffuser  outlet of the  leading  edge  suction fan.  The  measured 

velocity  distributions f o r  several  test  cases  were  integrated  to  find t h e  correlation 

between  &..erage ve lo~i t~y  and ttrc  rncasurcd  velocity a t   the  fixed probe location. 

During  the  test  program  it was  follnd suction  rate  could be set  just 3s reliably by 

sctting  it  based  on  the suction-fan R P M .  When  suction  rate  was  set  based on the 

suction-fan RPM, a suction  rate was not  measured or recorded i n  the   output  in 

Appendix E. ‘The suction  rate  was  always  around 4 %  of the  tunnel  mass flow rat,e. 

2.6.2 Test  Surface C:onc!itions 

Parameters  measured  to  obtain  the  test  surface  conditions were: the  electric 

power dissipated in resistance  heating  the  surface,  the  surface  temperature,  the 

temperature  difference  across  the  Fiberfrax  insulation  layer,  and  the  surface  total- 

hemispherical  emittance. All except  the  surface  emittance  were  measured  during 

each  test by the  mini-computer.  The  emittance  was  obtained by measuring t h e  

emittance of samples of the  surface  material as a function of temperature  from 

ambient  to 600 C before  and  after  testing  (see  Appendix €3). 

To  obtain  the  electric  power  dissipated in the  strainless  steel  covering the  

surface,  the RMS voltagc drop across  each of the 21 stainless st.eel strips  and  the 

RMS current  through  each  strip w3s measured.  These RhIS signals  were  obtained 

by integrating  the  digital  output from the  mini-computer A/D.  ‘I’hc voltage d r o p  

on  each striL1 was  sensed  across  two  small  lead  wires  spot  welded t ,o  each  strip,  one 
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at  the  leading  edge  and  one  at  the  trailing  edge  of  the  test  surface.  The  current 

through  each  strip  was  obtained by measuring  the  current in each  of  the  three 

legs of the “Y” or “A” connection of the  stainless  steel  strips  discussed  earlier. 

Since  the  seven  strips in each leg are  connected in series in  a given leg, this  current 

measurement  gave  the  current  through  each  strip  in  that leg. Current. flow from  the 

system  to  ground  was  monitored  but  none  was  detected, so all current  measured 

in  each leg was  assumed  to  pass  through  the  strips  with  no  leakage  through  the 

insulation or test   structure  to  ground. A power  factor of one was assumed  for 

each  strip.  This  was  confirmed by observing a Lissajous  pattern for current  and 

voltage  on  an  oscilloscope.  The  measurement of the  curre,lt,  which  ranged  from 20 

to  180 a m p s ,  was  obtained by placing  the lead cables  from  each leg of the “A” or 

“Y” through  precision  Weston  Model 321 (,07%  accurate) or 461  (.25%  accurate) 

current  transformers, as indicated  in  Fig. 2-7, and  reading  the  voltage drop across 

;L shunt in the  secondary of each  transformer.  The  shunts were properly sized for 

each  transformer,  and  the voltage drop  across  the  shunts  was l inear ly  related to the 

current in each  respective leg. 

Both  the  strip  voltage  and  current  measurements  were  calibrated for each 

test. In  the  case of the  voltage  drop  measurement  this was done by wading  the 

voltage  drop  across a strip  directly  with  an  HP 34GGA ~nult i rnt ter   ( t rue RMS) 

and  comparing  it  to  the  minicomputer FtMS output .  In the cas(: o f  t,he current 

measurement  it  could be done i n  three  ways.  The  first  mcthocl  used  three 100 a m p ,  

leaf shunts  (Weston,  20 a m p s / m v )  positioned as shown in Fig. 2-7. The voltage 

drop current  relationships  for  the  shunts  are  accurate  to 112% up  to  200 n . m p s  

(1 /4% a t  less than 100 a m p s ) .  T h e  voltage  drops  across  these  shunts were rneasured 

with  the HP 3466A multimeter  and  compared  to  the  minicomputer RMS output .  

The  second  method of current  measurement  calibration  made  use of Model 321 

or 461  Weston  current  transformers.  The  current in the  secondary  was  rneasured 

directly  with  the  HP  multi-meter or a Weston  Model  904  ammeter. The  third 

method cf current  measurement  calibration  made  use of an  Ohio  Semitronics RA4S 

current  transducer  with  model  CTIRV  current  transformer. This  could t x  placed 

around any leg. The  voltage  output  from  the  transducer was proportional to the 

current in  the leg. The  three  current  calibration techniques agreed withirl 0.7%. 

The  surface  temperature  was  measured  with t h e  therrnocouplc  arr;mgen~ent, 

shown  in  Fig. 2-9. Figure 2-9  is a schematic of a cross  section  and a top view of the 
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surface  thernlocouple  assembly.  The  cross  section  has  been  espanded in  the  figure 

and is not   to  scale. This  thermocouple  design is based  on  tests on a prototype 

heat  transfer  surface.  Three  type-K 30 gauge  junctions  are  wired in parallel  and 

spread  evenly  around a 3.81 cm radius to obtain a local  average  temperature  over 

the  circle,  as  shown  in  Fig. 2-9. A mica  layer  over  the  thermocouple  provides 

electrical  insulation  between  the  thermocot~ples  and  the  electrically  heated  surface. 

A stainless  steel  pad  under  the  thermocouple  beads  prevents  the  beads  from  being 

pressed  into  the  insulation by the  force  exerted by the  stainless  steel  strips  held i n  

tension  on  the  curved  surface of the  insulation,  as  discussed in Section 2.2. T h e  

pad of Fiberfrax  “Paper”  insulation  under  the  stainless  steel  pad  provides  some 

spring  and  insures  the  assembly is pressed  against  the  stainless  strips.  Figure  2-10 

is a phot.ograph of a surface  thermocouple  assembly  before  the  heating s:rip was 

put  in  place over the  therrnocouplc  assembly.  This  entire  assernhly  with mica in 

place  was  part,ixlly  depressed  into  the soft top layer of Fiberfrax “Paper*’ irlsulat.ion 

before  placing  the  heating  strips over it. As a result,  no  bulging or distortion of the 

stainless  steel  heating  strips  was  evident  because of the  thickness of this  thermo- 

couple assembly. Any  dist,ortion of the  stainless  steel  was  clearly  visible d u e  to  its 

mirror  like  finish. 

This  surface  temperature  measurement  technique has been  experimentally 

shown  accurate  to  the larger o f  2 C: or 1% in the  prototype  tests.  An  array 

of 105 of these  surface  thermocouples  were  mounted 011 the  surface  at  positions 

indicated by “+””.in Fig. 2-11. They  are  located in 10 columns of equal  spacing 

and in 21 rows  defined by the 21  strips.  The  columns  are  staggered  as  shown in 

Fig. 2-11. The  first  column is 0.229 rn downstream o f  the  stagnation  line.  The 

stagnation  line is the  asstimed  start of the  heat  transfer  surface. 

In addition  to  the  surface  temperature  thermocouples  an  array of 26 type-II; 30 

gauge  “conduction”  thermocouples  were  installed in the  surface. The locaticns are 

shown  as “0’s’’ in Fig. 2-11. They  are  single  bead,  arc  welded,  conventional  therrno- 

couples  placed  between  the  1.27 cm. Fiberfrax  Duraboarti layer and  the 3.81 cnz 

layer,  as  shown in Fig. 2-9. These thermocouples  are used in conjunction  with 

the  surface  thermocouples,  the  Fiberfrax  thermal  conductivity,  and  thickness  of 

the  Fiberfrax  layer  to  detcrrrlirlc  the loss of energy  from  the  surface by conduction 

through  the  insulation  on  the  back of the  surface. 
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2.6.3  Boundary  Laver 

Boundary !ayer mean  velocity, flow angle,  and  temperature  profiles  were  taken 

simultaneously  with a single  probe  shown in  a photograph  in  Fig.  2-12.  The  basic 

probe  design  follows  that  described  in  Ref.  29  with  the  addition of a thermocoupie 

for temperature  measurement. The thermocouple  is  not  visible in the  photograph 

in  Fig. 2-12 due  to  its  small  size,  but is shown  in  the  schematic of the  probe  tip 

in  Fig.  2-13. The  probe  tip  consists of a 0.052 mm diameter  type-h:  thetiilocoaple 

with  each  lead  spot  welded  to  another  type-K  thermocouple  bead  made  from  36 

gauge  fiberglass  coated  thermocouple  wire.  On  either  side o f  the  0.052 7n7n diameter 

thermocouple  are  two  totd  pressure  ports  made  from 0.813 mrn O.D. staidess  steel 

tube.  Attached  on  the  outsides of these  tubes  are  the  probe yaw sensing  tubes 

made  from  1.47 mm O.D. stainless st.eel tubes  flattened  to the thickness of the 

total  pressure  tubes.  Outboard of these  are  two  static  pressure  tubes  made  from 

1.47 rnm O.D. stainless  steel  tubes. 

The  pressure  sensing  ports  (total,  static,  and  yaw  angle)  and  the  0.052 mrn 

thermocouple  bead  are  located in the  same  plane, w i t h  the s ta t ic  and  the  total 

ports  in-line, as shown i n  Fig.  2-13a.  The  plane  containing  the  pressure  ports  and 

the  0.052 mm diameter  thermocouple  bead  has a 2’ to  3” forward  tilt wit.h respect 

to  the  probe  stem.  The  0.052 7nm thermocouple  bead is centered  between  the  fotal 

ports  and 2.4 nlnz i n  front of them, as shown  in  Fig. 2-133. Since  the  entire  probe 

tip  tilts  forward 2 O  to 3’ with  respect  to  the  probe  stem  and  since  the  thermo- 

couple  bead is located 2.4 rnm in front of the  total  pressure  ports,  the  temperature 

measurement  point i n  t h e  boundary  layer is approximately  0.12 mm closer  to  the 

wall than  the  pressure  sensing  ports. 

Figure 2-12 shows  that all tubes  lead aft into a tube  bundle  at  the  “gooseneck”. 

All points  on  the  “gooseneck”  are  slightly  greater  than  10  tube  bundle  diameters 

downstream of the  pressure  ports.  The  probe  tip  back to the  “gooseneck” is gold 

plated  and  the  “gooseneck”  stem is wrapped in aluminum foil to  minimize  radiant 

heating of the  pressure  lines. This minimizes  density  variations in the  pressure  lines 

which  would  induce  errors in the  pressure  measurements. 

The  two  total  pressure  tubes  are  connected in parallel  to one side  of a pressure 

transducer  described  later.  The  two  static  tubes  are  connected in parallel  to  the 

other  side of the  transducei. 
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The  thermocouple  wiring  arrangenlecc  for  the  fluid  temperature  thermocoulde 

is shown  sc!lematically in Fig.  2-13b.  This  thermocouple  arrangement  was  used  for 

two reasons.  The  first  was so that  stronger  lead  wires  could  be  used  in  the  probe  than 

the 0.052 mm diameter  wires  used  on  the  tip.  The  second  was  so  that  approximate 

base  temperatures  were  available for estimation of the  conduction  error in the  fluid 

temperature  measurement.  Figure  2-13b  shows  that  the  signal  across  the  outer  two 

lead  wires  gives  the  fluid  temperature, T j ,  while  the  two  ot+r  pairs of leads give 

the  base  temperatures, Thl and Tb,. Only  one  signal  (across  two  leads)  was  read 

at  one  time,  with  the  other two pairs  left as open  circuits.  The  disadvantage  to 

this  arrangement is the  noise  pick  up in the  high  voltage,  high  current  environment 

by the  extra  wire  attached  to  each  thermocouple  bead.  The RMS measured  noise 

level  (in  terms of degrees C) was around 1 to 2 C compared  with  about 0.3 C for 

a conventional  single  bead  thermocouple in  same  environment. 

The  position of the  boundary  layer  probe  was  sensed by reading  the  output of 

three  calibrated  10-turn  wire-wound  potentiometers for the z and y positions  and 

the  yaw  angle.  The  z-location was obtained by counting t.he number of pulses  the 

probe  was  moved  from  the wall by the  stepper  motor,  at  0.127 mm per pulse. 

The  probe  design has the  following  characteristics  summarized  from  the  dis- 

cr;ssion  above  and  the  valitlation  tests  that  were  conducted  on  the  probe  to verify 

its  performance: 

1, The  capability to tncasure veloci ty ,  ternpcrature, anci flow angle sirrlrll- 

taneously, sav i t~g  tirrlc : m t l  insuring a similar t c s t  condition for t . 1 1 ~  

three  measurements. 

2. Negligible viscotrs efi'ects on  the  pressure  nlcasurernerlts at low velrjci- 
ties  as a result of the ohlong front  on  the  probe  tip [30]. 

3 .  Negligible  errors due to buoyancy  induced  pressure  differences i n  the 
pressure  lines  which  result,  from  non-sirlrilar  temperature  variations 
in the  various prcxssure lines  coupled  with  elevation  changes of the 
pressure  lines.  This was ,zccomplished by passing all the  pressure  lines 
through the same  t,empcrature  gradients,  symmetrically  placing  them 
about the  probe  centerline,  and  gold  plating arid foil wrapping  the 
stem. 

4.  Negligible efi'ect o f  the prctbo yaw angle  on  the vcloci~,y I T I C ; L S I J ~ C I T I ~ I ~ ~  

over a yaw  angle  range of loo. 

5. Negligible effect of the  velocity  gradient  normal to the wall O!I the flow 
direction  indicated by the  yaw ports. 



6. Negligible  effect of the  probe  pitch  angle on the  velocity  measurement 
over a *20° pitch  angle  range  and  on  the  indicated flow direction 
over a smaller  range of pitch  angle. 

7 .  A fluid  temperature  thermocouple  with  minimal  temperature  measure- 
ment  error  and  with  negligible  influence  on  the  velocity  and flow angle 
measurements. In addition,  since  each  wire of the  boundary  layer 
thermocouple  was  welded to a thermocouple  junction, a conduction 
correction  to  the  fluid  lemperature  measurement,  which  was  small, 
could  be  accurately  made. 

2.6.4 Additional  Instrumentation 

The  pressure  differences  from  the  probes  discussed i n  previous  sections  were 

sensed by Validyne  DP103  differential  pressure  transducers  rated  at 55 P a  fu l l  

scale  (the  dynamic  head  at  about 7 m / s  for  air at  the  ambient  temperature). 

The  electronics for these  transducers, a variable  reluctance  type,  were  provided 

by Validyne  CD90  high  gain,  carrier  demodulators.  Each  transducer,  with i t s  own 

CD90  unit,  was  calibrated  using a Combist   Instrument-  Ltd.   micromanometer,  

which  has a resolution of about 3.06 Pa.  The  response of the  pressure  transducer 

was very  linear.  The  calibrations of the  pressure  transducer  sensitivities  were 

checked  several  time?  during  the  course of the  experiment,  using  the  micromanom- 

eter. No significant  changes  were  noted. A calibration  resistor  was  frequently  used 

to  check for changes in  the  pressure  transducer  read-out  circuitry  via a built-in 

system  check. 

The  thermocouple  circuitry  used a thick-walled  foam  insulated box as a zone 

box. In the  zone  box,  the  leads  from all the  thermocouples  described in previous 

sections  plus  the  icebath  thermocouple  were  connected  to  copper  extension  leads, 

which  went  from  the  zone  box  to a Hewlett  Packard  crossbar  scanner in  the  control 

room. The  connections,  insulated  from  one  another by a plastic  coating  on  the  con- 

nectors,  were  wrapped  together  to  form a cylinder  about 8 cm in diameter,  covered 

with a piece of split  heavy-walied  aluminum  tubing,  and  placed in the  zone box. 

Aluminum  tube  helped  reduce  to a minimum  any  cemperature  difference  between 

the  various  thermocouple-copper  lead  connections.  The  temperature  difference 

across  the  aluminum  tube  was  rneasured by one  differencing  thermocouple.  This 

temperature  difference  rarely  exceeded 0.5 C. 



Over 200 signals  from  the  different  senSors  involved  in  the  experiment  were 

conditioned by the  instrumentation  both  for  display on meters  and  for  acquisition 

by the  mini-computer,  The  number of channels of conditioning  equipment  and  the 

number of computer A/D channels  needed  was  greatly  reduced by the  use of two 

crossbar  scanners.  Both  scanners  had  gold  plated  contacts  and  manual  and  remote 

operation  modes.  Both  scanners  were  programmed  to  switch  three  channels at a 

time,  each  channel  being  connected  to  one A/D channel  on  the  computer.  On  the 

first  scanner  the  thermistors,  the 21  strip  voltages,  and  the  current for each  of  the 

three  phases  were  switched  in 21 steps.  Each of the  current  readings  was  repeated 

seven  times  while  the  seven  voltages  corresponding  to  that  current  were  being  read. 

The  second  scanner  covered all thermocouples,  three  at a time in 63 steps. For 

e x h   d a t a  set  the  first  scanner was  stepped  three  times  through  while  the  second 

was  stepped  once  through  the  thermocouples. 

The  signals  from  the  six  scanner  channels,  the  pressure  transducers,  the  wind 

speed  and  direction  indicator,  and  the  thermistors  were  conditioned by a 32 channel 

differential  amplifier  (Analog  Devices  hybrid  circuits).  Gains  ranged  from 1.2 to 500, 

depending  upon  the  input  voltage. All amplifiers  had 2 hz low pass  filters  except 

i c r  the  channel  with  the 60 h z  A/C a m p s  and vol ts  signals,  which  were  filtered at 

500 hz .  Additional  signal  conditioning in the  form of overvoltage  protection for the 

computer  was  provided 011 some  channels  where  there was a possibility of a short  

to the  test  surface. 

2.7 Data  Reduct ion 

This  section  discusses  the  data  reduction  process for several  important  param- 

eters, flow angle,  temperature,  velocity, arid heat  transfer  coefRcient. 

The  flow angles  were  deduced  from a direct  .measurement of the  probe  angle 

through use of a calibrated  potentiometer. A small  correction  was  made  based  on 

the  residual  pressure  difference  between  the yaw tubes ( i f  a n y )  and  the  probe  yaw 

angle  calibration.  This  correction  was  generally  very  small  since  the  probe  was 

continuously  driven so as to point  upstream  into  the flow. This  pointing, i f  perfect, 

would  have  resulted in a zxro  pressure  difference  between  the  two  yaw  tubes. 

Temperatures were tlotiucc:d f r o m  t.hc thermocouple S i g r l i l l S  using  the  t,herrno- 

couple  temperature-voltage  relationships in Kef. 31 for type-I<  chromel-alurnel  ther- 

mocouples.  Corrections  were  made  to  the  temperaturcs  measured  with  the  surface 
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thermocouples  and  the  fluid  temperature  thermocouple.  The  correction  made  to 

the  surface  temperature  thermocouple  accounted  for  the fact tha t  it was  not in  

direct  contact  with  the  surface. I t  was  found  experimentally  that  this  correction 

could  be  modeled  as  an 0.2 mrn air gap  with  conduction  and  radiation  heat  transfer 

across  the  gap.  The  correction  was  positive  and  equal to 1/2 to  1% of the  measured 

temperature. 

For the  boundary  fluid  temperatures,  an  effective  temperature  at a given 

velocity  measurement  location  was  determined from the actual boundary  layer 

temperature  data.   This was done  for  convenience in reducing  and  displaying  the 

boundary  layer  data.  Recall  from  Section 2.6.3, that  the  temperature  and  velocity 

measurement  locations  were  not  at  the  same  location  due  to  the 2*  to 3 O  forward 

tilt  of  the  probe  tip  combined  with  the  fact  that  the  thermocouple  bead  location 

was 2.4 mm in front of the  velocity  measurement  point.  This placed the  actual 

temperature  measurement  location 0.12 mm closer to the  wall than  the  velocity 

measurement  point. A linear  interpolation  between  two  successive  temperature 

measurements  surrounding  any  given  velocity  measurement  point  in a profile was 

used  to  determine  the  effective  temperature at the  given  velocity  measurement  point. 

This  effective  temperature  only  differed  significantly  from  the  actual  temperature 

measured 0.12 mm away from a given  velocity  measurement  point  for  locations  very 

near  the wall (w i th in  about 1 c m  of the wall). The  major  impact o f  the use of the 

effective  temperature  was  that  it  simplified  the  data  display  and  data  reduction. 

Errors introduced by the  linear  interpolation  were  insignificant  compared  to  the 

overall data  uncertainty  to  be  presented  later. 

A correction  accounting for both  radiation  and  conduction errors was  mzde  to 

the  boundary  layer fluid temperature  measurement  (determined  as  described i n  the 

previous  paragraph). A four-zone,  diffuse, gray body,  radiation rnodel was  used  to 

account for radiation  heat  transfer  to or from  the  fluid  temperature  thermocouple. 

The  zones  were  the  tunnel wall, the  test  surface  immediately below therrnocouple, 

the  remainder of test  surface,  and  the  thermocouple  itself.  The  net  radiant  heat 

flux  to or from  the  thermocouple,  determined  from  the four-zone model  using  the 

measured  temperatures of each zone as boundary  conditions,  was usetf t.o determine 

an  effective  radiation  heat  transfer  coefficient for the  thermocouple.  This was added 

to  the  convection  heat  transfer  coefficient for the  thermocouple  calculat.eti f r o n l  the 

fluid  velocity at the  measuring  point.  The  overall  convection-radiation  heat  transfer 

37 



coefflcient  was  used  as a boundary  condition in a fin-type  conduction  correction 

to  the  thermocouple  reading,  as  described in Ref. 32. The  base  temperatures  for 

the fin correction  were  the  temperatures  measured  by  the 36 gauge  type-K  thermo- 

couples  onto  which  the  0.052 m7n diameter  boundary  layer  thermocouple leads were 

spot  welded  (see  Section 2.6.3). The  base  temperatures  were 50 C below the  fluid 

temperature  at  the  peak  surface  temperature of 580 C, when  the probe was near  the 

test  surface.  The  overall  conduction-radiation  correction  was a maximum of about 

4-20 C near  the  wall  and  less  than -5 C in  the  free-stream  at  the 580 C test 

condition, the condition for which  the  corrections  were a maximurn. No corrections 

were  made  to  any  other  thermocouple  readings. 

Velocities  were  deduced  from  pressure  signals  using  Bernoulli’s  equation. No 

corrections for effects due  to  wall  proximity or velocity  gradients  across  the  face 

o f  the  probe  tip  were  made  to  the  velocity  measurement 1301. Those t\vo crror 

sources  were  relatively small i n  the tlhick  boundary  layers  considered. T h e  local fluid 

temperature  and  the  barometric  pressure  were used with  the  ideal  gas  assumption 

to  calculate  the  density of air in Uernoulli’s  equation.  Since  the convect,ion heat 

transfer  coefficient  needed in the  corrections  to  the  fluid  temperature  measurement 

depended  on  both  velocity  and  density,  and  since  the  density ( in  Bernoulli’s  equa- 

tion)  depended  on  fluid  temperature,  an  iteration  scheme  between  fluid  temperature 

and  velocity  was  used  to  ohtail1  both  quantities.  The  first  guess  at  fluid  temperature 

was the  uncorrected  fluid  thermocouple  measurement.  With  this  guess,  the  iteration 

scheme  converged in two o r  three  steps  to  the  correct  velocity  and  temperature. 

The  heat  transfer  coefficient  was  deduced  from  the  data by an  indirect  means. 

At  each of the 105  surface  temperature  measurement  locations in  Fig. 2-11 the  

followhg  relationship  was  used: 

The  electric  power  released  from  the  surface  was  determined  as  follows: 

(2-1) 

The  voltage E and  current 1 are RMS values measured for each  heating  stril).  and 

the  area A. is the  area  rne:isured  for  each  strip  between  voltage  leads,  when  the 

strips  were  cold.  The  term Ac is a correction  to  the  strip  area  which a c c o u r ~ t s  for 



the  therrnal  expansion of 3 strip  when  heated.  The  term R, is a local correction 

term  which  accounts for resistance  variations  due to temperature  variations  along 

a strip.  Appendix C discusses  the  surface  heat flux measurement i n  more  detail. 

The  radiation  energy  transfer  from  the surface to  the  tunnel  walls, qrod ,  was 

determined from a three  zone,  diffuse,  gray  body  radiation  heat  transfer 111txlel. 

The  zones in the  model  were  the  tunnel  walls,  the  local  spot  on  the  surface where h 

was  being  calculated,  and  the  remainder of the  test  surface. S h a p  factors  I)etween 

the  zones were trivial: 0 ,  1, or a simple  area  ratio in the  case of the  tunnel  wall to 

test  surface  shape  factor,  for  example.  The  temperature  boundary  corlditions f o r  

the  zones  were  respectively,  the  average  tunnel  wall  temperature  calculated from 

the 35 tunnel wall t,herrnocou~)les,  the local surface  temperature  nteasurernent on 

the  test  surface, and the  average  test  surface  ternpprature  rncasurernent  calculated 

from  the 105 surface  tenlperaturc  rneas~lrements.  The t,rlnnel wall tcrlli)or;tt.urc 

rarely  escceded 40 C: 3 1 ,  ; m y  spot so avc’rage tunnel wall temperature  was  always 

near  ambient  and  not a significant f i t c t . o r  i n  I l q n .  ( 2 - 1 ) .  ‘I’hc.  surf;wc vrrlissivitics 

used are given in  A p p ~ n r i i s  f 3 .  ‘I’hc t.c.rn1 yrnn ranged  from 49; a t  low temperatures 

to about. SO‘% of tht. cI1c’rg-y t r a n s f v r r r d  f r o m  thc surface  at 580 C‘. 

’ l ’ t l c  conduct.ion  t,-rnl, yc.o,Lr i .  accou11t.cd f o r  energy  transferrtci  through  tttc 

Fiberfrax  insulation  on  the t ) ack  of the  test  surface inLo thc  air pass:\.ge f o r  the 

leading edge suction system (behind  the  test  surface as seen i n  F’ig. 2-8). I t ,  was 

first  calculated  at  the 20 locations on the  test  surface w h i c h  had  thcrmocot~ples 

that  were ( 1 )  sandwiched  t)etween  the  two  layers o f  F iber f ras   1 )urahard  below a 

surface thermocouple  location  and ( 2 )    no re than 8 e m  away  from  an edge o f  the  test 

surface  (see  Fig. 2-1 1) .  ‘The calculation wa-5 haseti on a one-dirnensiortal  conduction 

model  between  the surface tcrnper;tt.urc*  mcasurc~ment  point and the  conduction 

thermocouple  location.  Variation of the  t.hermal  conductivity o f  the  insulation,  with 

temperature,  was accounted fo r  i r l  the  on+dimensional  model, as were  the  t.herma1 

conductivities of the  different layers of irlsulation. A numerical. t.tlree-ctirrlcnsional 

conduction  analysis of thc  insulation showed that t.hf1 onr.-liinlcnsiorlal  con(iuct.ior1 

model was  accurate  to  withirt 17;) for xrcas of the tcst srlrfacc X c m  awn! f r o r r l  its 

edges. 

The  conduction  energy  transfcr rates deterrninrd  at.  thc ‘LO “corlcluctiorl”  ttler- 

rnocouple  locations were dividcd by the  driving  potrrttial for  hcat transfer  througtt 

the  insulation:  the 1oc:d ciiffercncc twtwcen  ttw surfact* ;mtl the  air t.csrrlptbr;it,\lrc i n  



the  leading  edge  suction  passageway  behind  the  test  surface.  This  gave  the  heat 

transfer  resistance to conduction  through  the  insulation at each of the  20 locations, 

which  was  then  least  squares fit versus  the  temperature  difference  (local  surface to 

backside  air). I t  was  this  curve  fit  that  was  used  to  calculate  the  conduction  heat loss 

through  the  insulation  at  all the 105 surface  temperature  measurement  locations, 

based  on  the local surface  to  backside air temperature  difference  at  each  location. 

T h e  105  locations  included  the ?O locations  which  were  used to generate  the  least 

squares At. For the  thermocouple  locations  on  the  top  and  the  bottom  heatirig 

strips,  which  were  within 8 c'm of an edge of the  test  surface,  the  one-dimensional 

conduction loss through  the  insulation  was  increased by 5% based  on  the results of 

the  numerical  three-dimensional  conduction  analysis. 

The  wall temperature in the  denominator of Eqn. (2-1),  T,, is the local  wall 

temperature  reduced  as  discussed  earlier.  The  free-stream air temperature,  Tm, was 

generally  uniform  in  the  test  secttion  except  for  the  high  temperature  free  convection 

cases.  There  was  up  to a 10 c' difference  between the air at the  middle  and  the 

top  of  the  test  surface, for the  highcst  temperature  free  convection  case, 520 C. 

This  was  measured  with  the  stratification  probe. For these  cases a local free-stream 

temperature  was  used in determining h,  obtained  by  assuming a linear  variation of 

the  free-stream  temperature in the  vertical  direction over the top half of the  test  

surface. 

Transient  energy  storage  was  not  considered  directly in calculating  the  surfacn 

heat  transfer  coefficient,  since data were taken  only under  steady-state  conditions. 

The  steady-state  condition was detcrrnined,  however, by estimating a transient 

energy  storage  term.  Each  data set  recorded for a given test  condition  consisted 

of two  sets  taken  several  nrinutes  apart.  The  transient  energy  storage  term  for  the 

insulation was estimated by determining  the mas9 average  temperat.ure  change  of 

the  insulation,  which  contained  most of the  system  thermal  capacity, over the  time 

period  between  the  two  data sets .  D a t a  were  kept only when  this  term  was less 

than  about  1% of  the  electric  power  dissipated.  The  term is printed out with  each 

heat  transfer  data  set  in Appendix F. 
The  thermal  boundary layer thickness,  the  displacement  thickness in t,ht z- 

direction, and z-momentum  thickness i n  the  r-direction,  used in presenting  the 

boundary  layer  data in Chapters 3 and 4 ,  were  calculated  based  on  the  following 

definitions,  respectively: 
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6z, = 

The  integrals  were  evaluated  with an 

(2-3) 

(2 -4)  

adaptive  Sirnpsons-rule  integration  routine 

[33]. The  velocity  and  temperature  profiles  were  interpolated  as  needed b y  the 

integration  routine  with  quasi-Hermite  spline At (piece-wise  cubic  polq'nonlials  with 

continuous  first  derivatives) 134). This  same  method  was used to  evaluate  the rest  

of the  integral  boundary  layer  parameters  defined in Appendix F. Tlle  erlthalpy o f  

air was obtained  from a table  search o f  enthalpy  versus  tvrr1Iwrature. 

The  material  properties ~ s e t l  i n  the. da t a  reduction arc given i r t  ~ ~ ~ ) p w d i s  A .  

2.8 Experimental  LJncertainty 

An n' th  order  uncert,ainty  analysis of the  four  main  rluar~tities ded:Iced  from 

the  data  was performed.  These i r  c lu r l c  t h e  local  surface  heat  transfer  coeficient 

and  the  bour?dnry  layer  velocities,  temperatures,  and flow angles. ,411 uncertainty 

analysis  was also used  initially as  part of the  experimental  planning  process. In the 

planning  stage  it  served as  the  principal  criterion for choosing  among  alternative 

measurement  techniques  and for setting  the  standards for acceptable  accuracy c'n 

the  individual  measurements. The uncertainty  analysis followed the single  sample 

uncertainty  analysis  method  recorrlrnendcd by I i l ine  and  hlc~l intock 1351. This  

method  can be summarized  as follows: 

If the  data  reduction  equation is given by 

where F is the  reduced  quantity  and  the 2;'s are  n-measured  quantities 
needed  to  czlculate F ,  the  single  sample  uncertainty in F is 

( 2 - 7 )  
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T h e  bx; are  the  uncertainty  intervals in each of the  measured  quantities 
and d F / a z i  are  the  sensitivities of F to  each  of  the  measured  quantities. 

The  method is based  on  two  important  assumptions.  The first is tha t   the  

measured  quantities  are  independent  and  uncorrelated.  The  second  is  that  the 

uncertainty in each  measured  quantity is a stochastic  uncertainty  with  the  same 

confidence or odds on happening.  The  second  assumption  implies  that a zeroed 

centered  experiment  has been designed  having  no  biased  (non-random)  errors. 

Based  on  this  method of analysis,  the n’th order  uncertainty  in  the  four  main 

reduced  quantities  (expressed in some  cases  as a percent of the  absolute  value) are  

given in Table 2-1. T h e  upper range of uncertainty  on  tile  surface  heat  transfer 

coefRcier~t  applies for high  temperature, low velocity runs.  The  upper  limit  on 

uncertainty for boundary layer velocity, flow angle,  and  temperature  are  average 

uncertainties  that  apply  near  the  wall.  The  uncertainty in parenthesis for velocity 

and  temperature is the  worst  case  uncertainty  for  those  parameters.  The w o r s t  case 

uncertainties  occurred  when  the probe was near  tile  wall  during a high  t.erb2perature 

low  velocity test (T,=420 C and (1,=1.5 m/s) .  The  uncertainty values were 

higher  than  the  rest  because of the very  low velocities near the wall for that   test .  

Two or three  data  points away from  the wall for 1 hose profiles, the  uncertainty w a s  

again in the  ranges given i n  Tablc 2-1. 

The  single  sample  uncertainties in t,he  measured  quantities  used in the  uncer- 

tainty  analysis  above,  as well as  uncertainties in ot,her  important  reduced  paralneters, 

are  given in Table 2-2. 



Table 2-1 
Results of the  Uncertainty  Analysis  for  the Four Main  Reduced  Paramettm 

Parameters  
Local  convective  heat  transfer  coefficient 
Boundary  Layer Velocity 
Boundary  Layer  Flow  Angle 
Boundary  Layer  Air  Temperature 

Uncertainty 
6% to  10% 
3% t o  6% (20%) 
2 O  t o  4O 
2c to ‘4% (7%) 

Table 2-2 
Input  IJncertainties to the  Uncertainty  Analysis for the Fotrr Parameters 

in Table 2-1, Plus the  Uncertainties for Other  Parameters 

Parameter  
x- or y-distances  on  the  test  surface 
z-distance  from wall 
Stainless  steel  thickr~ess 
(Jniformity of stainless stcel energy  release 
Insulation  thickness 
Insulation  thermal  conductivity 
Voltage  drop  across a strip 
Current in each  phase 
Resistivity of stainless  steel - 304 
Thermal  expansion coefficient for stainless  steel - 304 
Surface  temperature 
Free-stream  temperature 
Average  tunnel wall temperature 
Thermocouples before correction 
Barometric pressurc 
Dynamic  pressure  differences 
Emissivity of stainless  steel - 304 
Emissivity of tunnel  wall 
Minicomputer A/D (resolution) 

LJncertainty 
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Chapter 3 .  

QUAI , IE ' ICA ' l ION TES'I'S AND RESIJL'I'S 

Qualification  tests  were  performed  tc verify the  design of the  apparatus and 

the  perforrnarlce of the  instrr~rrrentation and the data  reduction process. The  first 

section  deals  with  the  wind  tunnel flow qualification tes ts .  'I'his includes a discussion 

o f  the  leading  edge  suction,  the  test  section TIOW quality,  and  the effects of thc 

traverse  on  the  flow, w h i c h  wcrc  small. The  neut  section  discusses  baselinc  surface 

heat  trarlsfcr  t,ests  conducted  to  verify  the heirt transfer  asl\ects of ttle ay)pra t r l s .  

'I'he  final  section diucusscs the tmel ine boundary layer profiles taken L O  vc;ify the 

boundary  layer  aspects o f  t . h t  :qyar;-ltus. 



of  the flow with  respect  to a horimrltal  plane.  Each  pressure  differer~ce  at a given 

location was sampled  several  hundred  times by the  mini-con~puter  over a 1 to  2 

minute  period. 

The  results !,f the  inlet  velocity  uniformity  and flow angle  tests  are  shown i n  

Fig. 3-1. Figure 3-1 is a plot of the velocity  defect  and fiow angle  (with  respect 

to a horizontal plane) versus  distance  across the test  section for the five vertical 

positions  where  measuren~ents  were made at the  test  section  inlet.  The  velocity 

is plotted  as  the  deviation from the  mean  inlet  velocity  divided by  the  mean  inlet, 

velocity.  Figure 3-1 shows: 

There is no  significant  t,rcnd in the  velocity  data.  The  spatial r 1 ~ 1 -  

uniformity of the  velocity  at  the  inlet of the test  section  was less than 
1 %. 

The  average flow angle ( f r o m  horizontal)  was  approximately I O upward 
near  the  test  surface wall, 1 O cinwn near  the wall o p p o s ~ t e  the. test  surface 
wall,  and zero  or1 the  test  section  centerline. 

The  dashed  line  on  the flow angle plot is the  average  variation o f  the f l o w  

angle  across  the  width of the test section.  The  scatter i n  t tlc  data is t 1 1 ~  result of 

a l o  uncertainty i n  the flow angle measurement  with  the “cotIra” protx.   ‘rhc flow 

angle  rneasurerrlents ir1dicat.e th;tt, there is a sccondar) f l o w .  a large vortcs, i l l  tht .  

tunnel.  The  presence of the  vortex  was  also  indicated by a slight, tleforrrlatiorl o f  

the  smoke  sheet, a flow visualization  technique  discussed later,  as the  smoke  sheet 

moved  through  the  tunnel.  The  source of this  vortex  was exterr1:tl to  the  tunnel. 

Wind  coming over the buildir~g alongsidrt the  tunnel  from t , t l r l  prwniling tiirc>ctiorl 

generatmi a vortex i n  the  separated flow region 011 the  Ieesidc o f  thc! building. 

The  tunnel,  although  protected  from  the  direct  effects o f  the  wind. is Ivcatrd i n  

that  separated  region  longitudinal  to  the  axis of the vor t .es .  Flow visualization 

accomplished by releasing  smoke  from  the roof of the  building  nest to the   t un r l~ l  

showed  the  vortex is sucked  into  the  tunnel. 

The effect of this  vortex on the  test  section flow quxlity, ;is well 3 s  otIlt3r 

detrimental  effects of the  at,mospheric  wind,  such ns efrects of gusting. were r r l i r l i -  

rnized by conducting  test,s  betwetn  rnidrlight and 1O:OO :t.m. 1,ocal wind conclitiorls 

during  this  time  were ve ry  calm  with  wind speeds much less than  thc 1.3 , ) t / , y  

reported for tht. qu;dificntior~  tcsts  abovc. F r o  .stremi f low angles s11ollld t }1c\r(>forc.  

be smaller tharl 1.0 degree. l’c>sts wvre ncvvr  attcrnptcci 0 1 1  gusting o r  storrrly  rlig]ll,s. 





The  vertical  uniformity of the  suction  was  achieved and verified by several  measure- 

ments: 

A column of flow visualization  tufts  was  strung  vertically  just  beyond  the 
outer  edge of the  inlet  to  the  upstream  suction  slot.  The  suction  slot size 
was  adjusted  locally  until all the  tufts  had  the  same  angle  with  respect 
to  each  other  and  the  test  section  vertical  wa\ls. 

Smoke  visualization verified tha t  a vertical  scagnation  line  was  created 
by the  leading  edge  suction  (see  Fig. 2-8) on  the  test  surface,  and  that 
it  was  located a vertically  uniform  distance of 0.6 c m  downstr tam of the 
leading  edge  suction  plate  (the  fiberglass  plate in Fig.  2-8). 

The  measured  convective  heat  transfer  coefflcients  and  boundary  layer 
profiles  were  very  uniform in the vertica.1 direction  near  the  leading  edge. 
(see  Sections 3.2 and 3.3,  respectively). 

The  suction  rate  applied  at  t,he  leading  edge  was  about 4% of the  tunnel 

mass flow rate. As long as the  suction  rate was  within  about &20% of this  value, 

the  surface  heat  transfer  and  boundary flow were  not  significantly  affected by the 

suction  rate.  The  suction  rate  requirements were based on the  followir~g: 

Boundary layer measurements  upstream of the  leading  edge  suction  slot 
[27) showed tha t  a suction  rate  equivalent,  to at least 3% of the  tunnel 
mass flow rate was required  to  remove  the  boundary layt>r developing  on 
the  tunnel wall upstream of the  test  surface. 

The  test  surface was set  into  the  tunnel by 3 cm which  required at least 
3% of  the  tunnel  mass flow be  removed to  prevent  pressure  gradients  on 
the  test  surface as result o f  the  blockage of t.he  test  sect'ion by the  tes t  
surface. 

Smoke  visualizatton  showed a stable  stagnation line  was  created  as  the 
starting  condition  on  the  test.  surface  when  the  suction rate was ap- 
proximately 4% of the  tunnel  mass flow ra.te  at.  the  leading  edge. 

Some effects of incorrect  suction  were  noted,  which  provided  evidence of poor 

adjustment of the  suction: 

When  suction  rates significantly less than 4% were  applied,  an  inter- 
mittent  separated flow region  or  unstable  stagnation  line  would  develop 
downstream of the  suction pla.ce on  the  test  surface.  This  would  act  as a 
boundary  layer  trip  for  the  rest, of the test'  surface,  and  early  transition 
would  result. 

When  more  suction  thart 4% of the  tunnel flow rat? was applied  the 
test  section  free-stream  velocity  was  lowered  proportionally.  This  did not 
affect  the  svrface  heat  transfer i f  the proper  free-stream ve!ocity was  used 
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to correlate  the  data.  The  tunnel-Q  probe did not measure  the  correct 
test  section  velocity in this  case,  however,  since it was  located  ahead of 
the  suction  slot. 

With  significantly  more  suction  than 4% of the  test  section flow rate,  
not  only  was  the  test  section  velocity  lowered,  but  signitilant  pressure 
gradients  and  streamline  curvature  occurred  near  the  leading  edge of the 
test  surface. 

With  the  leading  edge  suction  a.djust.ed,  the  axial  and  vertical  variations of the 

free-stream  velocity  over  the  test  surface  were  measured  with  two probes: (1) the 

boundary  layer  probe  discussed in Section 2.6.3,  a.nd (2)  a 0.95 cm diameter  pitot- 

static  probe.  The  boundary layer prohe \yas in its  probe  mount on t,he  tra.verse 

wit,h  the  tip 15 cnr away from ( h e  test  surface.  Thp  Pitot-static  probe w3s the 

same  distance  from  the  surface.  but 1 rn in front of and 15 c7n above  the  boundary 

layer probe position  on a temporary  sting  attached  to  the  traverse.  This  placed 

the  Pitot-static  probe  outside  the  zone of influence of the  traverse  shield  (discussed 

later),  The  probes  were  traversed  axially  down  the  tunnel  at four  different  vertical 

locations  with  the  traverse. ‘ I ’ h t b  rncasurcments  st,arted at the  stagnation  line  just 

behind  the  leading  edge s u c t i o n .  t h t  origin  for  the  test  surface. 

The  axial  and  vertical  velocity  variations over the tPst. surface  are  shown  in 

Fig,  3-3, s t  four  vertical  locations.  The  measured  velocities  are  normalized by the 

tunnel-Q JIrobe messuremcnt. T h e  figure  shows that :  

There is a slight  favorable  pressure  gradient, in  t h c  test  section.  The 
total  increase in  free-st.ream  velocity ol’er the  length of t.he  test  surface 
is about  7%, with  most of that   occurring close to  the  vertical  leading 
edge.  The  free-stream axial 1.elocit.y variation  is  equivalent to L T J x )  = 
0 . 9 9 I i ~ ~ ” ~ ~ ” ~ .  The  average  value for K ranges  from 0.01 X IO-‘ t.o 
0.06 X IO-‘ for the  velocity  range  considered.  The  maximum K near 
the  vertical  leading  edgc  ranges  from 0.08 X lo-‘ to 0.3 X for the 
velocity  range  considered. 

The  vertical  free-strcam  velocity  variations  are less than 1%. This was 
verified by  more  detailed  measurements in the  verticai  uirection  at two 
axial  locations. 

The  magni tude of the  test  section  velocity  has a negligible  effect  on  the 
normalized  velocity  variation, as shown 1.q  the  points  for U Q  equal t.o 2.6 
and 5 . 2  m/s .  

The  axial velocity  variation  near = 0 was  due  to  local  effects  of  the  lead- 

ing  edge  suct.ion.  The flow is laminar  thcre for all cases, as will be shown  in 
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Chapter  4. Based  on  the  Falkner-Skan  wedge flow solutions for laminar flow, the  

pressure  gradients  at  the  leading  edge will cause less than  a 2% increase  in  the 

convective  heat  transfer  at  the  leading  edge  and  only a slight  increase  in  velocity 

near  the  wall  compared  to  the  zero  pressure  gradient  case.  Downstream,  the  axial 

velocity  variation  was  due  to  boundary layer growth  on  the  test  section  walls.  The 

variations  downstream  were  minimal  because  the  test  section  walls  diverged.  In  the 

downstream  region  the  boundary  layer was generally  turbulent. For the  values  of 

K that  occur,  Refs. 36-38 show t,hat  the effects of the  free-stream  velocity  varia- 

tions  on  the  convection  heat  transfer  and  boundary  layer flow were  negligible in the 

turbulent flow regions  downstream. 

The  measuren1ent.s  in  Fig. 3-3 demonstrate  two  other  points: 

The  tunnel-Q probe measllres  t.he  mean  free-stream  velocity  over  the  test. 
surface.  since  t'he  curves are  centered  on a value of one. 

The  leading  edge  suction \vas uniform,  since all t,he  velocity  measurement's 
near x of zero agree w i t h i n  1%. 

The  effects of blockage due  to  the  traverse  gear  on  the flowfield in  the  tunnel 

were  caused  mainly by the airfoil shaped!  water-cooled  shield  covering  the  vertical 

shahs  (see  Section 2 . 4 )  and  the  traverse  support  strut,s  extending  from  the wall 

to  the  horizontal  shafts  on  the h t t . o m  leading  edge  and  the  top  edge of the  test  

surface  (see  Fig. 2-3 ) .  The  effects o f  the  strut,s  along  thc t,op of Ihe test  surface 

were  insignificant. This  is shown in Appendis  D. The  effects of the  struts along the 

hottam  edge  were  not  clear  from  the  results of this  experiment.  Convective  heat. 

transfer is significantly  higher  on  the  bottom  heating  strip  than  the  strips  above, 

for forced  convection  dominated flow.9, and  significantly  higher  on  t,he  bottom two 

strips for  mixed  convection flows. This  may  be  the  nature of the lower leading  edge 

starting  condition, or it  may  be an effect of the  strut^! or i t  may  be a combinat,ion 

of both.   This is discussed  more in  Appendix D. 

Boundary layer profiles were taken  along  the lower leading  edge to supply 

starting  conditions for the  numerical  modeling  being  conducted at Stanford  Lni- 

versity  on  this  problem. 

Several  points  should t w  noted ahout  the flow and  heat  transfer  along  the 

bottom  leading  edge. Firs t , ,  the  erects of the  struts on interpretation of t.he d a t a ,  

if  any,  are  limited  to  the  data  downstream of the Arst s t ru t  on the lower 2 or 3 

heating  strips of the  test  surface.  Second,  the effects of the  struts  become less 



significant  on  the lower heating  strips  as  free  convection  begins  to  dominate  the 

flow. Third,  the  boundary  layer flow was  always  turbulent  along !he lower leading 

edge,  except in pure  free  convection flows. Finally,  the  boundary  layer  became 

significantly  thinner  along  bott,om  edge  as  the  vertical  buoyant  force  became  iarger, 

which  may  help  explain  the  higher  heat  transfer at the  bottom edge. 

The  effects of the airfoil  shaped  shield  covering  the  traverse gear on  the  test 

section flow were  determined  from  measurements  with  pressure  probes  and  measure- 

ments of the  surface  heat  transfer. The surface  heat  transfer  tests  are prese:ltcd with 

the  heat  transfer  baseline  tests in Section' 3.2.  The  pressure probe rneasurerner~ts 

show  two  effects of the  traverse  shield,  one  on  the  free-stream  velocity  upstream of 

the  shield  and  one  on  the  free-stream flow angle. Both effctcts are  small. T h e  effect 

of the  shield  on  the  free-stream  velocity  upstre-..;l of the  shield  was  dt:terrnint.d 

from  two  static  pressure differer~ces. One  pressure  difference was tet\veen ;i tistd 

static  tap  on  the  test  surface  and one of the  statsic  tubes on the  boundary Iaycsr 

probe (see Section 2.6.31, which  was  posit>ioned 15 crn away  from the  k s t  srlrfrtctl. 

The  second  pressure ditfert.nce  was  between a reference  static  tut)c  at a fixetj l o c a -  

tion  upstrearn (a.w;ty f r o m  t,he  shields  influence)  and  the  second  static  tuhe  on t h e  

boundary layer  probe. ' I ' h t ~  f i r s t  pressure difference  gave  the effect of the  shield  on 

the  static pressure  a t  tt1c Iocatiou of the wall static  tap as the  shield  and tr:ivclrsc. 

moved  forward i n  the  tunnel.  The  second  pressure  difference  gave t h o  axial static 

pressure variation i r l  th(3 tur1nc.l with  the effect of the shield 011 the. rueast1rement, 

t.he same at,  every asial Iocat.iorl. This  pressure  difference was c y ~ ~ i v a l e r ~ t  t o  t 1 1 ~  

undisturbed axial st.atic: pressure  variation i n  the  tunnel. 

,\ssurning  the  total  prcssurc  was  constant in the free-st rcitn1, t.hr. tjifferckr1c.c: i n  

the  two  static pressurc variations  can  be used to  describe thc. "footprint" o f  tht* 

traverse:  it,'s  effect 011 t,h(\ ;tpj);trent  velocity field upstream o f  the  shield.  This is 

shown in Fig. 3-4. The  or(finatc in the  figure is the  differer~cc  twtween  t.hc  actrlal 

free-strearn  velocity  ahead o f  the  shield  and  t,he  velocity tha t  would h:tvc t w > n  
present, at  that  location w i t h  no shield.  The  abscissa is the  tlistar~ce ;thentl o f  t t l t .  

boundary layer  probe  velocity  rnexsuring  point. The  f igure  shows: 



The  effect of the shield  on  the  upstream  velocity  variation is approximately 
independent of tunnel velocity f o r  the  range of velocities  considered, 2.6 to  
5.3 m / s .  

The  effect on free-stream  velocity s tar ts  1 r n  upstrearn 3s a sliaht tfecelcra- 
tion ( ~ < > - ~ . l t  X 1 0 ~ ~ )  followed a t  0 . 2 5  m upstrearn ‘t)y an acceleration 
(K<0.5X lo-‘)). The  maximum effect upstrearn is about a 3% decrease 
in free-stream  velocity 0.25 7n ilpstrearll of the  measuring  point. 

The acceleration  ext,crlds  downstream of the  velocity  measuring  point. 
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flow angle.  The effect of the  free-stream fiow angle is discussed  more in Scction 

4.2.3, where  it is shown tha t  small variations in frec-stream flow ar~pk rTwt  mairlly 

the very ouker  region of the boundary  layer. 

The  negative flow angles  were  caused by the  occurrence o f  a thickcr  boundary 

layer  near  the t.op of the test  surface  than  near  the lower f ree  con-;c:ction leading 

edge  when  buoyancy  dominated  the flow. The  increased  dispIa,c,~rnitr~t  thickness at 

the  top  made  the flow path between  the  traverse  shield ;tnd test. :,urf,:;ce appear 

smaller a t   the   top and forced a downward flow angle  betwwn 1 1 1 ,  shield  and : r : o t  

surlace. 

Two  other effects o f  [.he stlield were checked anti f , u r l d  to k w  negligible.  First., 

[.he traverse  shield effect, 0 1 1  the tunnel-Q ])robe  was  negligible f e r  tile closest  axial 

distance  between  the t,wo. Second, the measured  statlc  pressure  gradient  normal 

to  the  test  surface c;zuscd t y  tht. shield  was G . 0 0 1  I - ’a/cm at tl!c Iw;tk velocity o f  

6.0 m / s .  ‘l’his was nleasrlrcd by rnc;zsurirlg the  pressure :!irTererlcc twtwcon :t w;dl 

static  tap and the st.atic i)ressure  tubes 011 the  boundary la~rrr  p r o t w  ;IS t,hf> \)our~ciary 

layer probe was  trnvcrseci r r o r r r 1 ; i l  t , o  t t w  wall near  the w : ~ J l  static I a ] ) .  Th is  grariicr~t 

was  extrerncly small ;tnd stlor~ld have hacl little  effect  on volt)city rneasr~rerr~erlts, 

since  thc  static pressrlrc. was I I I C ; ~ S I I ~ ~ ~  locally by the  boundary ;a.ycr probe. 



laminar, will be shown  to bt. the  result of small axial variations in  the  free-stream 

velocity and wall heat f l u s  noted  near  the  vertical  leading  edge,  not  heat  transfer 

data  reduction or measurement errors. 

The  last  subsection  presents  some  checks  that  were  made on the  heat  transfer 

coefficients  determined  with  Eqn. (2-1).  The  heat  transfer coefficients determined 

with  Eqn. (2-1) are  compared  with  heat  transfer  coefficients  (jetermined by two 

other  methods  from  the  data. 

3.2.1 Forced  Convection  Baselines 

Figure 3-5 shows  the  forced-corlvection  baseline da t a  in St versus K e A t s  coor-. 

dinates. Ii'igure 3-6 shows  tlle  same da ta  in N u ,  versus R e ,  coordinates.  The  solid 

lines in each figure represent  the  accepted  correlations for constant  heat f lux ,  x e r v  

presszre  gradient  laminar  and  turbulent flows. In  enthalpy t,hickrless  coordirlatcs 

thew  correlations are 12.21: 

(13- 1 ) 

( 3 - 2 )  

The  ten d?..ta points showrl f o r  cach tes t  in Figs. 3-5 arld 3-5 arc colr1rnr1- 

wise averages of the heat transfer  (lata  measured in each o f  thc. ten  colurnns o f  

thermocouples i n  Fig. 2-11. 'l'he da ta  were taken  with  test.  surface  temperatures 

between 45 and 57 C and  free-stream  temperatures  between 17 and 120 C. Variable 

properties  efrects were accourltcd for by shifting  the  lines  rcpresenting  the  const:tnt 

properties  corrclatiorls ( above )  wcording  to the temperature r:lt,io o f  the  test  using: 

The terrn h,, is the  value o f  the h(1at trznsfer  coefficient  which  would be expoc(.(:d 

for the  same  Reynolds  number,  with  the wall a t  nearly  t.he  same  temperature as 

the  free-stream.  The  valucs o l '  n. used  were 0.0 for laminar flow and -0.40 f o r  

turbulent flow, s;nce  the wall is h o t , t , c r  t ha l   t he  free-streanl [ 2 4 ] .  

The  term R ~ A , ~  was  calculated  from  the  convective heat, flux information,  tlot 

measured.  The  two-dimensional  energy  integral  equation  was used: 





leading  edge,  the  larninar fluw region. The  U ,  variation  was  discussed  previo~lsly 

in Section 3.1. For the  7; variation,  the  exponent on z would be 0.5  instead 0.45 

for a uniform  convective  heat flux surfacc. 

The  solution  to  the  wedge  flow  heat  transfer  problem  with  the  above Tw and 

U ,  z-dependencies is given by the  dashed  line  in  Fig. 3-5. The  solution  and 

actual  data  agree  very well as  shown in Fig. 3-5. The  solution i n  Nu.  versus H e ,  

coordinates is almost  indistinguishable  from  Eqn. (3-4) and  therefor?  not  shown i n  

Fig. 3-6. I t  would  be  located  only  about 0.5% higher  than  Eqn. (3-4) in Fig. 3-6, 

thus  explaining  the  trends shown by Figs 3-5 and 3-6 in the  laminar f l o w  region. 

This also shows  that the  convective  heat  transfer  measurement  technique works 

very  well. 

Figure s3-7 shows  that thc. pressure  gradients  induced t)y the  traverse  shield, 

discussed i n  Section 3.  1, did rtot affect the  convection  heat  transfer  upstrc;tm 

of the  traverse.  The  figure  shows S t  versus Rea,, for a low-temperature p u r e  

forced  convection  case,  the  same as in  Fig. 3-5, with  thc  traverse in  three axial 

locations.  The  first  location ( m = 7 6 2 )  is the  most  downstrearrl  location,  at  the 

very  downstre:trl~ cdgc of the  test  surface.  Here,  the  traverse shicltf has 1 1 0  clfl'c:ct 

or1 the  surface  hext  transfer.  The  tiah are the  same  as t h o  h;tsc.line data prcscntcd 

i n  Fig. 3-5 with  the  same good agreemerit  to  accepted  correlations. I n  the  second 

location ( /U=763) ,  the  traverse is moved so tha t   the  probe til) aligr~s w i t h  thv 

seventh  colurnrl o f  surface  therlrlocouples  (see I;ig. 2-1 1 ). .Itg;tin, no effect8 is seen 

on the  heat transfer data  upstrem1 o f  the  traverse  location.  1lownstrc:trn t h ( w  arc  

significant  effects. At. location  three (111=761), the  traverse is rnovcd so tha t   thc  

boundary layer p r o b e  t ip is at the second column of therrnocor~plcs w h i c h  is a t  t hr1 

end of t,he iarnirlar flow region for this  test. No effects  are swrl ups t ream.   Apin .  

downstrearn  the  heat  transfer is significantly  altered. 

T h e  effect of the  shield on heat  transfer  was all downstream o f  the  shield. ,411 

boundary  layer  traverses  were  started  at  the  downstream  end  of  the (,(.sf surf:lct. 

and  progressed i n  a vertical  direction  first at  each  axial 1oc;ttiorl hcforc moving 

upstream  to  take profiles. This meant it, was not necessary to W a l t .  f o r  s t o x i y  st,;tt,c 

heat  transfer ; t f t c r  every  profile, sirlce the  heat  transfrr  upstream o n  tc.st surf;i(:rI 

was  not.  affected by the  shield. 



The  free  convection b:tseline heat  transfer  results  are  shown i n  Fig. 3-8. T w o  

free  convection  baseline  heat  transfer  tests  were  taken  with T,,, equal to 60 and 

i28  C a;ld Tw equal to 15 and 18 C ,  respectively.  They  are  plotted i n  P ~ u ,  versus 

Gry coordinates in Fig.  ,%8 with fluid properties  evaluated at Tw. ‘I’ll( 2 1  ~)oirl ts  

shown for each  test  are each the  average of the five d a t a  points along  one  horizontal 

heating  strip (see Fig. 2-1 1). l ’he  RMS variation of the 5 data  points  along a heating 

was 3% or less. 

The  solid  line i n  the  I ~ ~ ~ , i i l ~ r  flow region  in Fig. 3-8 (GrY < 1 0  9 ) represents 

a11 accepted  free  convection  correlation  for  laminar flow on a ve r t i ca l ,  uniforrn  heat 

Aux surface in a i r  (241: 
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literature for both  turbulent  and  laminar flow. The  small  deviatiorls that, a r e  r l o t o c l  

near the  leading  edge,  where  the flow is laminar, will he  shown  to l w  the  result o f  

the  small  axial  variations  in  the  free-stresm  velocity  and wall heat, flux noted rlear 

the  vertical  leading  edge,  not  the  boundary  layer  probe or data  reduction errors .  

3.3.1 Laminar  Forced  Convection  Baselines 

Figure 3-9 shows  forced  convection  laminar  velocity  profiles for  a cold wall 

case (Tu,= T,=15 C)  and a low TW case taken  near  the  leading (dge o f  tllc t e s t  

surface.  T h e  profiles  are  compared to the  Rlasius  solution for  Iamirlar, zero prc.ssure 

gradient flow represented by the  solid  line. Also, shown  as a dashed lirle is the 

wedge  solution for the  small  free-stream  axial  velocity  gradient  rncasured  near t h e  

vertical  leading edge (see Sections :{.I and 3.2.1). The t1at.a anti rtrlalytic solutior~s 

are  shown as u/LTtx) versus z/h,,.  Figure 3-9 shows the cnrr1l)arisorl to t . h t  t3l:tsius 

solution is good. T h e  only  sigr~ificant  ditftrrence i s  near  the wall wllerc. the. ~)rotiles: i r r  

general,  are  displaced a few percent  above the  Blasius  velocity  protilc. ‘J’tle u I ) w a r ( j  

clisplacernynt of the data near t,he  wall  is  accour,ted for t)y the small free-strtanl 

velocity  gradient  measured  near  the  vertical  leading of the  test  surface. as S ~ O W ~ I  

by the r1;~shetl  line  in P‘ig. 3-9. T h e  s c n t k r  in t he   da t a  w a r  thc w a l l  is c x p l ; ~ i r ~ c ~ l  

by the  & 0 . 0 1 2  cnz unc*,rt,aint,y in the : coordinate. A n  uncertainty hand l)asc.ci 

011 this  uncertainty  alor~c,  which is the m a j o r  contributor  to 1,hr urlcert;iir~ty :If thrl 

quarltititts  plottcd i r l  b‘ig. 3-9, is shown f o r  the data p o i n t ,  clost’st t o  thc  wal l .  ‘I’he 

L;ncertainty  t)anti  appears ve ry  large t l t ~ c .  to  the  logarithrnic coorclin:\t,c.s. ,411 d n t a  

l i e  within  this  uncertainty  band  near  the wall. 

Figure 3-10 shows forced  convection  t,ernperaturtt  profiles f o r  :I low 7’, , , ,  cas( ’  

compared  to a temperature profile  from  the  solution to a Iarnir~:~r ,  urlifornl tlcitt, 

f lux ,  zero pressure  gradient flow, the  solid  line. Also shown i s  thv  t t~nlperaturc~ 

profile f o r  the wedge flow solutiorl for thch rrleasrlrd frw-st,rc:;trrl x’clocity arid wall 

temperature  variations  near  the  verticsl  leading edge, the  dashed  line,  which is 

discussed  in  Section 3 .2 .1 .  Figure 3-10 shows  that,  the  agrecrnent, bct.wec*r~ til(: 

measured  profiles  and  thc  laminar  uniforrn  heat flux, zero  p r c w u r r b  gradicnt f l o w  is 

good. Tile measr~red profiles a r t  only a few percent, twlow t.hc tivsircvi i)rotilcs. ‘I’llis 

difference is accourlted  for by the srnall variations i n  f rw-strearn ;tsi;tl v c ~ l o c i t y  ; L I I ( ~  

surface  heat  flux (Le., temperature)  noted  near  the  vertical  leading edgc, as shown 

by the  dashed  line  in Fig. 3-10. 
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Chapter  4. 

RESULTS AND DISCUSSION 

. 

This  chapt.er is divided  into  two main sections:  the  heat  transfer  results  and 

discussion,  and  the  boundary  layer flow results  and  discussion. A third  section 

presents a brief  discussion of some  observations  made  on  transition  from  laminar 

to  turbulent flow based on both  the  heat  transfer  and boundary layer flow results. 

4 . 1  [Ieat  Transfer 

The  heat  transfer  section is subdivided  into five sections.  7'hc  first  section 

discusses  variable  properties  effects  on  pure  free  and  pure  forced  convection  with 

the  emphasis on turbulent,  free  convection.  The  second  section  presents  the  average 

convective  heat  transfer  from  the  test  surface  for  forced,  mixed,  and  free  convection 

nlodcs of heat,  transfer.  This  section  shows  what  t,est  conditions  generate  forced, 

mixed, or free  convection  on the  average.  Section  three  dcscribcs  the  variatioll 

of the local heat  transfer coefficient  over the  test  surface, as a function of test 

conditions.  The  fourth  section  presents  methods for estimating  the  average  and 

the local  mixed  convection  heat  transfer  coefficients,  based OH the  results of this 

experiment.  These arc then  compared  with  recommendations  in  the  literature. 

The  final section  presents  some  concluding  remarks  and  overall  observations  about 

rnixcd  convection heat transfer  with  orthogonal  driving  forces. All properties,  unless 

otherwise  specified,  are  evaluatcd a t   t h e  T,, approximately 20 C in all cases  (the 

exact T,  can be found i l l  Appendix E for e x h  test).  The  legend  contained i n  most 

figures  has  the  following  information  for  each  test,  condition  plotted in a figure: 

the I D  number,  the  average Tu,, the V,, and  the value  of Grj-yjReZ.  The  ratio 

Grj-y/Ret is used as a convenient  descriptor  of  the  ratio  of  the  buoyant  to  the 

inertia  force for a given  test. It is not  proposed  as a general  correlating  parameter 

for mixed  convcction  hcat  transfer  except in  special  cases,  as will be shown. 

1.1.1 Variable  Propertics  Zffects 

This  section  presents  and  discusses  the  effects of significant  property ( p ,  IC, cI,, 

and 1 1 )  variations  on  free  convection  heat  transfer  from a vertical,  flat  surface  and 

forced  convection  heat  transfer  from a flat,  zero  pressure  gradient  surface bascd 



results of these  experiments. The  primary  emphasis  is  on  variable  properties  effects 

on  turbulent  free  convection  heat  transfer  from a vertical  surface.  The ccm:.nents 

apply to xir or gases  with  similar  property  variations. 

Figure 4-1 shows  the  free  convection  heat  transfer  results  in  terms of N u y  and 

Cry from  the  vertical  test  surface.  The  range of wall temperatures  studied  was 

60 C to  520 C. The  ambient  temperature was  approximately 20 C for each  data  

set.  These  conditions  resulted in ratios of T,/T, from 1.1 to  2.7. All properties, 

includillg p ,  for the results in  Fig. 4-1 are  evaluated at  the Too of each  test.  The 

21  data  points  shown i n  Fig. 4-1 for each  surface  temperature,  are  each  the  average 

of  the  five  data  points  along  one of the 21 horizontal  heating  strips,  the  same it9 

i n  the k)aselinr, cases i l l  b'ig. 3-8. The RMS variation  along a strip  was  generally 

less t.hnn * 4 % .  For ; d l  tests  except  test ID  585, the  test  surface  was  within 

1 %  of  steady  state. Test 585, which had to be stopped  before  steady  state  was 

reached,  has a transient  energy  storage  correction  equal to -5% of electric  power 

dissipated.  This  correction  accounted  for  energy  being  stored  in  the  insulation. 

'The correction  was  based 0 1 1  measurements of the  insalation  temperature  taken 

over a 10-minute  intxrvai  and  was  made  along  with  the  radiation  and  conduction 

corrections in Eqn. (2- 1 ). 

The  tests were conducted  with a hatch in the roof of the  tunnel  open  arid  the 

top cdge  suction  on  the  tcst  surface  on,  to  minimize  stratification  in  the  tunnel 

test  section. Smoke visualization for each  test  showed  no  significant air motion  in 

the test, section  except  within  the  boundary  layer  itself.  The  largest  stratification 

occurred for the 520 C tcst  case: 10 (7 difference  between  the air at  the  center 

arid the  top of the test surface. In the  stratified  regions  the  local T, was  used i n  

reducing  the  data, as c1escrik)eci i n  Section 2.7. 

In the  turbulent  region (Gr,> lo''), the   da ta  in  Fig. 4-1 show  two important 

points.  First,  there is a s ~ n n l l  decrease in  NIL^ for a given Gr, as T,  increases,  when 

properties  are  evaluated at. 7, .  Second,  each  data  set for each  temperature  remains 

parallel to the  low-ternperaf.ure  difference  Nusselt-Grashof  number  correlation  given 

1)y Eqn. (3-8) ( t h e  solid line)  from  Churchill  and Clru 1391; this is most  visible for test  

511s. T h i s  la t ter  point I T I C ; L I I Y  Lhnt N ~ L ~  remains  dcpendent on G r ' I 3  i n  the  turbulent 

f l o w  region  with  increasing  temperature  diffcrence  across  the  boundary  layer, or 

i n  other  words,  the  heat  transfer  coefRcient  rcmains  uniform in the  turblllerlt 

region.  Oniy  the  coefficient in Eqn. (3-8) is changing  with  increasing  temperature. 

?I 
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It  decreases  from  the 0.096 value  for a sn~al l   temperature  difference  across  the 

boundary layer to a value of 0.08 for the 520 C test, a decrease of 15%. This  decrease 

does  not  imply  that  the  turbulent  free  convective  heat  transfer  coemcient  at a fixed 

location is lower for higher Tw. It  only  indicates  that  the  heat  transfer  coemcient is 

less than  would  be  predicted by the low temperature-difference  constant-properties 

correlation  with  properties  evaluated a t  T,  as a result 01 property  variations  across 

the  boundary  layer. 

In the  laminar regiorl (Cry < 5 X lo8) in Fig. 4-1, there is a small  decrease 

in  N71y for a given GrY as Tu, increases. ‘The decrease in N u y  with  increasing TqD 
is most.  clearly  shown by the lowest GrY data  point for each Tw. The lowest Cry  

d a t a  point lies progressively  further below the  uniform  heat flux Nusselt-Grashof 

number  correlation  given by Eqn. (3-7), the  upper  line in the  laminar  region. 

The  decrease in N u y  with  increasing T, in the  laminar region  is not  totally 

due  to  variable  propertics effects though,  as  was  the  case  in  turbulent flow. The  

rlccrcasct i n   NIL^ is partly  due  to a change  in  the  convection  heat  transfer  boundary 

condition  on  the  test  surface as increases.  At low temperatures,  the  convec- 

tion  t~oundary  condition is a uniform  heat  flux  condition,  as  described  earlier.  At 

high  tctrnperatures, the  convection  boundary  condition  approaches a uniform  tcrn- 

perature  condition  as a result of the  radiakion  heat  transfer  from  the  surface. For 

the  highest  temperature c3se, 520 C, the  test  surface  is  within 2% of a uniform 

temperature  surface i n  the  larninar  and  transition  regions.  The  Nusselt-Grashof 

number  correlation for  urliform  surface  temperature is the lower  line in the  laminar 

region i n  Fig. 4 - 1  [ a d ] .  A combination of variable  properties  effects  and a change in 

boundary  contlitiorl  are  indicated by the  fact  that  the  highest  temperature  laminar 

data  point lies about 8% below the  uniform  surface  temperature  relationship. 

Unlike the  situat,ion i n  the  larr~inar  region, a change in boundary  condit,ion 

does  not  occur in the  turbulent  region. A surface  with a turbulent  free  convection 

flow is sinlultaneously a uniforrr~  temperature  and a uniform  heat flux surface  (i.e., h 

is spatially  uniform  for a given TW).  Churchill  and  Chu’s (391 uniform  temperature 

and u n i f o r m  heat flux correlations  based  on  “best  fits”  of  data in the  literature  are 

only  different by 2% for a P r  o f  n.71. T h e  difference is well within  the  uncertairlty 

of the  [lata  available. 

Whcrl a l l  the  properties arc evaluatcd  at T,, the  variable  properties efl(;cts 

noted i n  Fig. 4-1 for turbulent free  convection in air are  accounted  for hy the 
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following  correlation: 

This is based on a “best fit” of the free  convection d a t a  in  Fig. 4-1, where  the 1 /3  

power or1 GrY was  assurned as a result of the lack of dependence of h on y t ha t  

is shown by each set of heat  transfer coefficient d a t a  for each Tw.  The  cocmcient 

in Eqn. (4-1) is 2% higher  than  that i n  the  baseline  equation,  Eqn. (3-8), and a 

tcrnperature ratio correclion has been  added  to  account for the effects of variable 

properties. 

Figure 4-2 ,  where  tho  Nusselt  number, NTL;, is defined so that  it  includes 

the  temperature  ratio  correction  terrn i n  the  definition of Nusselt  number, shows 

that  Eqn. (4-1)  counts for the  small  systematic  decrease in N u y  with  increasing 

temperature  that appeared i n  Fig. 4-1.  The  turbulent  data  ( the  same  data  as in 

Fig. 4-1) collapse  to  within *6% of the  correlation  given by Eqn. (4-1). This is 

within  the  uncertainty b a r ~ d  on the  heat  transfer  data. 

The  varia.ble  properties  effects  on  turbulent  free  convection  could  also  have 

been account.ed for, without. a separate  temperature  ratio  correction, by evaluating 

all the  properties,  except [j i n  Gry, a t  a T, defined  as: 

‘The term p should  still be evaluated  at Tm. 
The  correlation for laminar  heat  transfer  data in air, with  all  properties  eval- 

uated at T W ,  is: 

 NIL^ = a.G‘ry (4-3) 

The  terrn a. equals 0 . 4 0 4  f o r  a ur!iforrn heat flux  surface  and 0.356 for a uniform 

temperature  surface, the values reported in the  literature.  Equation (4-3) agrees 

with  the  numerical  predic(.iorls  nlade by Siebers 111 for Tw/T,,<3.0, with  the  more 

(jetailed  laminar  data for  ‘Iil,/Tm,< 1.5 from  the  experiments of Pirovano  et a]. 1231, 

nrlti with  thc  various ar1:tlyscs for air [ 2 i , 2 2 ] .  Equation (4-3) demonstrates   that  

variable  properties effects on la~nirlar  free  convection  heat  transfer  are  small.  The 

difference in h. c;tlcr~lated  from Eqn. (4-3) with  and  without  the Tw/7’, correction 

. 
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a t  a ?;,/T, of 3.0 would  only  be 4%.  The small variable  properties effect on  laminar 

free  convection  agrees  with  the  small  effects  noted in laminar  forced  convection also 

[24,25]. 

instead  of  using  the  temperature  correction in Eqn. (4-3), the  effects of variable 

prope,rties 011 laminar  free  convection  heat  transfer  can  also  be  accounted  for  by 

evaluating all  properties,  except /3 in Gr,, a t  T j ,  as  noted by  Sparrow  and  Gregg [221 

and  Pirovano  et a]. 1231. The  term /3 should  still  be  evaluated at T,, as  in  turbulent 

flow. 

The  trends  noted in the  turbulent  free  convection  region  are  new. No experi- 

ments  were  found in the  literature  for  high-temperature  turbulent  free  convective 

flows on a vertical  surface  with  large  temperature  differences  across  the  boundary 

layer.  The  highest  temperature  experiment  with  turbulent flow in  gases  was by 

Pirovano  et 31. 1231, with  tcmperatures  up to 150 C and T,/T,< 1.5. The  one ex- 

periment  that  had  large  temperature  variations  across a turbulent  boundary layer 

was at  cryogenic  temperatures.  Clausirlg  and  Kempka  [26],  who  conducted  this 

experiment,  noted  different  trends. 

Table 4-1  shows a comparison of the effects of variable  properties  on  tur- 

bulent  natural  convection  heat  transfer  from a vertical  surface  in  air  predicted by 

various  reconlrnended  methods  to  account  for  those  effects. In the  table,  the effects 

predicted b y  five recommendations  appearing in  the  literature  (Refs. 13, 23, 24, 26, 

and 40) are  compared  to  the effects  predicted by the  method  proposed in this  paper. 

The  present  work  recomrncnds  evaluating all properties in the  constant  properties 

heat  transfer  relationship  at Tw and  making  the  wall-to-ambient  temperature  ratio 

correction, (T,1,/7&)-0.14, shown in Eqn. (4-1). 

F’or each of the five rnethods, t,he table  gives  the T,. a t  wh ich  propertics  are 

evaluated,  the  temperature used to  determine 8, and  the  ratio of iz predicted by 

that  method to h predicted by Eqn. (4-1) for three  different  values of Tu, (300, 600, 

and 900 C )  and a T, of 20 C. The first  two  methods  listed  (Refs. 23  and 26) 

are  recent  rccornrnendations  reported i n  the  literature  based on experimental  data. 

The  next  three  (Refs. 24,  13, and 40) are  rocornmen4ations  reported in  most basic 

heat  transfer  textbooks. All  of the rnet,hods  except  Clansirlg  and Kempka’s 1261, 

the  second  method,  are  reference  temperature  methods.  Clausing  and  I<cmpka  [26] 

evaluate all properties,  including ~, a t  TJ and  make a large  correction  based  on 

T?,,/T, (given i n  I?ig. 5 i n  Ref .  26) to account for variable  properties  effects. 



The  constant  properties  Nusselt-Grashof  number  correlation to which all  the 

recommended  methods  given  in  Ta.ble 4-1 are  applied is given  by  Eqn. (41) without 

the (Tw/T'm)-0*14 term.  The  correlation  represented by Eqn. (4-1) without   the 

tempezature  ratio  term is not  signiflcmtly  different  than  the  constant  properties 

correlations  used  in  each of the  references  in  Table 4-1. The  only  difference is 

in the  coemcient  (0.098  in  Eqn. (4-1)) in each  correlation.  Applying all methods 

to  one  constant  properties  correlation  allows  the  different  methods of handling 

variable  properties  to  be  compared,  without  introducing  the  small  differences  in 

the coefllcient of the  constant  properties  relationship  that is recommended in  each 

work.  Effectively,  this  means that  Table 4-1 compares  the  relative  trend  in  the 

variable  properties  effects  predicted by each  method for  increasing Tw with  that  

predicted by Eqn. (4-1). 

300 1.03 

0.82 0.65 0.88  1.10 1.06 900 
0.87 0.71 0.90 1.17 1.04 600 
0.90 0.82 0.95 1.30 

. .  

Table 4-1 sho~vs  that,  the  first  metrhod,  from  Pirovano  et al. 1231 (the  most 

closely  related  experiment  to this one),  predicts  substantially  the  same  variable 

properties effect as Eqn. ( 4 1 )  for  all t'emperatures.  This  reference  temperature 

method uses a Tr heavily  weighted  toward T,, given  by  Eqn. (1-lo), with ,G' 

evaluated a t  TW. I t  is based  on  an  experiment  with  values of Tu, u p   t o  150 C. The 

second  mehhod  in  the  table,  the  method  recommended by Clausing  and  Kempka 126) 

based  on  their d a t a   a t  cryggenic  temperatures,  predicts  30%  higher  heat  transfer 

a t  300 C and 10% higher  heat  transfer  at 900 C. These  differences  indicate  t'hat 

their  method  predicts a different  trend  than  Eqn.  (4-1)  with  regard  to  the effect 

of variable  properties on turbulent  free  convection  with  increasing T,. The  last 

. 

84 



three  methods in Table 4-1 - - the  text  book  methods - - predict  increasingly  lower 

heat  transfer  coemcients  with  increasing Tw. This is particularly  true for the  fourth 

method,  where is evaluated  at T l  along  with  the  rest of the  properties. 

The  disagreement  between  the  methods  recommended in this  work  and  the 

last  three  methods is most likely explained by the  fact  that  these  recommendations 

are  based  on  forced  convection  experience or on a laminar flow free  convection 

analysis by Sparrow  and  Gregg  (found in Ref. 22). No turbulent  free  convection  data 

with  variable  properties  effects  was  available.  Recommendations  based  on  forced 

convection  experience  should  not  be  expected  to  work, a priori,  for  turbulent  free 

convection.  Similarly,  recommendations  based  on  Sparrow  and  Gregg's (221 laminar 

flow analysis  should  not be expected  to  work, a priori, for turbulent  free  convection, 

since, first,  the  analysis was for larninar  free  convection  heat  transfer  and,  second, 

the  variable  properties  effects  on  which  they  based  their  conclusions  in that  analysis 

were only a few percent for the  realistic  gas  models  and  temperature  ranges  studied 

(330 K < T < 1000 K ,  Tu,/Tm <3.0). For example, i f  an h for air predicted  using 

TI as  the  reference  temperature  in  the  laminar  heat  transfer  relationship,  Eqn. (3-7) ,  

is cornpared  to an h predicted  with  the  same  relationship  using  Sparrow  and 

Gregg's I221 recornrneEded  reference  temperature,  given by Eqn. (1-9), there  would 

be less than a 1% difference in the h's for T,,, at 600 C and Too a t  20 C (T,/T, x 
3.0). The  disagreement  with  the  results of Clausing  and  Kempka 1261 may  be  the 

result of the  fact  that  their  experiment  was  conducted  at  cryogenic  temperatures in 

nitrogen,  where  the  property  variations  and  their  effects  on  turbulent  free  convection 

may  be  different. 

Forced  ccnvection  variable  properties  effects  were  also  observed  in  this  experi- 

ment.  Qualitatively,  the  laminar  forced  convection  results  indicate  the  effects  of 

variable  properties  on  laminar  forced  convection  were  small.  This  agrees  with  the 

more  detailed  inforniation  presented by others 1241. Quantitative  variable  properties 

effects on laminar  forced  convection  were  not  possible  to  obtain.  The  problem in 

the  laminar  forced  convection  regions  was  the  same as for  laminar  free  convection: 

the  boundary  condition  changed  with  increasing T, making  it  diRcult  to  separate 

the effects of variable  properties  from  the effects of a change in the  boundary  con- 

dition.  Not  even for the  highest  terrlperature  forced  convection  case  did  the  surface 

approach a uniform  tenlperature  surface as it  did i n  pure  free  convection. 
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Variable  properties effects on  turbulent  forced  convection  in  this  experiment 

were  signiflcant.  These  effects  are  correlated  by  the  following  expression: 

Nu,/Re;*’ = 0.025 ( 3 - O a 4  

This  correlation  agrees  with  the  one  recommended  in  Kays  and  Crawford [24]  to 

account  for  the effects of variable  properties  on  turbulent  forced  convection  in  gases. 

Jn  addition,  the  variable  properties effect predicted by Eqn. (4-4) for air is not  sub- 

stantially  different  from  that  predicted  when  properties  are  evaluated  at  the fllm 

temperature  to  account for the effects of variable  properties,  instead of making  the 

(Tw/Tm)-0*4 correction as in  Eqn. (4-4). Use of a film  temperature in air  is  equiv- 

alent to using  an  exponent of -0 .35  on Tu,/Tw in  Eqn. (4-4). Film  temperature 

is the  recommendation  most  often  made  in  the  literature  to  account  for  variable 

properties  effects  on  forced  convection,  but  that  recommendation is generally  based 

o n  results from  compressible,  high-speed,  high-temperature flow experiments [24] ,  

unlike  the  results  from  this low speed  experiment.  At a temperature  ratio of 3.0, 

t.here is only a 6% difftlrence i n  the  answer  predicted  using  the  two  different  values, 

-0.35 and -0.40, for the  exponent on T,/T, in  Eqn. (4-4). 

Tile  variable  properties effect on  turbulent  forced  convection  that is given 

by Eqn. (4-4) was  obtained from a “bcst” fit of a method for estimating  mixed 

convection  heat  transfer  to all the  data,  from  this  experiment,  forced,  mixed,  and 

free  convection.  The  “best”  fit will be discussed  in  detail in Section 4.1.4. This 

method wa.s used to determine tfhc effects of variable  properties on turbulent  forced 

convection  because  it  allowed  t,ht  effects of variable  properties  and  the  effects  of 

buoyancy  on  turbulent  forced, both of which  became  important  with  increasing 

T,, to  be separated.* 

The  combined effects of variable  properties  and  buoyancy  on  turbulent  forced 

convection  in  air ay a function of T,”, t ha t  were  discussed  above,  are  shown  in 

Fig. 4-3. The  figure is a plot of the  average  value of N u , / R e ~ . 8  determined  from 

da ta  in the  turbulent flow region  versus T,,,/Tm (where Too is a constant)  for  various 

G r ~ / R e f ,  tests.  The  number given  near  each data  point in Fig. 4-3 is the Gr,t- ’Ret 

* Effects  due  to a change in the  heat Lransfer boundary  condition  on  turbulent  forced 
convection  with  increasing T,, from  uniform  heat  flux  to  uniform  temperature,  were 
not a problem.  The  maximum  possible effect on  heat  transfer of a complete  change 
i n  the  boundary  condition woulcl have  only  been 4 %  124). 
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of  the  test.  For  tests  with a G r ~ / R < < 4 . 0 ,   t h e  value of Nu,/Re;** was a constant 

to  within  the  uncertainty of the   da ta  for the  entire  turbulent, flow region of each 

test ,  so the  average  value  plotted for those  tests  is  representatfive of that  constant 

value.  For  tests  with a G r ~ / R $ > 4 . 0 ,  there  was  some  variation in the  value of 

N u , / R ~ ~ . ~  in the  x-direction  in  the  turbulent. flow region  and  the  value  plotted  for 

those  tests is  only an  average  value.  Also  shown  in  Fig. 4-3 is Eqn. (4-4), which is 

the  curve  the  data  would fall  on if only  variable  properties  effects  were  present. 

Figure 4-3 shows  that for cmes  with  increasing T,/T,, but  with  approximately 

t h e  same  value of G r H / R e t  (Le,, a fixed  ratio of buoyant  to  inertia  forces),  the  value 

of N u , / H e ~ * Y  decreases  due  to t.he effects of variable  properties.  For  cases  with a 

fixed T,/T,, the  value of N u 2 / R e ; * *  increases  with  increasing G r H / R e i  due to 
the  effects  of  buoyancy.  The  figure  also  shows  that  none of the  data,  except for cases 

with  very low T , / T ,  and G ' r ~ f j R < , ,  lie exactly  on  Eqn.  (4-4).  This  difference is the 

result of the  importance of buoyancy,  even  for  cases  with  values of G r H / R e i  as low 

as 0.7 (most o i  the daia silowll i n  the figure). The  efi'ects of buoyancy 3n con- 

vection  heat  transfer  from  the  surface will be  discussed  in  detail  in  the  next  section. 

The  uncertainty of the  exponent in  Eqn. (4-4), -0.4, is about Zt0.07, based  on 

the  average  uncertainty of the  heat  transfer  coemcient  data.  Considering  only  the 

uncertainty of the  exponent,  the  uncertainty  in a heat  transfer coefficient estimated 

with Eqn. (4-4) would be about 5 8 %  at a temperature  ratio of 3.0. 

4.1.2 Average  Heat  Transfer 

A three-dimensional  plot of the  average  convection  heat  transfer  coefflcient 

for  the  test  surface  versus  the U, and  the  average  value of T,  - T, is shown  in 

Fig. 4-4. Figure 4-5 is the same information  expressed in terms of Nusselt  number 

versus  Grashof  number  and  Reynolds  number.  The  surfaces  were  generated  from 

bicubic  spline  fits of the  average  heat  transfer coefficient and  average  Nusselt  number 

as  functions of the  respective  independent  parameters  in  each  figure. A total  of 46 

data  points were used in  the  surface  flts,  37 of which  were  distinct  test  conditions, 9 

of  which we;.: repljraticns of test  conditions  (see  Appendix E). The  data  are  evenly 

spread  over  the sur face  in Fig. 4-4. The  surfaces  fit  the  data  to  within &3% on 

the  average.  The  largest  deviation,  between  actual  data  and  the  surfaces  shown, 

was less t.han 10%. 
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The  average  heat  transfer  coemcient is an  average of the 105 measurements 

of local  surface  heat  transfer  coemcient  made at the  locations  shown  in Fig. 2-11. 

The  average  includes  the  laminar,  transitional,  and  turbulent  zones.  The  reference 

temperature for all property  evaluations  in Fig. 4-5 is Too. The  average  Nusselt 

number is calculated  from  the  average  heat  transfer coefficieut. The  characteristic 

lengths in the  Reynolds  and  Grashof  numbers  are  the  test  surface  length  and  height, 

respectively.  The  charactoeristic  length in the  Nusselt  number is given  by 

'rllis  characteristic  Icngth i r l  the  Nusselt  number  provides a smooth  transition 

of characteristic  lengf,h  from I ,  for pure  forced  convection to H for pure  free 

convection  based 011 the  Inasirnum flow angle  in  the  boundary  layer flow leaving 

the upper or downstrcbam cnd of the  test  surface, El,,,. As El,,,, approaches 

zero, pure forced con*<ectw;,, LZf approaches L. As B,,, approaches 90°, pure 

free  convection, L H  approaches H .  The  angle B,,, can  be  determined from a 

relationship  for /3,1,az, the  rnaxirn\lm flow angle in the  boundary  layer  at  any  location 

on  the  test  surface, given in  Section 4.2.3.  This  choice of characteristic  length allows 

the high  Grnshof, low Heynolcls number  data  to be compared to  the  existing  free 

conveckioll data  i n  the  literature,  since in most  works  the  Nusselt  and  Grashof 

numbers  are  based  on  the  characteristic  length in the free  c3nvective flow direction, 

11 in this  case.  This  choice  also  allows  the  high  Reynolds  number, low Grashof 

number data to be comp;md  to  the forced  convection da ta  in  the  literature,  since 

in most  works t h e  Nusselt  and  Reynolds  numbers are based on the  characteristic 

length in the  forced flow direction, L i n  this  case. 

Figure 4-4 shows a smooth  variation in average  corlvective  heat  tran:jfer  coefi- 

cient over the  range o f  surfacc temperatures  and  free-stream  velocities  studied. 

The  average  heat  transfer  coefficient in  the  zero  velocity  plane is the  tur})ulent  free 

convection  heat  transfer  coefficient. The  heat  transfer  coemcient at low temperature 

difkrence  and  at high  velocity is the  turbulent  forced  convection t1e;Lt transfer 

coefficient. A t  high  velocities,  there is a decrease i n  heat  transfer  coeficient  wit}) 

increasing temperature dill'erence due  to  the  strong  effect of variable  properties  on 

turbulent forced  convection. 

When  the  data  are  plotted i n  dimensionless form, as  shown in Fig. 4-5 ,  the  

surface  still  has a smooth  appearance,  but  three  distinct  regions of convection  heat 



transfer  appear.  These  regio~la  arc  highlighted  on  Fig. 4-5. ‘I’he approximate 

dividing  lines  between  regions are lines of constant GrH/Het equal  to 0.7 and 10.0. 

Extending  from  the  free  convection  baseline to the line  along  which G ~ H / R $  w 
10.0 is a region  where the  average  heat  transfer  can  be  estimated to within 5% 

by considerirlg  only  free  convection as a mechanism for  heat,  transfer. For this 

region, the  average  heat  transfer coefflcient can  be  calculated  using  correlations for 

pure  free  convection.  Extending  from  the  forced  convection  baseline  out  to  the 

line along which  C r ~ / R e t  m 0.7 is region  where the  average  heat  transfer  can be 

estimated  to  within 5% by considering  only  forced  convection  as a mechanism for 

heat  transfer. For this region, t h e  average heat transfer coefRcient  can be calcuiatcd 

using  correlations for p u r e  forced  convection. 

111 t,etwecn C ; ‘ r ~ / R e t  of 0.7 and 10.0 is the region of mixed  convection  heat 

transfer. It is a smooth  fairing  between  the  free  and  forced  convection  regions. 

Both  free  and forced convcct.ior1 rncchaniems must be considered in calculating the 
average  heat  transfer  coefticicnt. ‘I’tle line Grr,/r-?et m 3 is the tlisector of the 

mixed  convection  region. 

The  houndary  values  quotcd i n  terms of GrFf/Rei for the  mixed  convection 

region and the  value for the  bisector in terms of GrH/Ret  are for an L / H  of 0.98. 

They  are  indicative but not precisely known,  since  the  mixed  convection  effects 

come  on slowly and  smoothly. 

The  regions of “pure” forced and “pure” free  convection  heat  transfer  do  not 

irnpiy  that,  the  hydrodynamic  hehavior i n  those  regions is unaffected by mixed 

corlvection.  Measurements of boundary layer flow direction  (shown  later)  made far 

inside t.he free  convection  region,  show  significant flow components i n  the  direction 

of the  free-stream flow, while  free  convection  effects  (upwards flow within  the 

boundary  layer) a re  clearly visible weil inside the  forced  convection  region. Orlly 

when  there is no  free-strcartl f low,  or no  wall-to-free-stream  temperature  difference, 

are the  hydrodynamics  driven o n l y  by a single  mechanism. Also, existence of these 

regions,  the “purc” forced and “pure” free  convection  regions,  does not  imply tha t  

the local heat  transfer is affected  only by :i single  mechanism  everywhere  on  the  test 

surface f o r  test  conditions  insidc  those  regions. J t  will be shown  later for example,  

t ha t  in the “ p u r e ”  free convection  region there  are  still  regions  on the tes t  surface 

where local hcat Lransfer is domirlatcd  forced  convection,  but  not enoug11 

signiflcarltly effect the overall  average  convective  heat  transfer. 



Also  shown  in Fig. 4-5 is an  extension of the  pure  free  convection  heat  transfer 

plane  through  the  box below the  heat  transfer  surface.  This  plane  represents  the 

minimum  convection  heat  transfer frc\p- ‘?e  surface,  the  situation  with  no air flow. 

The  difference  between  the “Free Only plane  and  the  average  heat  transfer  surface 

is the  incremental effect of adding  forced  convection  to  the  pure  free  convection 

case. For example,  the  mixed  convection  heat  transfer  occurring  along  the  line 

C;rl,/RefJ = 0.7 is higher  than  pure  free  convection by about 95%. 

4.1.3 Local  Heat  ‘I‘rmsfer 

Figure 4-6 shows  the  clistribution of the local  convection heat  transfer  coeficient 

over the  tcst  surface f o r  f o u r  difrerent  test  conditions  with U ,  ranging  from 0.0 to  

6. I m / s  and  with  tthe  average T,,, at, a rlomirlally constant  value of 225 C. Each of the 

four  surfaces in the  figure  was  generated  from a bicubic  spline  fit of the  105  local 

measurenlents of h, nornt;~Iized by the  average  heat  transfer  coefficient, x. The  value 

of  h for  each  test  condition is the  average  of  the  105 local measurements h for tha t  

test  condition. T h e  surfaces do not  show  data for the  top  and  bottom  heating 

strips  because of possible  edge  effects.  Each  surface  fits  the  105  local h measure- 

rncnts for that  test  within * a % ,  on  average.  The  largest  deviation  between 

the  surfaces  shown and t.lle actual data is about 15%. The  fit is poorest in 

the  transition  zone,  where  large  variations in h occur over small  spanwise dis- 

tances. 

The  top  surface i n  Fig. 4-6 shows a case of pure  free  convection  with  the T,, 

a t  222  C.  T h e  heat transfcr cocfncient is uniform  over  most of the  test  surface,  as 

expected for pure turbulent free convection.  There is a small  transition  region  along 

the lower edge of the  test   surf;m. A laminar  region  occurs  on  the  first  heating  strip, 

but  the  data  are  not  shown.  The  average h was 7.8 W/m2C for  this  condition. 

The  second  surface  down shows the  results for a U ,  of 1.5 m / s ,  representing 

a C r [ + / R e i  of 9.6, a cvrldition w h i c h  is just  inside  the  mixed  convection  region 

defined in ITig. 4-5. The  horizontal free  convecf,ion transition  zone,  seen in tho 

surface  above  this  one, has disappeared  from  the lower edge,  and a vertical  tr;tnsi- 

tion zo11e has appeared on the upstream vertical  leading  edge. T h e  heat  trans- 

fer  coefficient is ur~iforrn on the  downstream  end of the  test  surface likc pure tur- 

hulerlt  free  convcction. A vertical  “hump” or high  point in heat  transfer  appears 

just  downstream of the  vertical  transition  zone.  There is no  significant  vertical 
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dependence  anywhere  on  the  surface.  The  average  heat  transfer  coefficient was 

7.7 W/rn2C, approximately  the  same  as for the  pure  free  convection  case  shown 

above  this  one. 

The third  surface  down,  for a U, of 2.5 mjs ,  represents a G r H / R e i  of 3.3. 

This is near  the  center of the  average  mixed  convection  region.  The data show 

a dominant  laminar  forced  convection  pattern  near  the  vertical  leading  edge  with 

no  variation in the  vertical  direction  and a vertical  transition  zone.  The  transition 

occurs  at an R e ,  of about 130,000 which is less than  the  value of 300,000 to  400,000 

noted  for  pure  forced flows in this  experiment. This is true  even if a fllm temperature 

is used  to  determine  propertics i n  ReZ. The  region downstream of the  transition 

shows a noticeable  x-dependence  similar  to  turbulent  forced  convection flows. There 

appears  to  be  no  vertical  dcpendence in  the  turbulent  region  as  with  turbulent  free 

convection,  escept for near  the  bottom of the  test  surface.  The  increase in  heat 

transfer  on  the lower edge is probably  the  result of a combination of effects,  some 

caused by the  traverse  support  struts  on  the  bottom  edge  and  some  caused by the 

buoyant forces i n  the  houndary layer in that  region. The  buoyant  forces  cause  the 

streamlines in  the  boundary layer to  diverge  along  the lower leading  edge,  resulting 

a thinner  boundary  layer i n  that,  region,  and  thus  higher  heat  transfer (see Appen- 

dix D). The  average  heat  transfer coefficient  for  this  case  was 8.5 W/rn2G. 

T h e  bottom  surface in Fig. 4-6, a t  a G ' r ~ l R g  of 0.6, shows a condition  just  at 

the  forced  convection  boundary of the  mixed  convection  domain  defined in Fig. 4-5. 

The distribution of h is typical of pure forced  convection,  except  for some small 

disturbances  along  the lower edge, at  the  downstream  end.  The  average h on  the 

surface was 15.6 W/7n2G, the  same 5 9  for a pure forced  convection  case  for  the 

same  maximum  Reynolds  number  at a T,, of 50 C. The  fact  that  the  average is 

the  same as for pure  forced  convection a t  a lower  wall temperature is the  result  of 

an increase in heat  transfer  caused by the  buoyant  force a t  a G r ~ / R e t  of 0.6 and  

a compensating  decrease in heat  transfer  caused by variable  properties  effects. 

These four  surfaces  traced a path across the Tw, U ,  operating  domain  at 

a nominally  constant Tw.  Hence, any effects due  to  variable  properties  should be 

approximately  the same for all the  cases in Fig. 4-4 and  should  not  affect  the  relative 

changes  clernonstrated. 

Fig-ure 4-6 has shown tha t  even  though  the  average h is constant for t h e  ~ 1 ) p e r  

two  surfaces  inside  the  average  frec  convection  region,  changes  arc notecl i n  the 
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distribution of local h as the  value  of GrH/R$ approaches  the  bounding  value 

of 10.0 from  within  the  average  free  convection  region  in Fig. 4-5. In the  mixed 

convection  region  both  the  distribution  of h and  the  average h are  changing.  The 

average h increases w i t h  increasing  velocity for the  bottom  three  surfaces.  The 

figure  also  shows  that  the  vertical  leading  edge is always  dominated  by  forced 

convecticn,  as  long  as any  forced flow is present,  and lower leading  edge effects  are 

only  significant  up  to  the  second  strip  for Gr,q/R$ w 3.0. 

Figure 4-7 shows  four  cases a t  a nominally  constant Cr, of 2.4 m / s ,  with T, 

ranging  from 5 4  to 588 C. These  trace a path  across  the T,, Urn operating  dornain, 

which  intersects  the  constant 7h path  shown in the  previous  figure, Fig. 4-6, ahout 

i n  t,hc middle o f  the  mixed  convection  region  in  Fig. 4-5. 

‘The bot.t,orn surface in  Fig. 4-7 shows a forced  convection  transitional flow 

situ;ltion a t  a11 avcragc T,(, of 54 C. The boundary layer is laminar  near  the  vertical 

le;tding edge, turbulent  at  the  downstream  edge,  and  transitional  everywhere else 

on  the  ?est  surface.  It is a case  on the edge  of  the  average  forced  convection  region 

in Fig. i1-5. The  average h is 6.5 W/m2C. 
‘The secorld surfacc u t )  i n  Fig. 4-7, a t  an average Tw of 231 C, shows  behavior 

typical of the  middle of the  mixed  convection  region, a t  a G r H / R e i  of 3.3. This is 

the  same  surface as thc  third  one u p  in Fig. 4-6. The transition is moved  upstream 

compared  with  the surface below it.  The  heat  transfer  coefiicient  has a similar 

dependence on x as i t  does for pure turbulent  forced  convection (h-z-o*2) .  The 

average h is 8.5 M//m2C. 

On  the  third  surface u p ,  a t  a G r / f / R e t  of 6.4,  the  transition  zone is moved 

even  further forward. The  heat  transfer coefficient  still  has a strong  laminar  forced 

convective  pattern  near t,hc vertical  leading  edge.  In  the  turbulent  region,  the 

dependence of h on z: chxrlges from a forced  convection like z dependence  to a free 

convection  pattern of nearly  urliform h i n  a short  z-distance.  There is little  vertical 

dependence  anywhere  on  the  surface.  The  higher h on the lower strip  noted  on 

the  surface below for Crf l /Rer ,=3.0  is becoming less prominent.  The  average h is 

9.0 Wlnr2C. 

In  the  top  surf:we,  at, a C ; r , l / R e i  of 10.2, only a small  portion of the  transition 

zone remains nea r  the vcrticrtl leading edge of  the  test  surface  whcre  the flow is still 

(lorninatcti by forced convc!ction. ‘I’he “hump” in h downstream of transition,  seen 

i n  ihc  second  surface  down irl  Fig. 4 -6  a t  a Gr,y /Ret  of 9.6, appears for  this  case 

92 



also. Over  the  rest of the  surface h is uniform,  within  the  uncertainty in the  data,  

a characteristic of turbulent  pure  free  convection.  The  average h is 9.3 W/rn2C. 

Figure 4-7 has  shown  that  increasing  the  average T, from 54 t o  231 C a t  a 

nominally  constant Cr, of 2.4 ?n/s induced a significantly  earlier  transition on the 

test  surface.  Further  increases i n  the average Tw, to 354 C and  then  to  588 C, 

moved  transition  even  further  forward,  but  not as much as the first  increase in T,. 

The  distribution of h over most of the  surface  changed from one  typical of pure 

forced  convection  with  laminar,  transitional,  and  turbulent  zones  to  one  typical 

of high  Grashof  number  turbulent  free  collrxtion  with a uniform h. The  vertical 

leading edge was  always  dominated by forced  convection. The  lower,  horizontal, 

leading  edge  had  higher  convection  heat  transfer  relative  to  the  rest of the  surface 

for a C;rrl /Re: ,  less than 10 but  greater  than  about 1. 

Figure 4-8 shows four cases for a nominally  constant C r H / R e t  of 3.2. The 

cases lie along a path i n  the   ~niddle  of the  mixed convectim  region in Fig. 4-5. 

The  mean values of h are 8.5, (3.4, 10.4,  and 11.0 W/rn2C, going  from  the  bottom 

to  tile  top in  Fig. 1-8. These f o u r  surfaces  show a striking  similarity in  their 

appearances. T h e  distributions of h on  the  test  surface are almost  identical i n  a l l  

four  cases.  Forced  convection  dorninatcs  on  the  vertical  leading  edge  with a laminar 

mne having no vertical  dependence  and a vertical  transition  zone.  The  dependence 

of h on 3: is the sarrle for all cases i n  the  turbulent  zone,  and  similar  to  the 

dependence for a p l r e  forced  convection  turbulent  boundary  layer, For each  case, 

the lower leading  edge  has  tho  same  rise in h relative  to  the  rest  of  the  surface. 

The  only apparent difference is that  the  transition zone  seems  to  be  moving  sliglltly 

forward wi th  increasing Y‘?” and U,. But when  the  properties in the  transition 

R e ,  are  evaluated at  the f i l m  terrlperature,  instead  of T,, the  transition R e ,  is 

nominally  85,000 10%. The  transition R e ,  is defined as the  Reynolds  number 

that  occurs halfway between thc lowcst and  the  highest  values  of h. i n  the  transition 

zone.  Transition is discussed more i n  Section 4.3. 

Figure 4-9 shows  four  more  surfaces  for a nominally  constant G r , f / R $  of 

10.0.  ‘I‘hcse  surfaces are on the edge  of  the  free  convection  region in Fig. 4-5. ‘I’he 

average  heat  transfer car1 be predicted  to  within approximately 5% by pure free 

convection  correlations for these  txsts.  The local h distribution resembles ttlrbuIe11t 

free  cor~vection on the  downstrcarn  two-thirds  of  the  test  surface.  The  heat  transfpr 

coefficient is approximately  uniform i n  t ha t  region  with a small (< 10%) rise very 
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near  the  bottom  edge.  This is most likely due to  lower edge  effects  discussed  in 

Appendix D. Ai, the  vertical  leading  edge  there is an  increase  in h just  downstream 

of the  leading edge equal  to 10 to  15% of the  average h. This  “hump”,  which  was 

noted  previously in cases  with G r H / R e t  around 10.0, is approximately  uniform 

in the  vertical  direction.  The  “hump” is also at approximately  the  same  location 

011 cach surface emphasizing  the  similarity  in  heat  transfer for constant GrH/Re; 

noted i n  Fig. 4-8. 

T h e  variation of h between  the  vertical  leading  cdge  and  the  downstream  base 

of the  “hump” in Fig. ‘1-9 resembles  dominant  forced  convection  heat  transfer. 

A c t u a l l y ,  thc laminar  convection  heat  transfer  upstream of the  “hump” is identical 

to  pure  laminar  forced  corlvection  heat  transfer  and  the  turbulent  convection  heat 

transfer on the tiownst8rcarn  side o f  the  “hump”  has  similar  x-dependence  as  pure 

turbulent forced corlvcctiorl. Figure 4-10 shows  this  more  clearly.  It is a plot of 

NU, vcrsus ~ e ,  for scvcrxl Gr) / / t ?e t  cases at  a nominally  constant  average T, of 
230 C. ‘I’hc da ta  is colrlrlln averaged in  the  same way as  was  the  baseline  data in  

Fig. 3-7. Colr~rnn  avcragcs are a valid way of looking at the  mixed  convection  heat 

transfer  data, since it was shown i n  Figs. 4-6 through 4-9 that  the  mixed  convective 

heat  trarlsfer had little i f  arly Jepcrldence  on  vertical  distance,  even  though  it was 

gerlcrat,cti by a thrccdirncrlsional flowfield. The  correlations in Fig. 4-10, the solid 

lines,  are  the  same as those in Fig. 3-6. The location of the  turbulent  baseline 

corrclatiorl i n  Fig. + l o  takcs into  account  variable  properties  effects on pure  forced 

convection for a T,,, of 230 C.‘. Variable  properties  considerations  should  not  atfect 

t h c  relative  locations of tllc da t a  i n  t.his comparison,  since all t he   da t a  i n  Fig. 4-10 

arc a t  approxirnatcly  the samc average T,,,. 

Vigrlre 4 - 1 0  shows !*hat, a11 the  data in the  laminar  region near the  vertical 

leading  cdge, for a l l  the G‘rf///i’e?, cases shown, fall  on the  laminar, forccd  convec- 

tion,  corlstant  tieat fjux, Nussell-Reynolds  number  relationship.  This  includes  data 

f o r  G r ~ / / H e ~ ,  u p  to arid ir~cluding 9.6. Buoyancy  has  no effect on  the  heat  transfer 

until  further  downstream i n  t.hc t u r h ~ l e n t  region  where  the da t a  lie progressively 

further atmve  the  turbulcrlt  forcctj  convection  correlation as the G , - F { / R ~ ~  increases. 

For Gr, , / f?e; ,  u p  to 3.1, the  turhulcnt  data lie above  but on  lines  parallel to ctle 

t r~rbr~lcr l t  forccd convection  correlation. For GrFl/Re; equal to 9.6, only the  first 

two tur1)uI’ent clat,a points lic on :I ;ine parallel to  the  turbulent  forced  convectiorl 

cor ro la t ion .  Thcsc two d:da points  arc  on  the  downstream  side of the “tlu1np” i n  



the  heat  transfer coefficient noted for G r ~ / R g = l O . 0  i n  Fig. 4-9. T h e   d a t a  in 

the  turbulent  region, that are  parallel  to  the  forced  convection  correlation, have an 

x-dependence  similar  to  forced  convection. 

The  trend  sliown i n  Fig. 4-10 i n  the  laminar region  near the  vertical  leading 

edge,  the  dominance of forced  convection, is not a new phenomena.  It is the 

“principle of independence” for laminar flow discussed by Kraabel 1421 with  regard 

to  heat  t.ransfer  from a yawed  irlflnite  cylinder in a cross flow and in White [43] 

with  regard  to  fluid flow on  infinite  yawed  surfaces.  Kraabel [42]  has  shown  that 

forced  convective  heat  fmnsfer in the  laminar  boundary layer on  an  infinite  yawed 

cylinder  depends  only  on  the  free-stream  velocity  component  normal  to  the  cylinder 

and  not  on  the  frcc-stream velocity component  parallel  to  the  axis of the  cylinder. 

This  results  from  the  fact  that no velocity or temperature  gradients  can  develop i n  

the  bor~ndary layer in  the  axial  direction on  an  infinite  yawed  cylinder, so no  net, 

heat  transfer c a n  occur i n  t j h c  axial direction. 

‘The same  “principle of independence” is governing  the  heat  transfer  on  the 

vertical  leading  edge i n  this  experiment.  Except for  very  high Gr,y /Re i  flow9 or for 

locations  very  close to  the  bottom  corner,  the  test  surface  seems  like an infinitely 

high  vertical  surface  to t,he horizontal  free-stream flow. The  boundary layer flow 

a t  all vctrtical elevations nCar the  vertical  leading  edge  has  the  sarne  history.  Even 

though  the flow develops a vertical  velocity  component,  there  can  be  no  vertical 

tcmperature or velocity gradients i n  the  boundary  layer  near  the  vertical  leading 

edge.  This I I I C ~ I ~ S  the tlc:tt, transfer wili be  independent  of  any  effects  of  buoyancy 

or vertical  distance.  This  staterncnt is true  as  long  as  the flow is laminar  and does 

not “see” any of the effects of the lower corner of the  leading  edge. How far up  

the  test  surface efl’ects of the lower upstream  corner  reach  depends  on  the dist;l.nce 

downstream and  the  ratio of buoyant  to  inertia  forces,  as will be shown  later. 

T h c  “principle of irltlependencc”  has a different  meaning for skin  frictiorl i n  

laminar flow. Even  though  t)here  are  no  gradients  of  velocity  and  temperature in  

the  vertical  direction,  there i .,till a vertical  velocity  component  and  gradient o f  

the  vertical  velocity  component  normal  to  the  wall.  This will result in a component. 

of skin  friction i n  the  vertical  direction.  However,  the  component of skin  friction in  

the  vertical clirect,ion will be urlifornl  over the  vertical  height o f  the  surface  near  the 

vcrtical  lending  edge, sincct there  arc  no  gradients of the  vertical velocity  corrlponent 

i n  the  vcrtic;d direction.  This rn~::tlls the  vertical  component of the  skin  frictiorl ;111(] 



the  total  skin  friction f o r  laminar flow near  the  vertical  leading  edge will be  affected 

by buoyancy,  but  uniformly so in the  vertical  direction. 

In  the  turbulent flow zones,  even  though  derivatives of the  mean  velocity  and 

temperature  with  respect  to  the  vertical  direction  disappear  on  an  inflnitely  high 

surface,  buoyancy will  still  have an effect on  turbulent  velocity  and  temperature 

fluctuations,  and  as a result,  heat  transfer  and  skin  friction in turbulent flow. 

?’he “principle of indepenclence”  does not  apply for turbulent flow. This  has  .been 

dcnlonstratcd on  infinite, yawed surfaces i n  a turbulent  forced flow situation by 

Ashkenas  and Hidtiell I4.11. This .  can also  be  seen in Fig. 4-10 for mixed  convection 

heat  transfer,  since  the NIlssclt nurnhers in  the  turbulent  region lie above  the  pure 

forced  convection  correl.~tion. ?’]lis is true  even for the low GrH/Re t  cases  where 

the effects of the h t tor l l  corner of the  vertical  leading  edge  are  not  felt very far up 

on t,hc  test  surface. 

Figure 4-1 1, the  (listribution o f  h for four  values of T, with a nominally 

constant L / ,  o f  1 .4  m / s ,  indicates  that forced  convection  dominates  along  the 

vertical  leadilrg  edge well into  the free convection  region in Fig. 4-5. The G r ~ / R e i  

varies  from 9.6 on the  botlorn  surface  to 30.2 on the top surface.  The region  before 

the “hump” is dominated by Iarninar  forced  convection. 

Figure 4 - 1  1 12/90 ~ 1 1 0 ~ ’ s  that  t,lle “hump” in h is about the  same size for each 

case, that   the  “hump” movcs  forward  slightly  with  increasing G r H / R e t ,  alld tha t  

a “depression” i n  h appears j u s t  downstream of the  “hump” for higher  values of 

Grt , /Re t .  The v n l ~ c  o f  h i n  the  “depression” is less than  that  in the region 

dorninated by free  convection,  the  downstream  two-thirds. In addition, Fig. 4-11 

shows  that  there is no  increase i n  heat  transfer in the  downstream  turbulent free 

convection  region  along  the  bottom  edge as a result of lower leading  edge  effects  for 

any of the cases s h o ~ r l .  This is because  the  free-stream flow is of little  importance 

a t  these  high GrH/Re?2’s ,  for locations  away from the ve;’,ical leading  edge. 

4.1.4 Estimation of Mised  Convection  Heat  Transfer 

‘T’he average  heat  transfer  coefficient,  shown in Fig. 4-4 can be estimated 

accurately  over  the  erltiro  operat.ing  domain of this  experiment by the  method 

discussed  earlier i n  Section 1 . 4 :  

. 
, 

(4-6) 



The  average  forced  convection, % f c ,  and free  convection, xfr, heat  transfer coeffl- 

cient  estimates  in  Eqn.  (4-6)  are  obtained by accounting  for  both  the  laminar  and 

turbulent  regions  on  the  test  surface.  The  term XIc is obtained  by  integrating 

in the  z-direction,  the  forced  convection  laminar  and  turbulent  correlations over 

the  respective  laminar  and  turbulent  regions  on  the  surface  with  the  integrztion 

starting  at  the  vertical  leading  edge.  The  term T j r  is obtained by integrating  in  the 

y-direction,  the  free  convection  laminar  and  turbulent  equations  over  the  respective 

laminar  and  turbulent  regions  on  the  surface  with  the  integration  starting at the 

lower  edge. The  correlations  used  to  determine E l c  and  are  those  reported 

earlier,  Eqns. (3-3), (3-4), (3-5), (3-7),  and (4-1): 

Forced  Convection: 

Lam in ar ; NU, = 0.453Rek/2Pr’/3 (3-4) 

Turbulent  : Nu, = 0 .0307Re~*8Pr0*6  (3-3)&( 3-5) 

Free  Convection: 

Laminar : NUy = 0.404Gr:I4 (3-7)  

T u r b u l e n t  ; Nu, = 0 . 0 w r : / 3 (  2) (4-1) 

-0.14 

The  transition  locations  from  laminar  to  turbulent flow are  those  noted  experimen- 

tally.  Transition is discussed in  Section 4.3. 

T h e  exponents, a in Eqn. (4-6) and n in Eqn.  (3-5);  are: 

a = 3.2 

n = -0.4 

These  were  determined  from a “best” At of Eqn. (4-6) to  the  average  heat  transfer 

data .  The  fit was  judzed  good  when  the  average  deviation  between  the  actual 

data  and  Eqn. (4-6) was a minimum  and  the  magnitude  and sign of the  deviation 

appeared  random  for all the  test  cases.  The  average of the  absolute  values  of 

the  deviations was *3% and  the  largest  deviation  between  the  actual  data  and 

Eqn. (4-6) was less than 10%. 

(4-7) 

(48) 

The  primary  effect of varying n was to  alter  the At  of Eqn.  (4-6)  to  the  data 

ifi the  forced  convection  region  and  the  forced  convection  dominated  side  of  the 

mixed  convection  region  in Fig. 4-5. If a smaller n was  used ( n  > -0.4), t h e   d a t a  
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in  those  regions  were  underpredicted. If a larger n was used. ( n  < -0.4), t h e   d a t a  

in those  regions  were  overpredicted. 

The  effects of varying a were to  alter  the  apparent size of the  mixed  convection 

domain  and to alter  the  flt of Eqn. (4-6) over the  entire  mixed  convection  domain. 

For too  large  an a, heat  transfer coefficients in  the  mixed  convection  region  were 

underpredicted  and  the  mixed  convection  region  appeared  smaller.  The  opposite 

trends  were  true for too  small  an a. The: fit  was  not  very  sensitive to a, however. 

For  example,  in  the  middle of the  mixed  convection  zone,  where h f r  = h J c ,  the  

difference in h,, for values of a equal  to 3.4 and 3.0 is only 3%. 

- 

Local  heat  transfer  coemcients  can  be  estimated  in a similar  manner  to  the 

average  heat  transfer  coefficients, if  local forccd  and  free  convective  estimates  of  heat 

transfer coefffcients are  used in Eqn. (4-6). Thus,  the  local  heat  transfer  coefficient 

would be given  by: 

h,,(r, 3 )  = ( j l ~ , ( x )  + ~ ~ ~ r ( y ) ) l ’ a  (4-9) 

. 

T h e  values of a. above and 71 i n  Eqn. (3-5) are 3.2 and -0.4,  respectively,  the  same 

as for Eqn. (4-6). 

Specifically,  t.he  local  mixed  convection  heat  trmsfer  coefflcient  would  look  as 

follows (one  possible  form)  for  laminar  and  turbulent flows on a uniform  heat  flux, 

flat  surface  in air: 

L a m i n a r  : 

(4- 10) 

Turbulent ; 

h , n z ( z , y )  = 0.025- “.c:.~( %)-“l{ 1 + [ 3.92-- Gi:i3( - ‘1) 0.26 ] } (4-11) 

3.2 5% 

z y Re!.* T 

No variable  properties  correction is included in the  laminar  equation,  since 

the  correction is small for laminar  forced  and  free  convection  and  would  tend  to 

cancel.  Such a correction  could  easily be incorporated.  The  temperature  ratio in the 

turbulent  equation  results from the  different  turbulent  forced  and  frce  convection 

variable  properties  corrections. 



Equation (4-11) flts  the  present  local  turbulent  heat  transfer  coefllcient  data 

within &3% on the  average.  The  largest  deviations  from  the  actual  data  were 

approximately 10-15%. The  large errors were  systematic,  not  random.  Equa- 

tion (4-11) cannot  predict  some of the  trends  noted in the  turbulent flow regions 

such  as  the  “humps”  and  “depressions” of heat  transfer  coemcients in Figs. 4-9 and 

4-11, nor c a n  Eqn. (4-11) predict  the  proper  z-dependence in turbulent flow areas 

shown in Fig. 4-10. Equation (4-11) predicts a smooth  variation of h in turbulent 

flow regions. 

Figure 4-12 demonstrates  the  accuracy of Eqn. ( 4 1 1 )  for predicting  tile  local 

/ I .  for turbulent flow and  shows  its  limitations.  The  figure is a plot of the  column 

averaged  value of Nt1 , /0 .025Re~ .8 (T , /T , ) -0 .4  versus  the  column  averaged  value 

of 3 . 9 2 ( T , / ~ ~ ) 0 . 2 6 ~ C r : / 3 / y R e ~ . 8 ,  the  mixed  convection  parameter in brackets 

in  Eqrl. (4-111). The  data  points for  each  test  condition a:e obtained by column 

averaging  the  data  measured in each  column in Fig. 2-11 in turbulent flow regions, 

excluding  the  data from the  bottom  and  top  strips.  Column  averages  are  used  since 

the  data show  little  vertical  dependence  and  Eqn. (4-11) predicts  none  for  turbulent 

flow. The  vertical  dimension, y, appears in the  mixed  convection  parameter  in 

Eqn. (4-11),  but  actually  cancels  out  since Gr, contains a y3. 

Figure 4-12 shows  that  Eqn. (4-11), given by the solid  line,  goes through 

;ipprosirnately t,hc center of each  data  set for each  test  case.  Equation (4-11) is 

3 good  approsimation in the  turbulent  region,  predicting local heat  transfer  within 

&IO%. The  dashed lines i n  Fig. 4-12 form a & 10% band  around  Eqn. (4-11). 

However,  Eqn. (4-11) does  not  predict  the  exact local  variation in heat  transfer 

for  each  test  case. For tests  with  values of C r F I / R e i  up  to  approximately 3 ,  

Fig. 4-12 shows  that t,he da t a  in the  turbulent  region  still  has a forced  convection 

z-deperltlence, which  is represented by a horizontal  line in Fig. 4-12 (a horizontal 

line of value  one  represents  pure  forced  convection). For values  of G ‘ r H / R $ ,  greater 

than  a~)prosirnately 3, the  data  on  the  downstream  end  of  the  test  surface begin 

to  show a free convecCion like pattern ( i x . ,  a uniform  convection  heat  t,ransfer 

coefficient),  which is represented by a line o f  unity  slope. The  “transitiorl” betwe(;n 

the  regions 011 f,he test  surface  with  turbulent  forced  and  turbulent  free  convection 

like heat  transfer  coeflicient  variations  occurs  over a very short  distance.  Equation 

(4-11) ( 1 0 ~ s  not  predict  this.  Instead,  Eqn. (4-11) predicts a mrlch more gradrla] 

change  from a forced  convection like heat  transfer  dependence 2: to a free  convection 

99 



like pattern  of  uniform corlvectiorl heat  transfer,  as  shown in Fig. 4-12. For  tests 

with  high  values  of G r H / R e ? ,  the  “hump”  and  “depression”  in  heat  transfer  in 

Figs. 4 9  and 4-11, which  appear  as  “depressions” for G r ~ / R $ > 9 . 6  in  Fig.  4-12, 

are  not  predicted  either. 

The  limited  laminar flow d a t a  is largely  dominated  by  forced  convection as 

shown  in  previous  figures.  This  makes it impossible  to  check  Eqn.  (4-10)  for 

laminar flow in  detail.  Equation  (4-10)  does,  however,  predict  the  dominance of 

forced  convection  noted i n  the  laminar  vertical  leading  edge  area. For increasing 

vertical  distance on tahe test  surface,  the  mixed  convective  parameter in Eqn.  (4-10) 

( z C r h / 4 / y R e k / 2 )  becorr~cs  very  small  not far from the lower edge,  and  the  heat 

transfer coefficient  predicted by Eqn. (4-10) equals  that for pure  forced  convection. 

For example,  the  mixed  convection effect on  heat  transfer at the  first  column of 

thermocouples for laminar tlow (see  Fig. 2-11) is less than  10% by the  fourth  heating 

strip  for a C r H j H e :  of 10. This  means only the  data  point for the  one  thermocouple 

at   the lower upstream  corner  on  the  first  heating  strip  (see  Fig. 2-11) would  show 

any  significant  laminar  mixed  convective effect  for a G r ~ / R e t  u p   t o  10.0. For 

G r H / R e i  higher than  this  the  laminar  zone  begins  to  disappear  and  detection  of 

any 1amiri;lr mixed  convection  effect is impossible.  It  should  be  noted  that h for this 

one  data  point, for the lowest most  upstream  thermocouple in Fig. 2-11, always lies 

above  the  pure  forced  convective  laminar  heat  transfer  coefficient by approximately 

the  amount  predicted by Eqn. (4-10) for  each  test  condition.  This  location,  unlike 

the  rest of the  first  heating  strip, is upwind of any  strut effects or significant  lower 

leading  edge  effects. 

Some of the  other  methods  discussed  earlier in Section 1.4 do   no t  work as 

well as  Eqns. (4-6) and (4-9) for estimating  mixed  convection  heat  transfer  (]oca] or 

average). In the  middle of the  mixed  convection  domain,  taking  the  smaller  of  the 

forced  and  free  estimates [13] underpredicts by about 25% the  actual h (equivalent 

to a = m in Eqn.  (4-6))  and  adding  the  two  estimates  together  overpredicts by 

7S% the  act-ual h (equivalent  to a=O i n  Eqn.  (4-6)).  Root-sum-squaring  Nusselt 

numbers [ 14! and the  method of finding  an  effective  Reynolds  number  to use in  the 

force(] convective  correlation [ l S ]  are  more  difficult  to  apply  than  Eqns. (4-6) and 

(4-9) i n  this  orthogonal  driving  force  problem.  In  addition  to an effective  Nusselt 

number in  the  first  metlhod  and  Fieyrlolds  number  in  the  second  method,  an effective 
characteristic  length  rnust be determined  for  both  methods  to  work  properly in  the 
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orthogonal  driving  force  problem.  Neither  reference  recommending  these  methods 

properly  treats  this  point.  The  proposing  authors  discuss  the  problem of ort,hogonal 

driving  forces,  but  only  with  regard  to a situation  with  one  characteristic  ler,gth, 

specifically the  average  heat  transfer  from an infinite,  heated,  horizontal  cylinder 

in a crossflow. Without  proper  consideration of the  characteristic  length,  these 

methods will predict  incorrect x and y dependencies  in  the  mixed  convection  region 

and will not work  over the  entire TI", U, operating  domain.  With  proper  con- 

sideration of the  characteristic  length,  they c74t1 probably be made  to  work,  but  not 

in  as straightforward a fashion as Eqns. (4-6)  and (4-9). 

-1.1.5 Conclrldirla Remarks 011 Heat 'Transfer 

Equations (+ lo )  and ('1-1 1) c a n  be  used to  summarize sorne  general  aspects 

o f  heat tr:lnsfer  from a vertical  surface  parallel  to a horizontal flow  of air. Equa- 

tion (4-10)  gives the  mixed  convection  parameter  which  governs  laminar  mixed 

convection  hcat  transfer, ~ C r ~ ~ / ~ / y R e 2 / ~ .  This  parameter is also the  similarity 

parameter, o r  is directly  related  to  the  similarity  parameter, in the  laminar  mixed 

convect?ion  problems in Refs. 3 ,  5, and  6,  discussed in Section 1.4. I t  gives the  ratio 

of  conditions w h i c h  tieterrnine  when  forced,  mixed, or free convection  heat  transfer 

arc' important for laminar flow. Based on  Eqn. (4-lo),  heat  transfer is equally 

irlfluenced t)y forced arid free  convection  when xG' r ' /4 /yRei /2  equals  1.0.  When 

this  parameter is 0.57,  the  heat  transfer coefficient  is  only 5% greater  than  that  

predi!:ted by considering p u r e  forced  convection  acting  alone.  When it is 1.75,  the 

heat  transfer  cocfticient is on ly  5% greater  than  that  predicted by considering  pure 

free  collvcction  acting  alone.  These  values  depend  on  the  value for a in Eqn. ('4-9). 

'I'he values of the  mixed  convection  parameter, ~ G r h / ~ / y R e ; / ~ ,  cqunl to 0.57 

and  1.75  can be used to define  boundaries  between  zones of forced,  mixed,  and  free 

convect.ion:  the lower value  defining  the  forced-mixed  convection  boundary and the 

higher  value ticfinirlg thc  frecrnixed  convection  boundary.  The  heat  transfer in ttle 

free  convection and the  forced  convection  zones  defined by these  constant  values  of 

zCrb/. ' /yf2cl/2 would be within 5% of  the  heat  transfer  predicted by considerirlg 

a ginglc mechanism for heat  transfer in  each  respective zone. 

.. 

Y 

Figure 4-13 is 3 schematic of a surface  showing  the  relative  locations  of  the 

bounciaricts and zones of forced,  mixed,  and  free  convection  defined by tho  lines 

of  constant ~ C ' r ; , / ~ / y f < e i / ~  cqrlal to 0.57 and 1.75. The  vertical  distance on the 
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surface is normalized  on  test  surface  height  and  horizonts.1  distance  on  test  surface 

length.  The  boundaries  are  parabolas  given  by: 

(4-12) 

(4-  13) 

Equation (4-12) is the  forced-mixed  bouridary  and  Eqn. (4-13) is the  free-mixed 

boundary.  'I'hc  locations of the  boundaries  shown  in Fig. 4-13 are for an ar- 

bitrary  value o f  ( ~ / ~ ) " ( ~ ; r , / / ~ ~ e ~ , ) .  Their  locations will vary  with  the  value of 

( , ! , / f i )4 (Grf . , /R i i , )  as indicated in  Eqns (4-12) and (4-13), 

The  figure  shows  thab  forced  convection  dominates a region  near  the  vertical 

leading  edge  with  the wi t l lh  of the region  increasing  in  size  away  from  the  origin. 

Free  convection  dominates a region  near  the lower edge  with  the  height of the  regior: 

ir~cre;rsing i r l  size away from the  origin.  Mixed  convection  occurs in between  the 

forced  and  free  conveciion  regions.  Also, by examining  the  boundary  equations, 

Eqns. (4-12) and (4-1,3), it is apparelit  that for small ( L / f I ) 4 ( G r ~ / R e i ) ,  the  forced 

convection zone will dominate  the  surface  and for large ( L / H ) 4 ( G r H / R e i ) ,  the  free 

convection  zone will dominate  heat  transfer  on  the  surface. 

'The zone  dominated by forced  convection  was  noted in the  experiment  as 

discussed  earlier.  There  were  only  indications of the  laminar  mixed  convection 

region i n  the lower upstream  corner  due  to  transition of the flow to  turbulent fiow. 

'The laminar free  convection  region  did not  occur  along  the lower leading  edge 

possibly due  to effects  discussed i n  Appendix D. 

Figure 4-14 shows  the  relative  locations of the  forced,  mixed,  and  free  convec- 

tion heat  transfer  zones for turtlulent flow. The  boundariet; for turbulent, flow are 

defined i n  the  same way as laminar flow, only  using  Eqn. (4-11) instead.  The ver- 

tical  dependence disappears i n  turbulent flow since  turbulent  free  convection  heal 

transfer has n o  vertical  dependence  as  discussed  earlier.  The  boundaries  are  given 

by : 

(4- 14) 

. 

. 
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(4-15) 

The  Grashof  number  is  based 011 length  to  emphasize  the lack of dependence  on  the 

vertical  direction.  The  boundaries are shown as dashed  lines  to  emphasize  that all 

three zones of heat  transfer, as defined by Eqns. (4-14) and (4-15), cannot  occur  over 

significant  portions of the  test, surface simultaneously (as shown in the  Fig. 4-14) .  

This is tmause  the values of x/L predicted by Eqns. (4-14) and (si-15) difl'er by 

a factor  of 270 units of x / l L ,  and z / l ,  has a maximum  value of one. The  figure 

only  shows the  general  locations of the  zones of forced,  mixed,  and  free  convection. 

'T'he boundary  locations i n  b'ig. 4- 14 do  not  represent  boundaries for any  particular 

v;llrlc o f  ( ~ ~ ~ ~ ~ / ~ r ~ ~ 3 ) ( ~ ~ ~ / ~ ~ ~ , )  0.26 . 
Equat,ions ( 8 1 - 1 4 )  ;md ( 4 - 1  5)  show that  the  location  and size of the zoncs 

depend on the o\*crall k s L  conditions. For high  Reynolds  number, low temperature 

ratio flows, the forced  convection xorle dorninates  the  surfaco  and for high Grauhof 

number, high  t,crnpcraturo  ratio flows, the free convection  zone  dominates. 

All of the!;e zones of trlrbulcnt  convective  heat transfer were  noted in the 

espcrirnent. 3 1 1 1 .  ('1-1 1 )  accurately  predicts  the zones of mixed,  forced,  and free 

rhulcnt flow as defined i n  this  scction,  but  not  the 

Ixforc. 

) indicates a possible  contradiction  based  on results 
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This is due  to  the  fact  that,  larger  Grashof  numbers  were  achieved by increasing  the 

wall temperature in  this  experiment.  This  introduced  the  temperature  ratio  term 

into  the  lurbulent  mixed  convection  parameter  as a result of variable  properties 

efrects.  Without  the  temperature  ratio  term,  lines of constant  mixed  convection 

parameter  (i.e., G T # ~ / R c ! ; * )  are  not  parallel  to  lines of constant G r H / R e i  in a 

Grashof-Reynolds  number  operating  domain. 

The  equivalent  boundaries for forced,  mixed,  and  free  convection in terms of 

constarit GrH/f?e t  predicted for the  average  turbulent  convection  heat  transfer 

da t a  by an  equatiorl  similar  to  Eqn.  (4-11),  using  average  turbulent  heat  transfer 

correlations  instead of local  correlations,  are 0.9 and 15.0, respectively,  with  4.0  as 

the  bisector of the  turbulent  mixed  convection  zone. In other  words,  these  are  lines 

of constant G r f f / R e t ,  which i n  a Grashof-Reynolds  number  operating  domain fall 

approximately  on lines o f  constant ( ~ ~ ~ 3 / R e ~ 8 ) ( r , / r , ) 0 . 2 6 .  Considering  some 

o f  the flow for each  tcst was laminar,  and  the  boundary  values  for  the  average 

laminar corlvcctivc heat  transfer  zones for an  aspect  ratio of 0.98 are 0.61 and 1.90 

w i t h  a mixed  convection xone bisector of 1.08, the Grl,/Rei values of 0.7, 3.0 

and  10.0  observed i n  Fig. 1-5 for the  boundaries  and  bisector,  respectively, are 

reasonable,  since  both la1llin;sr and turbulent flow are included in the  average  data 

i n  Fig. 4-5. 

.1.2 Boundary  Layer 1;’low 

?’he boundary flow r(: sults are divid ed  int o three  sections.  The  first  presents 
results  from t.he boundary layer  velocit,y, kmperature ,   and flow angle  measurements 

made  within  trlrbulcrlt 1nisc.d convection  boundary  layers.  The  second  presents 

velocity and  tenllxraturc profilcs measured  within  laminar  mixed  convection  boun- 

clary layers. The tllird  scctiorl  discusses the  direction of flow in the  const,ant-angle 

region o f  t ~ ~ r b u l e n t ~  rrlixecl convcction  boundary  layers. 

The  turbulent  mixed  corlvcction  boundary  layer  results in the  flrst  section will 

show  that Itcar t .hc wall t.here is a rcgion of flow angle  within  turbulent  “miued- 

convective”  hourltlary IilycSrs which is constant  with  respect  to  the  distance  normal 

t.o the wall. 011 ly  the nlagrlit,utle of the velocity  vector is changing in that  constant- 

angle rcgion. T h e  constarlt-angle  region will be  shown  to  extend  from  the wall ou t  

to  the  location  where u/CIL,)=O.71, which  encompasses  the  inner 5-7 pcrccnt of the 

boundary  layer  thickness.  This  constant-angle  region,  which  was  uncxpcctcd, w i l l  



be shown  to  exist for turbulent flow independent of the  test  conditions  and  the 

location  on  the  test  surface.  The  peak  vertical  velocity will  be  shown to  occur  at 

the  outer edge of the  constant-angle  region. In the  outer region of the  turbulent 

mixed  convection  boundary  layer, t he  flow angle will be  shown to vary  linearly 

with  the local temperature.  The  first  section will also  show tha t   the  velocity and 

temperature profiles  vary smoothly  from  pure  forced  convection  profiles  to  pure  free 

convection  profiles as the ratio of the  buoyant  force  to  the  inertia  force  increases, 

and  that  there is evidence  that  momentum  added  to  the flow in vertical  direction 

by buoyarlcy is transferred  to  the  horizontal  direction,  possibly by turbulence. 

T h e  lamirlar  rnised convc!ction boundary  layer  results i n  the  second  section 

will verify  that  t,he  “prirlciple of independence”  applies  near  the  vertical  leading 

edge, as noted frorll the  heat  transfer  results  earlier. The laminar  results  also  show 

that  there is no  constant flow  anglc  region  within  the  laminar  mixed  convection 

boundxry  similar to tha t  in the  turbulent  mixed  convection  boundary  layer. 

I n  Ithe third  section,  the  variation of the flow angle of the  constant flow angle 

region of the  turbulent  mixed  convection  boundary layer  with  respect  to  position  on 

the  test surface will  be discussed. A relationship will be developed  which  predicts 

the  tiircction of flow within  the  constant-angle  region.  This  relationship  has  the 

form y = bz“, where b depends on the  test  conditions. 

The  legend i n  most  figures  contains  the profile ID* number,  the  local 7k, the 

local U,, the  location of thc profile (z,y)  on  the  test  surface,  and for turbulent 

profiles,  the  maximum flow angle  measured in a given  profile. Each profile was  taken 

above a surface  temperature  measurement  location.  Since a companion  heat  transfer 

data  set  was  taken for each set of profiles, surface  heat  transfer  data is available 

in Appeudix E at  the  location of c;rch profile.  Only  profiles for laminar or fully 

turbulent  regions  are  shown. No profiles in  transition  zones  and  no  profiles  along  the 

bottom  leading  edge  are  presented.  Detailed  data for  profiles in regions not  shown, 

along  with the  rest of the  profiles,  are  available in Appendix 1’. Approximately 12 to 

1 4  profiles were  taken for each of‘ 7 combinations of U, and Tu, and 3 to  5 profiles 

were taken for another 5 cornhinations of U, and Tw. 

‘1.2.1 ‘i’r~rt~ulent  Boundary  Layer  Flow 

This  section  presents  the  tr~rbulent  “mixed-convection”  boundary layer resu1t.s 

obtained  for var ious  test  conditions. I t  is divided  into  seven  parts:  the  first  four 
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present  the  total velocity profiles, the flow angle  profiles,  the  vertical  and  horizontal 

velocity  profiles,  and  the  temperature profiles,  respectively; the  flfth  presents  polar 

plots of the  total velocity  vector ( i . ~ . ,  plots of the  vertical  velocity  component  versus 

the  horizontal  velocity  component);  the  sixth  shows how the flow angle  varies  with 

temperature  through  the  boundary  layer;  and  the Anal part  shows  further  evidence 

of the  constant  angle  region. 

0 

The  distance  llormal to the wall, z ,  i n  the  figures in this  section  has  been  scaled 

by the t,hcrrnaI  boundary  layer  thickness, 6t ,  defined in Eqn. (2-3), but  this is not 

proposod as a general  scalirlg  parameter f o r  mixed  convection  boundary  layers. I t  
is used o n l y ,  for cor1venicrlce. T h e  boundary layer  thickness, 6 t ,  is one of the few 

boundary  laycr  thickrlessw w h i c h  does not  contain a vector  quantity  that  makes 

it specific to one dircction  and  which is well defined for all profiles for all values 

of  Grf f /F?e :J .  Also, thc use of 61 for velocity, flow angle,  and  temperature profiles 

allows a n  easy  cross  conlparison  of  various  regions  in  each  figure. 

In  sornc figures,  predictions  of  boundary  layer  profiles  for  pure  forced  and  pure 

free convection  rnade  with S‘I‘AN5, a numerical  boundary  layer  heat  transfer  code 

[ 1,411, are shown. T h e  reason for presenting  the profiles  predicted  with STAN5 is to 

provide a representative  sllapc for pure  free  convection  and  pure  forced  convection 

profiles to compare w i t h  the s l l a ~ ~  of the  measured  mixed  convection  profiles.  The 

predicted profiles are used for c:~ses for which  widely accepted profiles are  not 

available in the  literature,  such as for turbulent  free  convection or low speed Iligh 

ternper;~ture  variable  properties flows. 

a.  Total Velocity Profiles 

The  first figure i n  this  section,  Fig. 4-15, shows  the  total  velocity, Q,  

versus z / & ,  for turbulerlt flow. The  data  shown  are for  four  different  values of U, 
a t  a nominally  constant TTL, of 420 C. Since  all the profiles are for approximately t h e  

same T,,, variable  properties  considerations  are  negligible.  The  value  of G r ~ / R e t  

ranges from 1.7 to 21.7. rl’hc location  on the test  surface is approximately  the  same 

for cach profile, 3: ~ 2 . 7  ‘TIL, y ~ 2 . 7  772. The  total  velocity is normalized by the 

root -s \~rn-sc~u~rc  of (I,, arld \Ig. T h e  velocity Vs is the  buoyant  reference  velocity 

clc:fincd as: 

v g  = (.&&n(P?n..) (4- 16) 
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The  term Bmaz is the  maximum  measured flow angle in a given  boundary  layer 

profile, which is the flow angle in the  constant flow angle  region for the  turbulent 

pioflles.  This  choice of reference  velocity will be  discussed  later, in  Section 4.2.3. 

The  pure  turbulent forced  convective  velocity  profile  and  the  pure  turbulerlt  free 

convection  velocity  profile ( the solid  lines)  were  obtained from predictions by this 

author  with  STAN5 for a T, of 420 C. 

Figure 4-15 shows tha t  3 s  the V ,  decreases from 4.9 r n / s  to 1.5 m / s ,  the 

total velocity  profile shape  changes  from  the  pure  forced  convection  shape  toward 

the  pure free convection shape. For the  two  highest G r f f / R e i  cases,  the  peak 

velocity  occurs i n  the  interior of the  boundary  as  opposed  to  the  free-stream.  This 

is the result, of the  vertical  acceleration of the fluid by the  buoyant  force.  The  peak 

occurs at, a z / 6 t  of about 0.7 and a Q / d G  of about 0.7 to 0.75. A “dimple” 

i n  the profile appears in the region of peak  velocity  for G r H / R e L  of 21.7. This is 

characteristic of the  turbulent profiles for the  G r H / R e i  of 21.7  test  conditions. 

In  the  inner  region of the  total velocity  profiles  in  Fig. 4-15 (for z/St<0.3) ,  the 

data  are  approximately  parallel for all values of G r H / R e i .  This region  is,  however, 

shifting  from  the forced  convection  reference  profile  toward  the  free  convection 

reference  profile  with  increasing G r , y / R e f .  By comparison to the  pure  forced 

convection  profile,  the  inner  region of the  mixed  convection  boundary layer  is  inside 

the  logarithmic  region of a pure  forced  convective  profile  and  in  the same location 

as  the  laminar  sublayer  and  the buffer sublayer. 

For a given G r , y / f ? e t ,  the  distribution of velocity  within  the  boundary  layer 

will be different a t  different  locations  on  the  surface.  This  is  shown in Fig. 4-16, a 

plot  of  three  turbulent  total  velocity  profiles a t  a y of 2.67 rn and  three  different 

x locations for a G r ~ ~ / R e ~  of  7.4.  Upstream at  z=1.07 m,  the  profile looks 

more  forced  convection  dominated.  I+’urther  downstream a t  z=2.76 m, the profile 

looks more free  convection  dominated  with a peak  in  the  velocity in the  interior of 

boundary  layer. 

The  change in shape  with  distance  downstream is the  result of the fact,  that, 

the free convection flow in the  vertical  direction is driven by an acceleration of 

the  fluid by a buoyant  force  and  thus,  time is required  (i.e.,  distance)  before  the 

effect of the  buoyant forcc becomes  significant  relative  to  the  horizontal  forced flow. 

This  also  means  that  the flow will eventually  become  dominated by free  convection 

in the  upper-downstream  region of an  infinitely  large  surface  no  matter what, the 
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test  conditions  are,  since t,he How will continue to accelerate  vertically  while  the 

free-stream  remains  at a constant  velocity. 

Figure 4-17 shows  three  total  velocity  profiles for three  different  values of 

wall temperature  with a nominally  constant Urn of 4.5 m / s  at a nominal  location 

of  x=2.7 111 and y=1.8 r n .  The  lowest T, case, Tw=47 C, is a baseline  case 

in  Fig. 3-12. 'The trends in Fig. 4-17 are  the  same  as in Fig. 4-15 but   no t  as 

prominent,  since  the Gr,,/Rei does  not  vary over  as  large a range  as in Fig. 4-15. 

With  increasing  buoyant force  (i.e., G r H / R e t ) ,  the  velocity  in the  interior of the 

boundary layer  is increasing  relative  to  the  free-stream. 

I h u n d a r y  Iayycr flow angle  profiles  are  shown in Fig. 4-18 for turbulent 

flow. This is a plot of tho tangent of the flow angle  divided  by  the  tangent of 

the  m;uirnurn flow angle rrleasured in a given  profile  versus t/&. Several  profiles 

are shown  for  various  test  conditions  and  locations  on  the  test  surface. The  most 

strikizg  featurc i n  thc! figure is the region of nearly  constant flow angle  near  the 

wall (,-/6~<0:1). The :tnglo is constant  to  within  h1.5' for each  profile and  the 

variations noted were  r:tntlorn. The constarlt-angle  region  covers  the  inner 5% to 

7% of  ttle  boundary Iaycr thickness  from  the wall out   to  u/U,=0.71, as  shown 

i r l  this  tigure. By corn~)arison to  Fig. 4-1.5, it  can be  seen that  the  constant-angle 

rcgion  covers the region o f  the  houndary  layer  containing  the  laminar  sublayer  and 

ttle buffer sublayer for a 1)rlrc forced  convective flow. The  constant-angle  region 

estendcd  as close to  the walls as  measurements  were  made,  which  was 1% of  the 

boundary  layer  thickness in  some  cases. 

The possit)le  existence o f  a constant-angle or collateral  region  near  the  wall 

11;~s been rioted before i l l  t.hrec-diInensional flows where  the  cross-stream flow was 

driven t:y a pressrlrc grxl icnt  [45-~18], but  never  before  when  the  cross-stream flow 

was driven hy buoyant,  forces. I n  general,  these  previous  works  lack  measurements 

sufficiently  clow  to  the w ; ~ 1 1  to define the  extent of any  collateral flow region  near 

the  wall. O n e  cxccphiorl is the w o r k  of Hebber  and  Melnik I491 in a relaxing  three- 

dirnensional turbulent hourlclary. This  work  shows a collateral  region in the  laminar 

srlhla.yer  region o f  the hor1ncl;try layer,  similar  to  that  found in  this  mixed  corlvection 

flow. 



Figure 4-18 shows  several  other  features of the flow angle  variation  in  the 

boundary  layer.  First,  all  the flow angle  change  occurs  for z / 6 t  greater  than 0.4. 

Next,  there is a similarity  in flow angle  profiles for different  test  conditions  and 

locations  on  the  test  surface for turbulent flow and for GrH/Ref, less than  7.4. 

Only  the GrH/Rei  of 21.7 case  has a significantly  different flow angle  proflle  shape 

in  this  plot.  In  the  outer  region of the  boundary,  the  ratio, t an (~ ) / tan (~ , , , ) ,  is 

higher  for a given z / 6 t  for the G r H / R e t  of 21.7 case.  This  might  be  expected,  since 

as G r N / R e i  approaches  infinity,  the flow angle  should  approach 90' everywhere 

in the  boundary layer except very near  the  free-stream.  This  would  result  in a 

sbraight  line of value 1.0 in Fig. 4-18. 

Finally,  with  the  exception of the GrFr/Ret of 21.7 case,  there  appears to 
be a region  where tan(/3)  varies  linearly  with  the loglo of t / 6 t  between z / S t  of 0.4 

and 1.5. For G r H / R e i  of 21.7,  the  logarithmic  region is smaller.  Each  individual 

set. of data  has  this  logarithmic  region,  within  the  uxcertainty of the  flow angle 

measurement.  Later,  this  region will be  shown  to  correspond  to  the  region  around 

the  peak  vertical velocity  location. 

The  similarity in flow angle  profiles  breaks  down  in  the  outer  region of the 

boundary layer in the  coordinates  used in Fig. 4-18, as is shown in Fig. 4-19. Figure 

4-19 is a plot  similar  to  Fig. 4-18, except  with  linear  axes.  The  figure  shows flow 

angle  profiles for three of the four  cases  in Fig. 4-15, with a nominally  constant 

Tw of 420 C and a nominally  fixed  location. The  data  from  the  outer region  of 

the  flow,  which was compressed by the l og10  scale in Fig. 4-18, is now more  clearly 

visible. I n  the  outer region there is an  increase  in flow angle  for a given t / S t  with 

increasing G r H / R e i .  Only  closer to   the wall do  the proflles  collapse, the lower 

G r H / R e i  ' s  first.  The region of flow angle  similarity  in  the  coordinates used in 

Fig. 418 encompasses  the  constant-angle  region  near  the  wall  and  the  logarithmic 

region pointed  out in Fig. 4-18. 

c .  Horizontal  and  Vertical  Velocity  Profiles 

Figure 4-20 is a plot  of t,he  vertical  and  t,he  horizontal velocit?, com- 

ponents  versus z / S t .  The  horizontal  velocity  component  has  been  normalized by 

Urn and  the  vertical  velocity  component by the  buoyant  reference  velocity Vs. The 

three  cases  shown in Fig. 4-20, three of the  four  cases  previously  shown in Fig. 4-15, 

are  for a nominally  constant T, of 420 C a t  a nominally  constant  location  on  the 

109 



test  surface.  The  pure  forced  and  free  convection  velocity proflles in Fig. 4-15 are 

again  shown  for  reference  (the solid  lines). 

In the  inner  region of the  boundary  layer, a/St € 0.4, both profiles  have  the 

same  approximate  shape.  This  is  expected,  both  the  “pure”  free  and  “pure”  forced 

profiles  shown in the  figure  have  approximately  the  same  shape  in  the  inner  region. 

This is also the  region of constant flow angle  shown  in  Fig. 4-18. The  point at 

which  the  vert,ical  and  horizontal  velocity  profiles  begin to differ marks  the  end of 

the  constant-angle  region, z / 6 t  M0.4. In the  outer  region of the flow, both profiles 

change  shape  with  varying  test  conditions.  The  horizontal  velocity  profile  begins  to 

bulge  upward  with  increasing G r ~ / R e i  in  what  would be the  logarithmic  (highly 

turbulent)  region of the  pure  forced  convection  profile  (0.4< a / &  <3.0).  For  the 

vertical  velocity  profile in the region  outside  the  peak z)/Vg, the  velocity  increases 

for a given z / 6 t ,  approaching  the pure free  convection  profile  shape.  The  peak v /VS  

does  not  change  significant.ly.  The  “dimple”,  seen  in  the G r ~ / R e i = 2 1 . 7  case at 

the  peak  total  velocity in  Fig. 4-15, is present  near  the  peak  in  the  vertical  velocity 

proflle in this  flgure. The  “dimple” is  characteristic of the  vertical  velocity  profiles 

for  the  case  with G r H / R e f ,  equal  to 21.7. 

Figure 4-21 shows  three  more  plots of the  vertical  and  horizontal  velocity 

components  versus z / f i t .  Thesc; are for a nominally  constant U ,  of 4.5 m / s  and 

a nominally  fixed  location. T h e  value of G r ~ / K e t  varies  from 1.1 to 3.1, and T, 
varies  from 235 C to  575 C. The  trends  noted  are  similar  to  those  in  Fig. 4-20, 

but   not  a9 prominent,  since  the G‘r;j/Re:, does  not  vary over as  large a range  as  in 

F’ig. 4-20. 

One possible  reason for the  upward  “bulge” in velocity  in  the  logarithmic 

region of the  horizontal  velocity  component  proflle  with  increasing  buoyant  force, 

seen  in  Figs. 4-20 and 4-21, may be the  coupling of the  momentum  transfers  in 

the  horizontal  and  vertical  directions  through  turbulence.  The  bulge  occurs  in the: 

region  noted for high  turbulence  in  pure  forced  convection  flows,  as  well  as  in  pure 

free  convection flows. Some of the  rnomentum  being  added  to  the flow by  the 

vertical  buoyant  force is possibly  being  transferred by turbulence  to  the  hori?;ontal 

direction. T h e  transfer of momentum  from  the  vertical  direction  to  the  !-lorizonta] 

direction  might also account for the  vertical  velocity  profile  for  mixed  convection 

falling below the  pure  frcc  convection  profile in the  outer  region  of  the  boundary 

layer. 

. 
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d.  Temperature Profiles 

Temperature  distribution is shown  in  Fig. 4-22 in the  form  of  enthalpy 

profiles. The  enthalpy  is  determined  directly  from  the  measured  temperature  (see 

A p p n d i x  A).  Figure 4 2 2  shows  plots of dimension1,ess enthalpy, B i ,  versus z / /6 t ,  

where 8, is  defined so tha t  it  is zero  at  the  wall  and  one  in  the  free-strezm.  Three 

of  the  cases in  Fig. 4 1 5  are  shown in Fig. 4-22. They  have a nominal!y constant 

T, of a120 C and  are  from  approximately  the  same  location  on  the  test  surface. 

P u r e  forced  and  pure  free  convection  enthalpy  profiles  are  shown for comparison. 

The  pure  forced  convection  protile  (the solid  line) is a STAN5  prediction f o r  a 

T,,, of 420 C. Thc  pure free  collvection  profile (the  dashed  line) is an  average of two 

pure  free  convection profiles  from  this  experiment  taken at a T, of 4 2 0  C.  T h e  two 

free  convection  profiles  were  almost  identical  in  the  coordinates  shown in Fig. 4-22. 

As with  the  total velocity  profiles, the  enthalpy profile shape  changes  from 

a pure  forced  to a pure  frec  convection  shape  as G r H / H e i  increases  from 1.9 to 

21.7. For the  forced  convection  dominated  cases,  laminar  sublayer,  “logarithmic”, 

and  wake  regions  are  visible. For the free  convection  dominated  cases, a “forced 

convection”  like  “laminar  sublayer”  region is visible  with a “logarithmic”  region  in 

the  outer  portion  of  the  profile, z/6t>1.0. The G r H / R e E  case of 21.7 has a region 

where  the  temperature profile  lies  above the  measured  pure  free  convection  profile. 

It is most  pronounced  around z / b t  of 0.5.  This is the  location of the  “dimple”  noted 

in the  vertical velocity  profile for the same case  in  Fig. 4-20, and is characteristic 

of the G ~ H / R $  of 21.7 profiles. 

Figure 4-23 is another plot of enthalpy profiles  similar to  Fig. 4-22. These  are 

four  cases a t  x nominally  constant U ,  of 4.5 m/c .  The G r H / R e t  varies  from 0.1 

to 3.1 while T, varies  from 47 C to 575 C. The  four  cases  shown  have a “forced 

convection” like appearance  even for a G r H / R e t  of 3.1. This  trend  agrees  with  the 

heat  transfer  data in  Fig. 4-12, where  it  was  shown that  for G r H / R e F ,  less than  

about 3.0 to 4.0 the  heat  transfer coefficient had a forced  convection  z-dependence 

( h - ~ - ’ * ~ )  in the  turbulent flow region. 

e. Polar  Plots o f  the Velocity  Vector 

The  constant-angle  region is again  seen in Fig. 4-24, a polar plot of  the 

total velocity  versus the flow angle or ,  equivalently, a plot of the  vertical  velocity 
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component  versus  the  horizontal  velocity  component.  The  horizontal  component i 2  

normalized by the Urn. The  vertical is normalized by the free  convection  reference 

velocity, Vg,  defined in Eqn. (4-16). These  choices of reference  velocities  collapse 

any  region of flow angle  equal  to pmaz for a given  profile t o  a line of unity  slope. 

This  can be  shown  from  the  definition of flow angle: 

V 

U 
- = t a n p  

For any  region  where p = p,,,,az, Eqns. (4-16) and ( 4 1 7 )  result  in: 

Therefore, 

(4-17) 

d ( U / V g )  

d ( W 0 3 )  
= 1.0 

Figure 4-211 shows  that  thc  turbulent flow da ta  for  various G r H / R e t  and  various 

locations  on  the  test  surfacc fall on a line of unity  slope for u/UW less than  about 

0.71 and u /Vg  less than  about 0.71 (-l/d?). This is the  constant flow angle  region. 

Only  the  magnitude of thc velocity  vector is changing in this region of the  boundary 

layer,  decreasing as the wall is approached. 

The  peak v / V q  of approximately 0.71 occurs a t  a ./Urn of 0.71, the  outer  edge 

of the  constant-angle  region.  This  value is approximately  independent of G r , y / h ? e i  

for turbulent  boundary layer  flow. The  peak v /Vg  of 0.71 indicates  the  maximum 

verticai  velocity is approximately  the J? smaller  than  the  reference  velocity  given 

by Eqn. (4-16) for a turbulent  mixed  convective  boundary  layer flow. 

The  outer  region of the  boundary  layer flow, u/VW > 0.71, does  not  collapse 

in these  coordinates.  This is shown  more  clearly  in Fig. 4-25. This is a polar  plot 

of four  different profiles at, the  same  location  on  the  test  surface  and a nominally 

constant T,,, of 420 C. The  G r f . I / R e i  ranges  from 1.9 to  21.7. The  constant-angle 

characteristic is again  seen in  the  inner  region,  on  the  line of unity  slope. In the 

outer  rcgion, the ma,gnitude of the u/Vg is increasing  with  increasing G r , y / l ? e f  

for a given u/Uw or vice  versa. The  flow angle is approaching 90° everywhere  in 

the  boundary layer exccl.)t very  near the  free-stream  as  the  buoyant  force bcgills to  

dominate. 

. 
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1. Flow  Angle  versus  Temperature 

Another  feature of the  boundary  layer flow angle is shown in Fig. 4-26. 

This is plot of the tan(p) / tan(pmaz)  versus  the  dimensionless  temperature, 8. 

Profiles  for  various  test  conditions  and  locations  on  the  test  surface  are  shown, 

but  all for G r ~ / R $ , < 1 0 .  The   cons tmt  flow angle  region is visible in this  figure 

for 8 less than 0.6. More importantly,  the  figure  shows  that in the  outer region of 

the  turbulent  boundary  layer, for 0 greater  than  about 9.7, the  tangent of the local 

flow angle is linearly  related  to  thc local  dimensionless  temperature.  The  following 

expression  gives  the  approximate  relationship  between flow angle  and  temperature. 

t an ( /9 )  3 3.0tan(pm,,)(1 - 8) (4-18) 

Equation (4-18) is represented by the solid  line  in  Fig. 4-26. Equation (4-18) 

only  holds for the  tests w i t h  G r , f / R e i  up  to  7.4.  Figure 4-27, a similar  plot of 

the t a n ( ~ ) / t a n ( ~ , , , )  versus  the  local  dimensionless  temperature,  shows  that  as 

G r I f / R e i  becomes  larger than 7.4 the region of linear  variation of the  t u n ( @ )  with 

loc:.’. dimensionless  temperature  begins  to  significantly  decrease  in  size.  For  the 

profile a t  G r H / R e t  of 21.7, a linear  variation  appears  only  for 8 greater  than 0.9 

as shown by the  dashed line. 

g. Further  Evidence of the  Constant-Angle  Region 

So far in this  section  several  important  features of the  turbulent  “mixed- 

convection”  boundary  layer flow have  been  shown: (1) from the wall out   to   about  

u/U,=0.71, the flow is a11 a t  the  same  angle  with  respect  to  the  free-stream; ( 2 )  

in the outer  region of the  boundary  layer,  the  tangent of the local flow angle is 

linearly  dependent  on  the local dimensionless  temperature; (3) there  appears  to be 

a significant  transfer of rnorner~turn  from  the  vertical  direction  (the  buoyant flow 

direction) to  the  horizontal  direction  (the  forced flow direction); (4 )  the  tangent  of 

the flow angle appears to  depend  logarithrnically  on z / S t  in the  vicinity of  t!le peak 

vertical  velocity;  and (5) the  krnperature profile  looks  forced  convection  like  up to  

a ~ r ~ . ~ / ~ e :  of approximat.ely 3 or 4 .  

Of these  features  the  most  surprising is the  constant flow angle  region  near 

the wall. I t  was  originally  believed tha t  since the  buoyant  force,  defined as 

buoyant  j o r c e  = g ( p  - p m ) ,  (4- 19) 
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varied  continuously  from  the  free-stream to the wall  because of the  continuous  den- 

sity  Jrariation  (Le., temperature  variation),  the plow angle should vary  continuously 

from  the  f reestream  to   the wall. This  did  not  occur as demonstrated by the flow 

angle  measurements  presented  in  several  flgures. All the  evidence  supports  the  ex- 

istence of a constant flow angle  region  near  the  wall. The  constant-angle  region 

extended  to  within 1% of the  boundary  layer  thickness  from  the  wall  (the  point of 

closest  measurement)  and was constant  to  within  the  uncertainty of the flow angle 

meas1lremer.ts. 

As a check  on  the  pressure  probe  measurement of flow angle in the  constant- 

angle  region,  the  probe wa.~  offset as nlach as 30'  in  either  direction  from  the 

indicated flow direction  on  several  occasions  and  allowed  to  return  under  servo- 

control.  Each  time  the  probe would return  to  the  same  angle:  the  measurement 

was repeatable. 

In  addition  to  the  probe  measurements,  corroborating  photographic  proof of 

the  constant flow angle  region  was  obtjained.  These  photographs  are  shown  in Figs. 

+28a through 4-283.  l h c  four  pllotogrnphs  shown  are  several-second  time  exposure 

photographs o f  the  prot)e a.nd test surface.  What, is shown in the  photograph is 

what was actually visihle in the wind  t,unnel. No special Alm was  used. The  surface 

wa.s glowing  red  (visible i f  color photos  are  used in this  version of the  report). 

The  photogrsphs  were  taken w i t h  a camera  mounted  on  the  wall  opposite  the 

test  surface  aimed  normal t.o t.he test  surface,  approximately  along  the  axis of the 

boundary  layer  probe  stem.  The flow is  left  to  right  and  the  probe is located  in  the 

right  center of each  Photograph. The stern of the  probe is the  dark line  extending 

from t h e  oval shaped d a r k  rcgicm on the  right.  The  probe  tip is the  three  pronged 

dark  feature  near  the  surface  (see  Section 2.6.3 for probe  description).  The  dark 

oval shape  and  dark  vertical  region 011 the  right of the oval are  part  of the  probe 

mount  and  the  traverse  shield,  respectivcly,  and  are  located  about  30 crn away from 

the  test  surface.  They  are  dark  because  they  are  cold.  The  t.est  conditions  were 

UW=4.2 m / s  and 7',=560 C resulting in a G r ~ / R e t  w 3.2. E.ach photograph 

shows  the  probe t.ip aL a (lityerent location  in  the  boundary  layer.  The  probe  tip is a t  

z/At of 0.1, 0.28, 0.3'3, a n d  0.79 in Figs. 4-28a, 4-28b, 4-28c, and 4-28d, respectively. 

There  are  three angles to  notice in each  photograph: (1) the  angle  of  the  dark 

st,reak  behind  the  probe, ( 2 )  the  angle of the  other  atreaks  on  the  test  surface,  and 

(3 )  the  angle of the probe center  body,  all  with  respect to the  horizontal  lines  on 
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each  photograph.  The  dark  streak  behind  the  probe is caused t y  the  increased  heat 

transfer  from  the  test  surface in the  wake of the  probe  which  results in a slightly 

lower surface  temperature.  This  streak  angle  marks  the local flow angle  behind 

the  probe.  The  other  curved  streaks  on  the  test  surface  mark  the  streamlines  of 

the  constant flow angle  region.*  This is true  because  it will be shown  that  the 

flow angles  measured  with  the  pressure  probe in the  constant-arrgle  region a t  a 

given  location  agree  with  the  angles  on  the  streaks at  the  same  location in the 

photographs.  The  probe  center  body  angle  marks  the  direction in which  the  probe 

is facing.  The  horizontal  dark lines are  the  gaps  between  heating  strips. 

The  flgures  show  that  there is nlutual  agreement  between  the  angle of the   dark  

streak  behind  the  probe,  the  other  streaks  around  the  probe, m d  the  angle of the 

probe  center  body.  The  figures  more  importantly  show  that as the  probe is moved 

away from the wall neither  the  probe  center  body  angle,  nor  the  angle of the  streak 

behind  the  probe,  change  with  respect  to  the  angle of the  streaks  on  the  test  surface 

around  the  probe  until  the  probe  reaches a z / &  of 0.79. At  this  point  the  probe 

angle  deviates  from  the  angle of the  streaks  around  the  probe  and  from  the  angle 

of the  dark  streak  behind  the  probe  caused by its  wake.  This  can be more  clearly 

seen by comparing  the  actual flow angle  measured  with  the  probe, pmeo6, to  the 

measured  angle of the  streak  behind  the  probe  and  the  streaks  around  the  probe, 

B s t r e a k ,  given in the figure titles.  The  streak  angle is approximately 20' i n  each 

figure. The  angle  measured  with  the  probe is approximately  the  same,  except  for 

the  Fig.  4-28d,  where  the probe is a t  z/&=0.79, which is outside  the  constant flow 

angle  region  indicated i n  Fig. 4-18 earlier.  The  measured  angle  at z / 6 t  of 0.79 is 

18.2"  compared  with a streak  angle of  20'. On  the  next  step  out  from  the wall to 

z / b t  of 1.16, the  angle  measured  with  the  probe  was 15.7", and  there  was  no  dark 

streak  visible  behind  the  probe. 

Figures  4-28a  through 4-28d support  the  evidence of the  constant flow angle 

region  and  its  extent,  from  the wall to  z/6t<0.4.  These  observations  agree  with 

the  pressure  probe  measurenlents  presented  earlier. If this  region  did  not  exist,  i.e., 

i f  the  pressure  probe  measurements  were i n  error,  the  streak  angle  and  probe  angle 

would  have  diverged  as  the probe moved away from  the wall. Fluid  moving  under 

"I'hcse streaks are regions of  alternately  high  and low heat  transfer  most likely 
caused by either  srnall  disturbances  introduced at  the  vertical  leading  edge or by 
large scale structures  inherent in the  mixed  convection  boundary  layer. 
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the  probe  with a greater flow anglt:, for example, would have  traced  the  probe  wake 

(i.e.,  the  dark  streak  behind  the  probe) at an  angle given  by the  inner flow, while 

the  probe  alignment allgle  would  have  been  determined by the flow at  the  elevation 

of the  pressure  ports. 

4.2.2  Laminar  Boundary  Layer  Velocity  and  Temperature Profiles 

The  next several  figures  show  some  laminar  enthalpy  and  total  velocity  profiles 

for  situatic)Ils  which  would be described as laminar  mixed  convection.  Figure 4-29 

shows  three  lanlirlar ent1l:llpy protiles a t  z=0 .23  rn. Note  especially thal  these 

profiles are frorn locations very near  to  the  vertical  leading  edge.  The  profiles  are 

for a nominally constant I/, of 4.2 m / s  and for T, varying  from 47 C to  562 C‘, 
resllllirlg i r l  a Cr , i / f ?$  range of 0.2 to 3.1. The  data  are  plotted as dimerlsiorlless 

enthalpy, O,, versus z / h l .  The  profile for ID* 45 represents a baseline  profile, 

f r o m  Fig. 3-10. Also show11 on Fig. 4-29 as  solid  lines are  variable  properties 

numerical  predictions o f  two  pure  forced  convection  enthalpy  profiles  for U ,  equal 

to 4.0 m / s ,  made with S‘I’AN5. One profile is for a uniform  heat  flux  surface  with 

?;, approxilnately equal to GO C and  the  other profile is for a uniform Tu, surface 

wit11 TI,, equal to 580 C. ‘I’hese boundary  conditions  for  the  numerical  predictions 

approximate  the  test  conditions for ID*’s 45  and 132, respectively. 

Figure 4-29 shows  the  cllthalpy profiles near  the  vertical  leading  edge  are 

predictable by the p u r e  forced  convection  laminar flow theory,  even for a G r ~ / R e i  

up  to 3.1. The  boundary layer  behavior in the  region  near  the  vertical  leading 

edge is dornirlatecl by forcecl convection, as shown  earlier by the  convection  heat 

transfer  resuits in  Section ,1.1.3. Figure 4-29 lends  added  support  to  the  “principle 

o f  irltlependence’l applying along  the  vertical  leading  edge,  previously  discussed in  

Scc tiorl 4.1.3. 

‘The next.  figure,  Fig. 4-30, shows  the  total velocity  profiles for the  same 

three  cases as in Fig. 4-29. Also shown is a numerical  prediction of a pure forced 

convection  velocity profile r~laclc wi th  STAN5 (the solid  line),  for a uniform T,, of 

580 C and a I ! ,  of 4 .0  ~ I / s .  ‘I’hc figure  shows that  buoyancy  has an effect  on  tho 

total ve1ocil.y near  thc  vcr(.ic;tl  Icnding d g c .  ‘The d a t a  for Gr,;/Ret=3.1 lies a h v e  

the prcclic ted 1)rlre rc)r(:(:tl  convcc t , i o r l  velocity  profile. The  total velocity  incrcascts 

in  the  inner  region of the Inrnirlar boundary  layer  relative  to  the  free-stream  with 
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increasing G r f f / R e i .  This is the  result of the  vertical  velocity  component  induced 

by buoyancy. 

The  fact  that  buoyancy has an effect on  the velocity  profiles  shown  in Fig. 4-30, 

but   not   the   temperature  profiles  shown  in Fig. 4-29, does  not  contradict  the  “prin- 

ciple  of  inde?endence”.  The  “principle of independence” orlly states  there  should 

be no  gradients of velocity or temperature  along  the  vertical  leading  edge  (i.e.,  the 

temperature  and velocity  profiles  should be invariant in the  vertical  direction,  near 

the  leading  edge). For heat  transfer  this mecans that  buoyancy  should  have  no 

efrect O G  the  heat  transfer  along  the  vertical  leading  edge. For the  hydrodynamics 

this  onlj  *.leans  that  the  velocity  distribution  should  be  invariant  near  the  vertical 

leading  edge,  the  magnitude of the  velocity,  and  therefore  the  skin  friction, will 

be afkc ted  by buoyancy. 111 other  words,  the  equations  governing  the  horizontal 

and  the  verticd  momcntunl  transfers  near  the  vertical  leading  edge will contain  no 

terms  involving  derivatives of velocity w i t h  respect  to  the  vertical  direction. 

‘I’he invariance of thc  cnthdpy  and velocity  profiles along  the  vertical  leading 

edge is demonstrated i n  Figs. 4-31 and 4-32. These  are profiles  for the G r H / R e i  

of 21.7 test  case  near  the  vertical  leading  edge at z=0.23 rn. The  vcrtical  locations 

of the profiles  range  from  the  bottom  to  the top of the  test  surface,  y=0.3 m to 

y=2.67 m. The  enthalpy  and velocity  profiles  shown in Figs. 4-31 and 4-32 are 

essentially  the  same for all vertical  locations.  The  boundary  laypr  thickness St is 

approxirrlately  0.35 5 . 0 5  cm for the profiles in the figures  with  no  detectable  trend 

in the  variation.  This  figurc  shows  that  the  “principle of independence”  can be 

further  extended  along  the  vertical  leading  edge  to  test  conditions  with G r H / R e i  

of 21.7, as was also shown i n  the  heat  transfer  results in Section 4.1.3.  

Flow  angle  profiles  for  thc  laminar  region at  the  vertical  leading  edge,  found 

in Appendix F ,  show  no  constant-angle  region  near  the wall similar  to  that  found 

in turbulent flow. A continuor~s  variation of  flow angle  was  noted  between  the 

free-stream  and  the wall. 

As a final point, Fig. 1-32 also  shows a limitation  for  the  pressure  probe  used 

for  these  laminar  profiles.  There is much  scatter in the  velocity d a t a  for z / S 1  less 

than 1.0 . This is most likely the  result of the  large size of  the  probe  when  placed 

in the  small  laminar  boundary  layers  near  the  vertical  leading  edge,  The I a ~ ~ l i ~ l a r  

boundary  layers  were of the  order of 0.5 cm thick in Fig. 4-32, for  example.  The 

horizontal bars  on two data  points  show  the  relative  thickness of the  probe  tip  at 
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those  locations i n  the  boundary  layer. ‘I’he large ptobe size in  rl thin  boundary layer 

results i n  large v;uiations of vclocity and flow angle  across  the  face of the  probe 

tip. T h o  large variations limit, the  boundary  layer size  in which the  probe  can be 

used.  The  probe size  was not a factor for the  temperature  measurement, as shown 

i n  Figs. .1-29 anti 4-31, since  the fluid temperature  thermocouplc  was  an  order of 

rnagnitrlde  smaller  than  the  pressure  probe. The  probe size  was  also not  a problem 

i n  the turbulent flow regions,  since t,he boundary  layers  were  on  the  average  about 

10 c7n thick. 

1.2.3 Variation of Lhc DircctioII o f  the  Constant-Angle  Region 

Figures 4 - 3 3  is a ~)hotograpt l  of tho  test  surface  with  an  average T,,=560 C 

and (I,=iI:l m / s .  ‘I’hcsc conclition:1 result  in a G r H / R e t  of 3.1. This  photograph 

is similar  to  the  photogr;tphs i n  Figs. 4-28a through 4-28d, except  that  it is a 

photograph of t.he who lo  surface as  viewed  from  inside the  tunnel in the  inlet  nozzle. 

The  left-most side is the  rlpstrcam  end of the  test  surface  with  the  free-stream flow 

f r o m  Icft to right, pardl(:l to  t,hc 11orizont;tl dark lines on  the  test  surface.  The  main 

fcn tu re  to he notcd is thxt  there  arc streaks,  which  mark  the  direction of the flow 

i n  the  constant-angle  region,  anti  that  the  a~lgles  on  the  streaks  are  independent of 

height  on  the  surface for streaks which  originate from the  vertical  leading  edge. 

‘ T h o  fact   that   the flow angle is independent of height  can also be  seen  in 

Figs. 4-3-1 through 4-30. ‘l’hesc  are  plots  showing  the flow direction over thc  entire 

surface for the  corlst:mt flow angle region of the  boundary  layer for various  test 

conditions. T h e  angle of each  arrow  with  respect  to a horizontal  represents  the 

average flow angle  deterrnirlcd  from 3 to 5 flow angle  measurements  taken  inside  the 

constant-angle region at t.llc location of t h o  arrow.  The  curves  represent  predictions 

of the flow direction  within the constarlt-angle  region,  based on an analysis  to be 

discussed  later in  this  section. 

The figures tlern.-.!lst,r:lte that  the  measured flow angles  are  independent of 

height or1 the test  surfnce for streamlines  which  originate ;It the  vertical  leading 

edge. T h c  figures also  show  ttlilt the  streamlines  originating  from  the free convection 

loading cdgc divorgc. ‘I’hc i:itcr point  can be more clearly sccn in Fig. 4-39, a p lo t .  o f  

predictccl  st,rca~nlirlos a n c l  ~ r ~ c a s u r t ( l  flow angles for the  constant-angle  region for a 

C r ~ , / f i e ~  of 21.7. A l l  the  strc;trnlincs  from  the  free  convection  leading  edge  diverge 

f o r  this  case. 
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The  simplicity of the  constant-angle  region  and  the  variation of its  angle over 

the  test  surface  led  to  an  analysis  that  resulted  in  an  expression  for flow angle  as a 

function GrL/R$, the  z-position  on  the  test  surface,  and  the  point at which  the 

streamline  originated  (xu, yo). The  term x. is  zero if the  streamline  originated at 

the  forced  convective  leading  edge,  and  the  term yo is zero if it originated at  the 

free  convective  leading  edge. 

The  analysis  deals  with  the  "average"  velocity in the  constant-angle  region. 

The  vertical  component of the  average  velocity, T ,  in the  constant-angle  region will 

depend  on  several  factors:  the  surface  temperature,  free-stream  temperature,  the 

gravitational  acceleration, how long  the flow in the  constant-angle  layer  has  been 

on  the test.  surface, t ,  and  some  constant  times  the  vertical  free-stream  velocity, if  

present.  The  vertical  component of velocity can  be  expressed  as follows: 

(4-20) 

A vertical  free-stream  velocity  has  been  included  because for high G r H / R e i  a 

small  negative  free-stream flow angle  was  noted.  This  analysis will show  the  small 

negative  free-stream flow angles  that  occurred  in  the  experiment  had  little effect  on 

the  constant-angle  regim. 

The  horizontal  component of the  average  velocity, U is assumed  to be  some 

fraction of U,, the  same  fraction  that 1/ was of V, in  Eqn. (4-20). The velocity U 
is also  assumed  to  be  equal  to  the  average  distance  traveled in the  z-direction by 

the  fluid in the  constant  angle  layer, 3: - zu ,  divided by the  time  to  travel  that 

distance, 1: 
- 
u = C2Um = 

x - x, 
t 

(4-21) 

From Eqn. (4-20) and (4-21) and  the  definition of a streamline,  the  following 

results: 

Equation (4-22) can be  simplified  to, 

(4-23) 

Equation (4-23) states  the flow angle  within  the  constant-angle  region  depends or1 

the overall G r L J / R e i ,  how long the flow has  been  on  the  test  furface  and  heated, 



x - xo, and  the  tangent of the  free-stream flow angle.  Notice that  the  vertical  

height  does  not  appear in the  problem. For this  reason,  the  Grashof  number  has 

been  based  on  length.  The use of the  term tan(@,) acknowledges  the effect of 

free-stream flow angle on the  constant-angle  layer.  The effect  is small  for  the  small 

negative  free-stream flow angles  noted  (even for the  high G r [ j / R e f  tests),  because 

o f  the  nature of the  tangent  function. 

If Eqn. (4-23) is valid, a plot of tnn(Bmaz)  versus ( G r L / R e f ) ( z - -  z , ) / L  should 

yield a straight  line of slope C. This  plot is shown in Fig. 1-40. The  angle /3maz 

is an the  average of the flow angle  measurements in the  constant-angle  region for 

a given  profile. The  free-slrearn flow angle  term in Eqn. (4-23) has  been  omitted 

for simplicity. I f  included by subtracting tun(pm)  from t a n ( P m a z )  in Fig. 4-40, it 

would move the  data  f o r  G r k l / R e t  equal  to 21.7,  the  data  on  the  right in Fig. 4-40, 

u p  a distance equal to  thc sizc of a data  symbol i n  the figure. The lower G r , y / R e t  
data ,   thc   da ta  on the left, ~ I I  F’ig. 4-40, would not  he  significantly  affected. 

Figure 4-40  shows t.tlal. Eqn. (4-23)  is only approximately  true over the  operat- 

ing domain of the  esperirnent.  The  tangent of the flow angles do not  fall  on a 

perfectly straight line. T h e  slope of‘ a “best” fit line  through  the  data  that is con- 

strained  to go through  t3hc origin i n  F’ig. 4-40 is 0.19, which  yields: 

(4-24) 

Equation (4-24)  is shown i n  Fig. 4-40 as a solid line. At low ( G r ~ / R e t ) ( x  - x o ) / L ,  
the  measured t a 7 1 , ( b ~ , ~ ~ )  falls above  Eqn.  (4-24)  and at high ( G r L / R e t ) ( x  - z o ) / L ,  

the  measured t ( ~ n ( p , ~ ~ ~ )  falls below Eqn.  (4-24). 

Figure 4 - 4 1  compares t.he actrld flow angle of the  constant-angle  region, ,8p,,a5, 

i n  degrees to those  predicted by Eqn.  (4-24).  Equation (4-21)  predicts flow angles 

to  within  about *So. ‘ rhe  figure also shows  the flow angles a t  high values  of 

(Cr , r , / f ?e t ) ( z  - z o ) / L ,  a r c  xl)proaching g o o ,  which  they  should  as  free  convection 

becomes  more  important. 

‘The dashctl  lines i n  14’i.g. *1-.10 are lines  which fit d a t a   a t  high and low va lws  

o f  (GrL,/l?c;,)(z - xo)//,. ‘I’hc slope of the line through  the low values is 0.26  and 

tile s l o l ) ~  o f  thc l i n e  thrc.)ugh tllc high v;tlues is 0.13, a factor of two  different,. The  

slope of 0.13 it[* high (Gr[ , / /<e : , ) ( x  - zo ) /L ,  is significant.  Based  on  this s Io~)c ,  i t ,  

car1 bo shown  t,tlat thc: m;1simurr1 vcrtic;d  velocity in  the  boundary  layer  for  free 

convection  dominated flows approaches: 

c 
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(4-25) 

This  can be obtained  from  Eqns. (4-16), (4-24), and (4-27) (to come)  and  the fact 
tha t  v / V g  has a peak  value of 0.71, which  mean3 Vmaz = Vg/&. The  coefflcient 

in  Eqn. (4-25) for IJmaZ, 0.36, is in the  middle of the  range of values  reported  in  the 

pure  free  convection  literature, 0.3 to  0.39 [50]. Also, the coefflcient is only  slightly 

less than  the  value of 0.37 obtained  from  predictions of turbulent  free  convection 

heat  transfer  made by this  author  with STAN5, a numerical  boundary  layer  heat 

transfer  code [ 1,411. The  prediclcd  value of 0.37 is an  average  value  for a surface 

at  uniform Tw of 420 C, the  temperature  for  the  rightmost data in Fig. 4-40. This 

value  did  vary  about 5% from  the  bottom  to  the  top of the  turbulent  region  in  the 

numerical  predictions. 

For forced  convection  dominated flows, low (Grr, /R$)(z  - z o ) / L ,  vmns is 

given by: 

(4-26) 

Comparing  Eqnn. (4-25) and (4-26) shows  the flow is accelerated  faster in the  vertical 

direction for forced  convection  dominated flows than  for pure  free  convection. 

Equation (4-24) can  be  integrated  to  obtain  an  equation for the  streamlines  in 

the  constant-angle  region, since by definition tan(@maz) = d(y - y , ) /d (z  - x o ) .  

This  results in: 
Y - Yo = 0.095-( GrL x - xo) 2 

L R e 2  
(4-27) 

This is the equzkion  used to  draw  the  streamlines  that  are  shown  in  Figs. 4-34 

through 4-30. 

Figures 4-34 through 4-39 have  shown  that  there is good  agreement  between 

the  streamline  angles  predicted by Q n .  (4-27) and  the flow angles  measured  with 

the  boundary layer  probe.  There  is,  however,  significant  disagreement  near  the 

leading  edges,  which is accented in Fig. 4-39. The  disagreement  stems  from  the 

fact  that  near  the  leading  edges,  the flow is laminar.  Neither  Eqn. (4-24) or (4-27) 

apply  for  laminar flow. Figure 4-12, a photograph of the  forced  convective  le-ding 

edge for a G ~ H / R $ ,  of 25.9, points  this  out  more  clearly.  The  first  vertical  light 

area on the l e f t  (a vertical  red  area if a color  photo is used  in  Fig. 4-42) is the  end 
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of  the  upstream  laminar flow region  for  this  case,  where h is very low and  ‘r, is 

high. ‘The darker  region  just  to  the  right of it is the  transition flow region,  where 

h reaches a maximum  and 7; is low. Continuing  downstream  (to  the  right)  from 

that   dark region is the  tr~rbulcnt flow zone. T h e  second  light  area,  which is in the 

turbulent flow region ( the second  red  region for color  photos), is the  region  where 

the  depression i n  h downst,re;trn of the  transition  zone  was  noted for the  high  values 

of  Ct-!f/Rt$, i n  Fig. 4-11. 

Figure 4-42 shows  th:tt  the  laminar  region  streaks  have  sharper  angles  with 

respect to the  h0rizont;tl  than t,he streaks in the  transition  region  just  downstream. 

After  transition tJhe flow angles  increase  again in the  turbulent  region. The decrease 

in flow angle in  the  transittion zone is probably  caused by cold,  low-vertical-mo- 

nlclrlturn fluid bciilg injoctocl into  the  hot  inner  region of the  laminar  boundary layer 

t)y large scale turbulcrlcc:  when  transition  begins to  occur.  This  would  decelerate 

the  vertical  motion o f  the fluid,  thus  decreasing  the flow  aP.;gle. 

Sorrlething not p o i n t d  out before is tha.t  Figs. 4-35, 4-36, and 4-37, which  are 

for a norninally  constant C;rf,/t‘Ze; of 3.4, show a striking  similarity in hydrody- 

nnrnic results.  This  agrees  with  the  heat  transfer  similarity  noted in Fig. 4-8 for a 

rlonlirlally constant ~ ; r - l , / ~ e f ~  of 3 .2 .  

4.3 mservat,iorls 0 1 1  Transition  from  L.aminar to Turbulent  Flow 

This  section presents and  discusses some observations  on  the  transition  from 

laminar  to  turbulent flow. First  the effect of wall temperature  on  the  Grashof 

number at wh ich  a frcc convective flow transitions is presented.  Next,  the effect 

of buoyancy  and w;dl tcrnp,cr;tture on transition  in a mixed  convective flow arc 

presented arid discussed. 

Note:  Propertics  arc h s c d  011 film temperature in this  section,  Film  tempera- 

ture was used largely 1xc;luse transition  starts i n  the  laminar  boundary  where TJ 

correlates  the  heat  transfcr data best, as discussed in Section 1.4 and 4 .1 .1 .  

Figure 4-43 shows t , h o  effect o f  T,,, on  the free convection  transition  from 

laminar to. turhulcnt, flow f o r  fixed ‘ZLj. The figure is a plot of the  Grashof  number 

tlascd  on y,, the  iocatior~ o f  either  the  minimum h or the  maximum It, versus 

Tut/TW. The  free-stream  tcmperature, T,, is approximately 20 C for all cases. 
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Minimum h occurs  where h begins to deviate from the laminar values.  Maximum 

h is the  first  point a t  which h equals  its  fully  turbulent  value, a constant.  The 

spatial  resolution  in  determining  these  locations is no t  very  good:  plus or minus  the 

width of one  heating  strip.  Uncertainty  bands  based  on  this  resolution  are  shown 

in Fig. 4-43. The  upper  value for Gryc at each T,/T, corresponds  to  the  location 

of  maximum h; the  lower value  corresponds  to  the  minimum h location.  The  zone 

between the  minimum  and  maximum h is  defined  here  as  the  “transition  zone”  (the 

crosshatched  area). All properties in this  figure  have  been  based  on T j  with  the 

exception of /?, which is evaluated at Too. The  solid  lines connecting  the  data  points 

are for visual  reference  only. 

Figure 4-43 shows  that T,  has a significant effect on  the  stability of the 

boundary  layer for a fixed Too. As T,/T, increases,  the  Grashof  number at which 

transition  occurs, Gryc, decreases  significantly up   to  a T,/T, of 1.75. Furthermore,  

the size of the  transition  zone, in terms of the difference in GrYc between  the 

minimum  and  maximum h. location,  decreases.  This is also true  in  terms of vertical 

distance.  However,  the  ratio of Grashof  numbers at the  minimum  and  maximum h 

locations  remains  fixed at  approximately  5.0.  These  results  agree closely  with the 

results of Pirovano e t  al. 1231 for T,/T, up  to  1.5. The  very low temperature  ratio 

case  agrees  with  the  results of Cheesewright 1511. 

Beyond a T,/T, of 1.75,  the  transition  zone  size  and  location in terms  of GrYc 

appear  fixed.  This  apparent  trend is believed due  to  a loss of resolution in locating 

the  transition  zone.  By T,/T, = 1.75, the  transition  zone  has  moved  down  to  the 

first  three  heating  strips  on  the  test  surface (see  Fig. 2-11) and is occurring Over 

a very short  distance ( x 1  strip).  On  the  basis of the  resolution  of  the  transition 

zone  location,  accurate  location of the  transition  zone is impossible  when T,/T, 

exceeds  1.75.  It is only  clear that  the  transition  zone  does  not  move  upward 02 the 

surface for T,,/T,> 1.75. 

4.3.2 Mixed  Convection  Transition 

Before  the  experiment  it  was  guessed  that  the  zone for transition  from  laminar 

to  turbulent flow i n  mixed  convection  would  consist of a vertical  zone  along  the 

forced  convection  leading  edge, a horizontal  zone  along  the lower horizontal  leading 

edge,  and a srnooth  fairing of the  vertical  and  horizontal  zones in  the  vicinity o f  

the  lower,  upstream  corner.  The  shape of the  zone  was  expected  to  resemble ar. 
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equation  of ,the form (x  - u)(y - b )  = C, where a, 6, and C are  constants. ‘This 

did  not  occur,  however. A transition  zone  did  occur  near  the  vertical  leading  edge 

as  described  above,  but a transition  zone  along  the lower leading  edge  was only 

seen for pure  free  convection,  as is visible in Fig. 4-6. As soon as  there  was  any 

free-stream air flow, the  transition  zone  along  the lower leading  edge  disappeared. 

There  was only a hint in the heat  transfer  data  near  the lower, upstream  corner 

that the  vertical  1.ransitiou  zone  turned  and  became a horizontal  transition  zone for 

a few very  high G r H / R e ? ,  tests (> 20). For these  high G r ~ / R e t  cases,  the  vertical 

Iamirlar  zone near the  vertical  leading  edge  extended  slightly  further  downstream 

near  the  lower,  upstream corner. This  can  be  observed by looking at the  detailed 

heat  transfer  results in  Appendix E. In spite of the  longer  laminar  zone,  the ful ly  

turbulent s ta t re  near  the  lower,  upstrearrl  corner  was  reached at  the  same  x-location 

as tlow higher (JP on the k s t  surface. No conclusions  can  be  drawn  about  transition 

along  the lower leading  etlgc  based on this  experiment.  This is discussed  further  in 

Appendix 11. 

The  transition  zone  along  the  vertical  leading  edge  was  visible in Figs. 4-6 

through +10 and  Fig. 4-12.  Figure 4-44 shows  the  location of the  vertical  transition 

zone in terms of R e z c  versus C ; r ~ , / f ? e ~ .  The  crosshatched  area is the transition  zone 

ticterrnined from tjhe loca t ions  of the  minimum  and  maximum h’s. The  dashed  lines 

through the data  are for visual  reference  only.  Properties  have  been  evaluated at   the  

film  ternperxture. I f  the  frec-stream  temperature  were  used,  there  would  be a much 

greater  scatter i r l  t he  data .  For example,  the  upper  cluster of d a t a  at  a G r L / R e i  

of  about 3.0 would lie in ;I range of R e z c  from 1.0 X lo5 to   about  3 x IO5. The  

length I ,  has bccn used i n  thc Grashof number in CrL/Ke fJ  in Fig. 4-14, instead 

of H ,  since  the transit,ion zone is vertical  and  cannot  depend  on If. No cases 

wit,h boundnry layer trips are shown,  only  cases  with a natural  transition.  The 

uncertainty  interval for  R e x c  is rfr 10%. This is largely  the  result  of  the  spacing 

between  vertical colIlmI1s o f  ther~nocouples  (see  Fig. 2-11) The  column  spacing fixes 

the  spatial  resolution for clctcrmining  the  location of the  minimum  and maxilnur11 

h. The  uncctrtairlty i n  Cr,2 /Re7 ,  is ;tt)out 2 4 % .  

Figure 4-4.1 stlows ttlat as C;rl, / f?$ ., increases,  transition  occurs a t  lower ~ e , ~  

and uvcr a stnAIf;r range o r  N e z c .  This was shown to be t r u e  in  z-coordinates,  as 

well, i n  Fig. 4-6 through 4-10. ‘I’hc effect of buoyancy is to destabilize  the  laminar 

boundary  layer. A t  high GrL/Ii‘ef the vert,ical transition  zone  disappears as the 
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flow becomes  more  and  more  vertical in the  boundary  layer  (i.e.,  approaches  free 

convection  with flow in the  vertical  direction). 

The  small  amount  of  scatter in the  data  indicates  that  film temperature  ade- 

quately  accounts for  variable  properties  effects on transition in this  mixed  convective 

flow. The  average T,,, varies  from 60 C to  5 8 0  C for  various  cases  shown in Fig. 4-44 

and  not  monotonically  with  increasing G ~ L / R $ , .  

The  parameter GrL/R$ was tjsed  in Fig. 4-44 to  show how  well ordered  the 

transition  data  are for this  test. It is not,  however, a good  correlating  parameter. If 
the  test  surface were  longer, for example, CrL,/ReL would be larger,  but  the Hexc 

location of transition  would  not  chacge.  Figure 4 4 5  shows  the  same  information 

that  was  shown in Fig. 4-44, except  the  mixed  convection  parameter  is  now  based 

on x,, instead of L. This  plot  has  more  scatter  because Grxc/Re:c and R e x ,  both 

have & 10% uncertainties  based  largely on the  resolution of zc. The  uncertainty 

bands  are  shown for several d a t a  points. 

‘The plot i n  Fig. 4-45 should be more  general for transition  in  orthogonal  mixed 

convective flows near a vertical  leading  edge.  It  shows  basically  the  same  trends 

as Fig. 4-44. The solid  line through  the  center  of  the  zone gives the  approximate 

location of the  middle of the  transition  zone in terms of 

for the line  is 
4 .0  X lo5 

:?exc = 
1.5 

The  two  dashed  lines  are for reference  only. 

Grxc/Re:c. The  equation 

(4-28) 
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by Eqn. (4-10) (The  locations of the  zones  are  only  representative). 
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Fig. 4-18 Flow  Angle Profiles for Turbulent Flow for  Various  Test  Conditions  and 
Various x and y Locations. 
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Fig. 4-36 Measured  Flow  Angles  and  Predicted  Streamlines of the Constant-Angle 
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Fig. 4-37 Measured  Flow  Angles  and  Predicted  Streamlines of the  Constant-Angle 
Region for Tw=556 C ,  U,=4.3 m / s ,  and G r ~ / R e i = 3 , 1 .  
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Chapter 5 .  

CONCLSJSIONS  AND  RECOMMENDATIONS 

5.1 .Conclusions 

This work  presents  and  interprets  the  results of an  experimental  study  of 

the  convection  heat  transfer  from a large (2.95 m iong by 3.02 m high),  vertical, 

electrically  heated,  smooth  surface in air.  The  convection  heat  transfer  varied  from 

forced, to mixed  (combined  forced  and  free  convection),  to  free  convection.  Both 

the  boundary layer structure  (i.e.,  mean  velocity, flow angle,  and  temperature)  and 

the  surface  heat  transfer were studied.  The  boundary  layer flow on  the  vertical 

surface  was  driven by orthogonal  forces, a vertical  buoyant  force  resulting  from 

density  variations  across  the  bourldary  layer  and a horizontal  inertia  force  resulting 

from a horizonl,al  free-stream  air flow. The  boundary layer that  developed  was 

three-dimensional  with flow angles  (with  respect  to  horizontal)  varying  from  zero  at 

the  fiee-stream  to as much  as 9O0 inside  the  boundary  layer.  The  maximum flow 

angle i n  the  boundary layer depended on the  ratio of the  buoyant  force  to  the  inertia 

force  and 011 the  lvcatiorl  on  the  test  surface. The  boundary layer flow was  initially 

laminar  at  the  leading  edgc  but  transitioned  to  turbulent flow downstream.  Both 

the  vertical  buoyant  force and the  horizontal  inertia  force  caused by the  free-stream 

f low,  affected  the  transition  to  turbulent flow and  the  convection  heat  transfer  from 

the  test  surface. 

‘The free-stream  air  velocity  ranged  from 0 to  6 m/s .  The  electric power 

dissipated  ranged  from 200 to 13,000 W / m 2 ,  resulting in average wall temperatures 

in the 40 to 600 C range. Convection  heat  transfer coefficients  were  measured a t  

105 locations on the  test  surface. The boundary layer  profiles of the  mean  velocity, 

ternpcrature,  and flow angle  wcrc  measured a t  as many  as 14 locations  on  the  test 

surface for a given test  condition. 

‘The heat  transfer  results  support  the  following  conclusions  for  mixed COnveC- 

tion  heat  transfer: 

1. ‘rhe  region  where  the  average  heat  transfer  coeficient  should be described 

as “rnisetl  convection” lies approximately  between G ~ H / R $ ,  values  of 0.7 

and 10.0. For conditions  outside  this  region,  the  averagc  convective  heat 

transfcr c a n  be  dctermirled  within S% by considering a single  rrlechanisrn 
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for heat  transfer,  forced  convection for G P H / R $  < 0.7 and free convection 

for ~ r H / ~ e t  > 10.0. 

2. The  average  convection  heat  transfer  coefficient  changed  smoothly  from 

forced  convection, to  mixed  convection,  to  free  convection as the  ratio of 

the  buoyant force to  the  inertia  force  increased. 

3. The  distribution of the  convection  heat  transfer coefficient on  the  test  sur- 

face  was  similar in form for test  conditions  which  had  the  same  overall ratio 

of buoyant  force  to  inertia  force,  in  spite of very  different  wall  temperatllres 

and  free-stream  velocities. 

4 .  The  distribution o f  the  convection  heat  transfer  coeficient in the  turbulent 

flow regions  rcsernbled  either  pure  forced  convection  (i.e., h ~ z - ~ * ~  ) Of 

pure  free  convect.ion  (i.e., a spatially  uniform h).  The  change from a 

forced-convec:tioll-like dependence  on z t o  a free-convection-like  uniform 

h occurred  over a very  short  distance.  (This  does  not  imply,  however,  that 

the  magnitude of the local heat  transfer  coefficient  was  the  same  as for 

either  pure forced or pure  free  convection  acting  alone.) 

5. When  there was ;L frecstrearn flow, results  show tha t  forced  convection 

daminatetl  the  heat  transfer in the  laminar  boundary  region at the  vertical 

leading  edge. T h e  dorninancc of forced  convection  was  the  result of the 

“principle o f  independence”  applying  near  the  vertical  leading  edge:  the flow 

a t  each  eltvatiorl  on  the  vertical  leading  edge  had  the  same  history  (except 

for very  near  the  lower,  upstream  corner),  and  therefore  no  gradients of 

velocity or temperature  existed in the  vertical  direction.  Since  no  gradients 

of temperature or velocity were present in the  vertical  direction,  the  energy 

equation  shows  that  the  heat  transfer will be independent of the effects of 

buoyancy  near  the  vertical  leading  edge. 

6a. ‘I‘he average  mixed  convection  heat  transfer  coefficient  can be predicted by 

the  following  relationship: 
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6b. 

7a. 

7b. 

term xfr are  estimates  obtained by considering a single mechanism of heat  

transfer,  either  forced  or  free  convection,  acting  alone. Any representative 

(and  accurate)  pure  forced  and  pure  free  convection  correlations  can be used 

for  this  purpose.  The  above  relationship  generally  predicts  the  measured 

average  convection  heat  transfer  coefficient to within *3%. This  relation- 

ship  applies for pure  forced  and  pure  free  convection  heat  transfer  also, 

since it approaches  the  results for pure  free  and  pure  forced  convection  in 

the  limit. 

When  estimates of local forced  and  free  convection  heat  transfer coefflcients 

are  used, a similar  expression  predicts  the  local  turbulent  mixed  convection 

heat  transfer coefflcients to  within & 10%. However,  the  distribution  of 

the  predicted  local  heat  transfer  coefficient  will  not  be  exactly  the  same  as 

that  measured in the  turbulent  region. 

The  transition  zone  on  the  test  surface  was  vertical  for all test  conditions; 

no  horizontal  transition  zone was found  except  for  pure  free  convection. 

Buoyancy  significantly  changed  the R e ,  at which  transition  took  place, 

moving  the  transition  zone to  lower R e ,  (i.e.,  earlier  on  the  test  surface). 

The  heat  transfer  results  showed  the  following  effects of variable  properties on 

heat  transfer: 

1. When all properties  were  evaluated at  the  free-stream  temperature,  the 

effects of variable  properties on pure  free  convection  heat  transfer  from a 

vertical  surface  were  correlated by 
-0.04 

Laminar f l o w  : N u ,  = aGr;/4(") 

Turbulent f l o w  : N u ,  = o.o98ci ; /3(  2) To3 
-0.14 

The  constant  a in the  laminar flow equation is 0.404 for a unifoim  heat 

flux  surface  and 0.356 for a uniform  temperature  surface.  The  correlations 

apply for air with T,  in the 40 to 600 C temperature  range. 

2. The  effects of variable  properties  on  pure  forced  convection  agreed  with  the 

effects  reported in Kays  and  Crawford 1241 for a boundary 1a,yer flow in a 

gas. 
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3. The  transition  results  (forced,  mixed,  and  free)  correlated  best  when  proper- 

ties  were  evaluated a t   t he  film temperature. 

4 .  T h e  value for G r ,  at which  transition  from  laminar  to  turbulent flow 

occurred  in  pure  free  convection  decreased as Tw/Tm increased. 

The  results from the  three-dimensional  mixed  convective  boundary  layer flow 

measurements  showed the  following  important  points  about  the  mixed  convection 

boundary  layer: 

1. From the wall out  to  the  location  where u/Um=0.71, the  three-dimensional 

mixed  convection  boundary layer h a d  a constant flow angle  (i.e.,  collateral 

flow). This  encompassed the inner 5-7% of the  boundary  layer  thickness 

and was observed for all test  conditions in the  turbulent flow regions. 

2 .  The  tangent of the flow angle of the  constant-angle  region  near the  wall 

was  related  to  thr  overall  test  conditions  and  to  the  location  on  the  surface 

by a simple  relationship: 

3 .  The  maximum  vertical velocity component  occurs  at v / V g  and u / U m  a p  

proximately equal to 0.71, the  outer  boundary of the  collateral flow region. 

4 .  There was  evidencc  that  some of the  vertical  momentum  which  was  added 

to  the  turbulent flow by the  vertical  buoyant  force  was  transferred  to  the 

horizontal  direction,  possihly hy turbulence. 

5 .  The  tangent of thc local flow ar;gle in the  outer region of the  turbulent 

mixed  convection  boundary  layer  varied  linearly  with  the  local  dimension- 

less temperature. 

6. The  velocity  profiles and the  temperature profiles  changed  smoothly  from 

forced-convec  tion-like  profiles  to  free-convection-like profiles as  the local 

ratio of the  buoyant  force  to  tho  inertia  force  increased. 

7. Ttxe Iarninar  three-climcnsional  mixed  convection  boundary layer showed  no 

constant-angle  region  sirnilar  to  the  turbulent  boundary  layer. 
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5.2 Pecomrnendationg 

The  following  are  recommendations  for  future  work in the  area of mixed 

convection. 

1. Apply flow visualization  techniques  to  the  mixed  convective  boundary  layer 

flow to  learn  more  about  the  structure of the  mixed  convective  boundary 

layer, in particular  the  structure of the  constant-angle  region. 

2. Add a pressure  gradient  in  the  free-stream flow direction  to  assess  the effects 

of a pressure  gradient.  on  the  [nixed  convection  heat  transfer  from a vertical, 

flat surface.  Pressure  gradients  occur  on a cylindrical-type  external  receiver. 

3. Add  free-stream  turbulence  to  assess  its  effects  on  mixed  convection  heat 

transfer. In  a real  solar  central  receiver  environment,  the  free-stream air 

flow will bc turbulent. 

4.  Study  quantitatively  the  turbulence  structure of the  boundary layer to  assist 

the  modeling or turbulence for mixed  convection flows. This  research  could 

be done  at  lower temperatures,  since  the  experiment  showed  similarity  in 

heat  transfer  and  boundary layer flow over the  entire  operating  domain. 
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Appendix A 

1'ROPERTY RELATIONSHIPS 

The  following  property  relationships  were  used in  the  data  reduction. (T is in 

degrees C in all the  following  relationships) 

(A-1) 

(T + 273.15)lm5 
( 7 '  + 383.55) 

p ( k y / m s )  = 1.458 X l o w 6  Ref. A. l  

cp(  J / k g C )  = 1004 .0 + 0.1 120( T' - 26.85)  Curve flt of (A-3) 
+ 1.099 X lO-'(T - 26.85)2 da ta  in Ref. A.2 

I' 
R(T + 273.15) 

p (  k g / n ? )  = - Ideal gas (A- 4 )  

i ( J / k g )  = Data  table  interpolation ( i  vs 2') Ref.  A.2 (A-5) 

Fiberfrax  Insulation 
Duraboard 

k ( W j m C )  = 0.0525 + 0.669 X 10-5T 

k( W / m C )  = 0.05118 - 1.3308 X 10-5T 

k( ' W / m C )  = 0.0253 + 3.026 X r 4 7 '  

+6.502 x iO-gT2 
Paper 

+ 1.3267 X 10--7'1'2 
Moldable 

-9.339 X 10-*T2 
c p ( J / k g C )  = 1130.0 

Curve  fit of (A-7) 
da t a  in Ref.  A.3 

1 

(A-8) 

Stainless  Steel 
r(olzm rn) = 7 1.1 X IO-' -/- 0.0830 X IO-*T Curve  fit of data  (A-9) 

--2m X 1 0 - l ' ~ ~  in Appendix C 

e - -- 0 . 7 5 1 ~ 1 0 0 . 0 r ( T  4- 273.15) See Appendix B (A-10) 
-O..396r(T + 273.15) + 0.02 

f f (  2) - - 1.866 x 1 O-"T - 20)  Curve  fit of (A-11) 
d a t a  in  Ref. A.4 
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Appendix B 

EMITTANCE  MEASUREMENTS FOR WIND  TUNNEL SURFACES 

Radiation  heat  transfer  accounted for 4 to  50% of the  heat  transfer  from  the 

test  surface  depending on the  test  conditions.  This  meant  accurate  knowledge of 

various  surface  emittances in  the  wind  tunnel  was  important.  Based  on  an  uncer- 

tainty  analysis,  the  most  important  emittance  was  the  emittance of the  stainless 

steel  test,  sllrface.  The  cnlitt,xnce of samples of the  stainless  steel  was  determined 

ns a function  of  the  te~npcrature of the  stainless  steel  and  oxidation  ievel  on  the 

st,;lirlIcsS steel  that,  developed  during  testing.  The  other  tunnel wall emittances  were 

o f  secondary  importance, since the  tunnel wall was  water-cooled  to  ambient  tem- 

pcrature. T h e  ernittarlccs o f  the  other  tunnel wall  surfaces  were  measured at room 

temperalure  only. 

Samples of 30.1 stainless  steel  shimstock in various  states,  virgin,  mildly  oxi- 

dized,  and  the  most  oxidized  condition  that  occurred,  were  sent  to  the TRW 

‘I’hermophysics  Laboratory  to  have  the  surface  emittance  measured. T h e   T R W  

Paraboloid  Refiectorncter (€3.11 was used to  measure  spectral  reflectance in the 

infrared  region  from 2.0 to 25.0 microns.  The  Paraboloid  Reflectometer is based 

on  the  “reciprocal”  method of reflectance  measurement;  i.e.,  the  specimen is hemi- 

spherically  irradiated  with  infrared  energy,  and  that  portion of t,he energy  which is 

reflected a t  a near-normal nrlgle (e g o  from  specimen  normal) is analyzed by the 

spectrophotometer  portion of the instrument.  The  instrument, is calibrated at each 

wavelength band using a gold-plated  reference  specimen of known  reflectance. 

The  spectral  rcflcctxnce of the  specimens  were  initially  measured  at  room 

temperature,  then  at  steady  state  temperatures of 550 K and 850 K. A small 

resistance  heater  was usecl to  heat  the  samples. 

Thc  infrared reflectf:lnce clatn was  integrated  over  the  appropriate I’lar)ckian 

black  body  emission  sl)cclra Im yield  an  “average”  reflectance  value.  This  reflectance 

value  when  subtractecl  from rlrlity yields the  normal  emittance of the  specimen. 

f-Iemispheric;ll  crnittancc  was  caIcula.td  from  normal  emittance  values  using  the 

theoretically and empirically  derived  correlation  between  hemispherical  and  normal 

crnissivity shown  i n  R c f .  13.2. 

Floorn tempcrature  mcasurcmcnts of the  test  surface  samples  were ; h o  made 

t)y ‘I’HW with a G k r  Durlkle DE3100 Infrared  Fteflcctometer [B.3]. These same 



measurenlerlts  along  with  measurements of the  emissivity  of  the  other  tunnel wall 

materials were made  with a second  Gier  Dunkle DBlOO Infrared  Reflectometer  in 

the  tunnel.   The DB100’s measured  normal,  total  emittances.  The  total,  hemispher- 
ical  emittances  were  determined  from  the  total,  normal  emittances  as  described  in 

the  previous  paragraph. 

T h e  detailed  normal,  spectral  reflectance  measurements of the  stainless  steel 

samples are presented in Ref. H.4 as received  from ‘I‘RW (B.51. The results for the 

virgin  samples are very similar to the  results for polished 303 stainless  steel  samples 

preserlted in  Hcfs. B.6 and R.7. Table E-1 is a summary of the  total,  hemispherical 

emittances  of  the  stainless  steel  samples  and  the  tunnel wall surfaces. The  values  are 

accurate  to k f l . 01  cmittancc  units.  The  average  tunnel wall total,  hemispherical 

elnittance  determined b y  averaging  the  wood wall, aluminllm floor, and  steel  test 

scct,ion  values is 0.8 &O. 1. This is thc  value used  for the background  emissivity in  

the  radiation  correction in  the  calculation of convection  heat  transfer. 

For the  stainless steel measurements,  the  initial  measurement at room tem- 

perature of Sample 1 of t.he virgin  rna.teria1 may  contain a significant,  undeter- 

mined  experirnerltal e r r o r ,  or the  specimen  may  have  acted  atypically  on  the  initial 

r~~ewuremen t .   A t  least  this  seems  probable,  since  the  specimen’s  room  temperature 

cmittance was out  of line w i t h  all othcr measured  emittance  values  and also those 

reported i n  Fiefs. B.6 and B.7. This  possible  explanation  was  reinforced by the 

second  room  temperature  ~neasurernent of the  virgin  material.  It  was  in  line  with 

other values, as shown in  Table 13-1. 

The  stainless  steel total, hemispherical  emissivity  measurements  are  plotted 

versus temperature in  Fig. B-1. ‘They are  compared  to the theoretical  emissivity- 

temlxrature  relationship.  the dashed line, for pure  metals given  in Ref .  0.8. The 

figure  shows  that  the mildly  oxidized  and  the  virgin  samples  of  material  have  the 

same  ernittarlce  within  the  uncertainty of the  data  and  these  emittances  are  about 

0.02 emittance  units  above  the  pure  metal  curve  given by the  dashed line. The  most 

heavily  oxidized  sample  has a significantly  higher  emissivity a t  higher  temperatures. 

The  Ileaviest, oxidatiorl  occurred  on t h e  last  few  nights of testing  mainly in 

the boundary layer zone  just  before  the  transition  zone,  where  the  heavily  oxidized 

sample was taken  frorn.  During t,lle last few nights, the test  surface was maintained 

atj the pcak average torr1~)craturc Icvc!l  of 560 C for at  least 30 hours of tcsting. ?’\IC 

region just  before  transition  a1)proached 630 C. These  high  temperatures  for  long 
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periods of time  caused  the  heaviest  oxidation of the  test  surface. The oxidation was 
uniform  in  that  hot  zone  and  speckled,  but  uniformly  distributed,  over  the  rest of 

the  surface. 

The  values  used  for  surface  emissivity  in  the data reduction  were  calculated 

from  the  pure  metal  theory  with  the  addition of 0.02  ;\nits of emittance  or: 

c = 0.751 dlOO.Or(T + 273.15) - 0.396r(T + 273.15) + 0.02 (B-1) 

This  was  used for all tests  except for the  test  conducted on the  last  night. For this 

test at 560 C (ID 648), an  average of the  most heavily  oxidized and  mildly  oxidized 

emittances was  used  since about 50% of the  surface  was in each  state.  The  value 

used  for  the  total,  hernisphcrical  emittance  was 0.25 for that  one  case. 
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TABLE B-1. Normal,  Total  and  Hemispherical, Total Emissivities of the 
Various  Wind  Tunnei  Surfaces 

Description 
of Material: 

SS304 
(Highest 
oxidation) 

SS304 
(Mild 
oxidation) 

SS304 
(Re-run of mildly 
oxidized  sample  alter 
high temperature r u n )  

SS304 
(Sample 1 of 
v i r g i n  material) 

SS304 
(Sample 2 of 
virgin  material) 

Pzinted 
Aluminum  Floor 

S k e l  Test  Section 
Walls 
(Oxidized  and Rough) 

Wood Tunne l  Walls - 

~~ 

300 
5 90 
850 

3 00 
5 90 
850 

300 

300 
5 90 
850 

300 

Ambient 

Ambient 

A 111 bien t 

~ ~~ 

Paraboloid-- 
Reflectometer T 
T R W  

En 

0.12 
0.18 
0.27 

0.11 
0.14 
0.18 

0.11 

0.15 
0.15 
0.19 

0.10 

- 

- 

-. 
- 
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T R W  
ch 

0.14 
0.21 
0.29 

0.13 
0.17 
0.21 

0.13 

0.18 
0.18 
0.22 

0.12 

- 

_. 

- 

Gier 
Dunkle DBlOO 
Sandia 

cn 

0.10 
- 
- 

0.09 
- 
- 

- 

0.09 
- 
- 

- 

0.86 

0.73 

0.90 

T R W  
ch 

Sandia 
ch 

0.12 
- 
- 

0.11 
- 
- 

- 

0.11 
- 
- 

- 

0.81 

0.72 

0.86 
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Appendix C 

SURFACE HEAT FLUX MEASUREMENT DETAILS 

A primary  measurement  needed  to  determine  the  local  heat  transfer  coefflcient 

a t  a given  point  was  the  electric  power  dissipated  per  unit  area  by  the  stainless 

steel at  that  point.  The  electric  power  dissipated  per  unit  area at a given  point 

was  affected by several  factors:  voltage,  current,  surface  area,  temperature,  and 

non-uniformities in the  stainless  steel  thickness. Of the  last  two  factors,  surface 

thickness  variations  were  found  not  to be a problem.  Thickness  variations  were 

measured  to  be less than &l%. The  thickness  variations  were  not  random  either. 

One  side of the  strips,  across  the  width of the  strip,  was  about 2% thinner  than 

the  other  side.  The  nominal  thickness  of  the  heating  strips  was 0.127 mm. The 

temperature  did,  however, affect the  local power release by causing  variations  in 

the  resistivity  along a heating  strip  as  thc  temperature  along a strip  varied  and by 

causing  thermal  expansion of the  heating  strips. 

Since  surface  thickness  variations  are  not  important  the  electric power  dis- 

sipated  per  unit  area is given by: 

The  terms E and I are  the  measured RMS voltage  drop  and  current  for a given 

strip.  The  term A is the  surface  area  between  voltage  leads  on a strip  when  cold, 

including  t,he  folded  under  edges.  The  term Ac is a temperature  related  correction 

to  the  surface  area,  which  accounts for thermal  expansion of the  strip  whell  heated. 

The  term Rc accounts for the  variation in the  electric power  dissipated  along a 

s t r ip  due t o  temperature  variation  (i.e.,  resistivity  variation).  It  corrects  the  average 

power  dissipated  from a strip, E I A , / A ,  giving  the  local power dissipated at  a given 

point  on a strip. 

The  area  term A is simply  the  width  times  the  length of the  heating  strip 

between  the  voltage  measuring  leads ( - 3 . 0 ~ ~ ) .  The  term Ac is given by 

The  temperature ?; in Eqn. (C-2) is the  average  strip  temperature,  and  the  tem- 

perature Tcold is a reference  temperature for the  thermal  expansion  data, 20 C. 
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The  term a is equal  to 1.866 X lov5. The  values of a and Tcold are  taken from 

Appendix A, Eqn. (A-11). 

The  resistance  correction  term is given by: 

Rc = 1 + r"-'[b(T - T ' )  + c(T2 - p2)1 IC-3) 

The  t.emperature T' is the  temperature  which gives the  average  strip  resistivity.  The 

term r' is the  average  strip  resistivity for a given strip  determined from the  atrip 

voltage,  current,  average  temperature,  and  area  measurements.  The  temperature T 
is the local temperature  at  the  point  where, qrle(z ,  y) is being  calculated.  Equation 

(C-3) is derived  from a Taylor  series  expansion of Eqn.  (A-9)  about  the  average  strip 

resistivity, r'. 'The term K c  is defined so that  the  average  value of R, for a strip is 

1.0. The  values of 6 and c are 0.0830 X lo-' and  -21.53 X respectively 

Ifrnrn \ -  Vqn. (A-9)) .  

The corrections A ,  and R, range  up  to 1% and 3% of the  average  electric 

power  dissipated  on a strip,  respectively,  at  the  peak  surface  temperature of 580 C. 

Besides  the  thickness  measurements,  the  uniformity of power dissipated by a 

30 crn long by 14.42 crn wide sample  of  stainless  steel 304 was  measured  at low 

temperature. At low temperature  thermal  expansion  and  resistivity  variations  due 

to  temperature  variations were  small  and  only  thickness  variations  were  important. 

The  sample of the  heat,ing  strip  material  was  sandwiched  between  two  postage 

s tamp size heat flux gauges.  The  heat flux gauges  could  be  moved  around  the 

sample  to  measure  the  uniformity of energy  released by the  sample.  The  standard 

deviation of the  measured  length-wise  and  width-wise  variation  in  heat  release  were 

0.5% and 0.976, respectively, wit11 no  detectable  trends in either  direction. 

As a check  on the strip  voltage  and  current  measurements,  the  resistivity of 

the  stainless  steel was determineci  from  the  strip  dimensions  and  strip  voltage  and 

current  measurements  made  during  various  heat  transfer  tests.  The  resistivity  as 

3 function of temperature based on these  calculations is plotted in Fig. C-1. ~ 1 ~ 0  

3kl"wii are measGreixe2tj for ~tai~~leYY bieei SO3 arid 2O.i irorrl 8 e i .  C . i  and  resistivity 

measurements  made by this  author on a 30 c m  long by 0.3 cm wide  sample  of  the 

stainless  steel  heating  strip  material  placed in an  oven.  The  resistivity  for  the 30 cm 
t>y 0.3 c n ~  .sample  was  determined f:om a direct  measurement  of  resistance as 3 

function  of  tempcrature.  The  agreement  between  the  resistivity  measurements for 

the  small  sample of stainless  steel  304  and those determined  from  the  strips  during 
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the  heat  transfer  tests is within 1%. Both  measurements  are  about 1-2% above 

the  resistivity for stainless  steel 304 reported  in  the  literature,  but  below  those  for 

stainless  steel 303 [Cel l .  The  figure  gives an  independent  check  on,  and  verification 

of, the  voltage  and  current  measurements  made  on  each  heating  strip. 

Feferences 
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Fig, C-1 Rcsistivity of the  Stzinless  Steel 304 Heating  Strips  versus  Temperature. 

173 



Appendix D 
LOWER LEADING EDGE OF THE TEST SURFACE 

The  lower leading  edge  of  the test  surface  was  described  in  Section 2.2 and is 

visible in Figs. 2-3 and 2-5. It  consists of 6 crn of unheated  insulation  which  forms 

a smooth  extension  of  the  heated  surface.  At  the  bottom  edge of the  insulation is 

step. T h e  step  height is equal  to t h e  amount  the  test  surface  protrudes  into  the 

test  section,  about 3 cm. Extending  out of the  unheated 6 cm of insulation  are four 

support  struts for the  traverse. 

T h e  exact  nature of the  boundary layer starting  condition on the lower leading 

edge  could not be interpreted f r o m  the  results of the  experiment. It is complicated 

by the presence of the  struts  and  the  smooth  unheated  extension of the  test  surface. 

To alleviate  problems wi th  regard t o  starting  conditions for numerical  modeling of 

th i s  n ~ i s e d  convection problem being  conducted at  Stanford  University,  boundary 

layer profiles  were  taker1 along Otic lower edge to  supply  starting  conditions. 

The  extent  of any possible s t ru t  efrects and  other effects of the lower leading 

edge starting  condition on the flow and interpretation of results for regions  away 

from  the lower leading  edge  can be shown  to be small. Smoke visualization  showed 

some o f  t,he efrect.s of t.he s t ruts  on the  free-stream flow. Smoke  was  introduced 

into  the flow ahcad of the first strut.  The  smoke  was  visible in the  free-stream  in 

a cone  shaped  region  extending from the  flrst  strut to the  top,   downjtream  end  of 

t.he first  heating  strip. T h e  cone  shaped  region  was  caused by the  turbulent  wake 

o f  t h e  struts.   This smokc flow visualization  indicated  that  the  effect of the  s t ruts  

on the  frecstrearn llow is lirnit.ed to a region  over the first  heating  strip. 

Heat Lransfcr rcs111ts w h i c h  indicate  the  r..Jssibie  extent of effects  of  the lower 

leading edge st;lrting  co1dition itre shown i n  Fig. D-I.  Figure D-1 shows  the  strip 

average  convectiotl  heat  transfer  coefficients  for  the 21 heating  strips  plotted  versus 

the  vertical  location of the  strip  centerline.  The  heat  transfer  coefficient  has beer1 

normalized by the  overall  average  for thc 2 1  heating  strips.  The  figure  shows that for 

thc forced  convoction  tiorninatcd  flow, Gr,,/Ref=0.2,  the  convection  heat  transfer 

o r 1  the  bottorn  stri[),  the Iowcr 5% of the  test  surface, is 30% higher  than  the  rest. 

The  .second heating  strip r ~ p  from  tho  bottorn also shows  slightly  higher  convection 

heat  t.ransfer. ‘I’hc incrcascd  convection heat transfer  on t,he  second strip is largely 

on  the  downstream  end of that strip. 
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When G r H / R $  is increased  to  approximately 3.0 or 4.0, the  middle of the 

average  mixed  Convection  heat  transfer  region,  the  region of high  heat  transfer on 

the  bottom. of the  test  surface  extends  one  strip  further  up  the  test  surface,  covering 

the lowey 10% of the  test  surface.  The  heat  transfer  on  the  bottom  strip is 40% 

above  the  rest of the  surface for these  conditions.  At a G r H / R e t  w 10.0, dominant 

free  convection,  the  region of high  heat  transfer  relative to the  rest of the  surface 

occurs  only  on  the Arst strip,  the lower 5% of the  surface,  and  the  peak  heat  transfer 

on  that   s t r ip  is  only 10% above  the  rest of the  surface.  The  pure  free  convection 

case, GrH/Rr$, = 00, shows  no  region of convection  heat  transfer on the  bot tom 

of  the  test  surface  similar to tha t  seen  in  Fig. D-1. TI:e  convection  heat  transfer 

has  normal  laminar,  transitional,  and  turbulent  free  convection  regions. 

Figure D-1 shows  the etrect.3 of the lower leading  starting  condition  are  small. 

Rased  on the  smoke  visualization  and  heat  transfer  results,  the  region  affected 

is a cone  shaped  region  extending  from  near  the  upstream lower corner  to  the 

downstream  end of the  second  or  third  heating  strip  up  from  the  bottom of the  test 

surface.  Both  the size of the region  affected and  the  magnitude of the effect fade 

when G r / j / R e i  increases  above 4 .  

The  small  effect of the lower leading  edge  starting  condition  for G r H / R e i  

less than  3 to 4 can be shown  from  the  boundary  layer  measurements  also.  They 

show tha t   no  significant amount  of boundary  layer flow from  the lower leading 

edge  reaches  more  than 2 strips  up on the  test  surface.  This  was  confirmed in  
photographs of the  hot  surface,  when  glowing  red.  The  streaks  on  the  surface, 

streamlines of the  constant  angle region  (see  Section 4.2.3), showed  very  little flow 

from  down  stream of the flrst s t ru t  was carried  more  than  two  heating  strips  up  on 

the  test  surface.  The  constant  angle region has  the  greatest  vertical rise  of  any flow 

in the  boundary  layer. 

The  s ta tement   that   the  influence  of  the lower leading  edge  starting  condition 

declines  rapidly  in  the  vertical  direction for high G r H / R $ ,  was  obtained by  corn- 

paring  the  convection  heat  transfer  results  for  high G r ~ / R e t  to  pure  free  convec- 

tion  heat  transfer  results.  The pure free  convection  heat  transfer  results  show  fully 

turbulecc  free  convection  heat  transfer  (i-e.,  uniform h )  by the  third  heating  strip 

up for  cases  above 220 C. For  cases  with G r H / R e ;  > 10, all of which  are  above 

200 C, the  convection  heat  transfer  looks like ful ly  turbulent  free  convection by 

the  second  heat  strip  up.  The  difference  between  pure  free  convection  and  high 
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C;rH/Ref cases is that  pure  free  convection  has  laminar  and  transitional flow on 

the  flrst  two  heating  strips  (and  no  forced  convection on the  vertical  edge). 

W h a t  is happening  on  the lower leading  edge may just   be   the  nature  of the  flow 

in that  region or s t ru t  etrects or a combination of both.  The  most likely explanation 

is a combination of events. The  nature of the  flow results in a thinner  boundary 

layer  along the lower leading  edge  (the effect of buoyancy).  The  thinner  boundary 

layer  coupled  with  the  turbulent  wake of the  struts,  which  may  trip  the  boundary 

layer, or a t  Icast  make  it more turbulent,  causes  higher  heat  transfer.  The effects 

fade at high Gr-f!/Re:, because  the flow is driven  more by forces  internal  to  the 

b o ~ ~ n d a r y  layer,  as opposd  to  the  free-stream flow. 

This appcntlis does n o t  explain why the  convection  heat  transfer is high  along 

the lower leading edge rclativc to the  test of the  test  surface.  The  results  presented 

do  show that  the region where  the flow and  heat  transfer  appear  different  than  most 

of  the  rest of test,  surface is approximately  the lower 10% of the  test  surface,  from 

the  flrut  strut  to  the  dowrlstrearn  cnd of the  test  surface.  The  higher  heat  transfer 

in  the affected  region for a given test  has less than a 2% effect on the  average  heat 

transfer. 

In  addition to lowcr leading  edge  effects,  Fig. D-1 shows  that  the  struts on the 

top  edge  have  little  effect  on the convection  heat  transfer.  The  average  convection 

heat  transfer is slightly  higher 011  the  top  heating  strip for low GrH/Re t ,  but  this 

is caused by earlier  transition  to  turbulence  as  shown  by  the  detailed  heat  transfer 

results.  The  individual  regions of turbulent  and  laminar  heat  transfer  on  the  top 

strip  colnpare well with  baseline  correlations for turbulent  and  laminar tlow. The  

efrects of the top struts on the  heat  transfer  the  top  heating  strip  disappear  for 

higher Gr,{/Rei .  
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Fig. D-1 Vertical  Variation of the  Heat Transfer  Coefflcient  on  the  Test  Surface for 
G r H / R e i  -0.2, 3.0, 10.0: 00. 
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Appendix E 
HEA‘I’ ‘I’HANSb’b~R DATA AND  DATA  REDUCTION  CODES, 

“TEST”  AND  “REDUCE” 

This  appendix  presents  both  the  heat  transfer  results  and  the  computer  codes, 

“TEST”  and “REDUCE”, used to  reduce  the  raw  heat  transfer  data.  Figure El 

shows  the  locations  where  heat  transfer  data  were  taken in a T,, U ,  operating 

domain.  Data were taken  along  lines of nominally  constant T,, nominally  constant 

U,, or nominally  constallt GrF,/R$,. The  numbers  near  each  point in Fig. E.1 are 

the ! I )  numbers o f  the  tests  conducted at  that  operating  point.  Table E-1 at the 

cnti o f  t.his appendix prcscrlts  the  average  test  conditions  and  heat  transfer  results 

for a i 6  of the test.s r u n .  The  detailed  heat  transfer  test  conditions  and  results  are 

presented fo r  ea.ch test, on the rnicrofichc  included  with  this  appendix.  The  order 

of the   da ta  sets on ttlc microfiche is the  same  as in Table E-1. Two  pages of d a t a  

are  presented on the microfiche for each  test  condition.  The  first  page  contains  the 

T,, h, q c o , L v ,  and tile  rlorrrlalized heat  transfer coefficient for each of the 105 surface 

temperature  measurement  locations.  The  normalized  heat  transfer coefficient is the 

local value tiividcd by the  average  value for that  test,  times 100. The  normalized 

heat.  transfer  cocflicient n ~ o r e  clearly  shows  the  variation of the  convection  heat 

transfer  cocflicient over ttlc  t,cst  surface for each  test  condition.  These  four  items  are 

each  presented in  a box which  represents a schematic of the  surface.  The  location 

o f  a number in the hox is the  relative  location  on  the  test  surface  where  that  value 

f o r  the  pararrletcr givcrl on tal) of the  box  was  measured.  The  buoyant  force i u  in 

the upward direction arid the forced !low is left to  right for each  box.  Page  two 

contains  thc Nu., Nuy, f ? e A , s ,  anti t,he St. based  on U,. They  are  presented  in 

the  sarnc hox forrnat. I3ol.h pagt:s have the  same  information in the  page  heading. 

‘rhc  information i n  t h e  !lc:ttiing al~ove  the boxes  and  on  the  left  side  of  the 

boxes on each  page arc’ thc  following: 

2.  Win(! tr~nnol corlclitiorls: I J Q ;  ‘/;X,; inlet  air  stratification;  barometric  pressure; 
svcragc  wind trlrlrlcl w;rll torni)erature (non-tcst  surface  walls) 
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3. Test  surface  cocditions:  average Tu,; average qconv;  stainless  steel c; a m p s  
through  the  three  sets  heating  strips (7 strips in each  set  which  are  connected 
in series);  and tota.1 flow through  vertical  leading  edge  suction  slot 

4.  Misc. temperatures: air temperature in exhaust  duct for air removed  along 
t ap  of test  surface;  air  temperature for air  removed at  vertical  leading  edge 
suction  slot;  maximum  temperature  difference  across  the  thermocouple  zone 
box;  inlet air temperature at thc LOP of the  tunnel  inlet;  inlet  air  temperature 
a t   the   bot tom of the  tunnel  inlet;  reference  bath  temperature 

5. Misc. temperatures:  four  temperatures  measured by stratification  probe  at  the 
elevations  given - Environn~cntal  wind  conditions:  wind  speed; RMS variation 
o f  the  wind;  wind  direction (0' is  approximately  North) 

6.-8. Average h; characteristic  length, L H ,  used in average Nu; ratio of the  average 
Tu, and Too (absolute  temperatures); R e L ;  G ~ H ;  G r H / R $ ;  average N u  
bwed on L W ;  percent of the  total  electric power dissipated  lost by radiation 
from  the  front of the  test  surface;  percent of the  total  electric  power  dissipated 
lost by conduction  thror~gh  the  insulation  on  the  back of the  test  surface; 
estimate of the  percent of the  total  electric power dissipated  being  stored  in 
the  insulation 

Line Bclow Bsxes 

1. R e z  divided by 1000 for column of da t a  above  it 

ColunlIls on Left  Side of Boxes 

Column  Number 

1. Gr, for the  center of each  heating  strip  (Example 145 09=115x 10') 

2.  Voltage drop  across  each  heating  strip 

3. Electric  power  dissipated by each  strip p e r  unit  area 

Column  Between  Boxes 

1. Strip  Number 

The  following  are  some  important  points  about  the  heat  transfer  data: 

1.  All properties  are  evaluated a t   t he  Too. 

2 .  The  stral,ification  probe  temperature  at y=412 cm is zcro because  the  therm- 
ocouple failed. 

3. T t l c  loa(1ing cdgc srlclio11 r:ite is zero i n  cases  whcrc  the  suction  ratt was set 
b:tsed on suctiorl  fan f i l 'M o r  1)ure  free  convection  cases  where  it  actually 
was zero. 



4. The  reference hat11 tcrrlperature is approximately 100 C for tests  where it was 
placed i l l  a boiling  water  bath,  otherwise it was  not  used.  The  reference  bath 
thermocouple  was  used  to  check  the  thermocouple  data  acquisition  system 
periodically. 

5. Tests  with ID’S 456 and 604 have a vertical  boundary  trip  wire at z=0.65 m 
which  caused  the flow to become  turbulent  at  that  location. 

6.  Tests  with I D ’ S  553, 548, 543,  and  566  have a vertical  boundary trip wire at 
2=0.229 n l  which  caused  the flow to  become  turbulent  at  that  location. 

7.  l ‘ h e  test  with I D  400, a forced  convection  baseline,  has  leading  suction  only 
over heating  strips  11-21,  the  top 11 strips.  Only  data  from  these strip.. are 
used for I D  400. 

8. The  test w i t h  I D  585 has a transient  correction  made  in  the  heat  transfer 
cocfticient  calculation  to  account for energy  storage i n  the  insulation.  The 
size of t h c  correction i t 1  the  energy  balance is about 5% of the  electric power 
diss ipatd  and is given i n  the  heading  on  that  data  set.  This was done  because 
thc  test was not ycal a t  a fully steady  state  condition  when it had  to be stopped 
for  safety  reasons. 

9. Thc  tests  with ID’S  390  and 406 are  the  free  convection  baseline  heal  transfer 
tests. 

10. ‘I’hc Cests with I C ’ s  376, 301, 382, 346, 400, and  553  are  the  forced  convection 
baseline  heat  trarlsfer  tests. 

11. The  test  with I D  6.18 has a slightly  higher  emissivity  used  in the   da t a  
reduction ( w e  Appendix H ) .  

12.  2’he z-coordinates i n  m e t e r s  for columns of da t a  1 thru  10  are:  0.229,  0.510, 
0.792, 1.073, 1.355, 1.673, 1.918, 2.200,  2.481,  and  2.763,  respectively. 

13. Thc  y-coordinates i n  rneters  heating  strip  centerlines  are: 0.072, 0,216,  0.361, 
0.505, 0.649, 0.793, 0.938, 1.082, 1.326, 1.371, 1.515, 1.659, 1.803, 1.948, 
2.092,  2.236, 2.380, 2 . 5 2 5 ,  2.669, 2.813, and  2.958,  respectively. 



HEAT TRANSFER DATA 

0 1 2 3 4 5 6 

Fig. El 1,ocations of the Ifeat  Transfer Data. Sets in  a Free-stream  Velocity-Wall 
‘I’crrlpcralure  Opcratirlg  Domain. 
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Table E 1  
Heat 'I'ransfer TcsL Conditions  and Average Heat  Trsrlsfer  Results 

390 0.0 60. 1.15 180. 
355 1.3 62. 1.14 216. 
309 1.9 58. 1.12 215. 
376 2.0 46. 1.08 130. 
304 2.2 54. 1.12 233. 
301 3.8 60. 1.14 397. 
456' 4.2 36. 1.06 218. 
382 4 .1  45. 1.08 239. 
604' 4 .4  50. 1.12 44 1 .  
400 6.2 60. 1.13 6.l(i. 
5 5 3 ?  6.1 50. 1.13 581. 
406 0.0 128. 1.39 688. 
581 0.0 222. 1.72 161G. 
346 1.5 224.  1.71 1.591. 
350 2.5 231. 1 . 6 9  1740. 
6 5 4  2:l 220. 1.68 171 2. 
657 3.0 231.  1.70 1943. 
6 1  1 4.4 223. 1.7 1 2481.  
5 ~ 1 8 ~  6.1 239. 1.77 3214. 
572 6.1 23.;. 1.75 33.10. 
595 0.0 319. 2..14 2733. 
531 1.4 350.  2.17 2871. 
364 1.8 344. 2.00 2583. 
512 2 .4  354. 2.18 306t;. 
367 3.4 35.3. 2.11 3 1 1 1 .  
537 3.4 356. 2.19 3453. 
502 4 . 3  360. 2.20 ?,888. 
620 4.4 3.39. 2.09 ,3789. 
5*132 6 . 2  360. 2.20 4 9 1 0 .  
643 0.0 424.  2.37 3539. 
642 1.4 417. 2.40 3648. 
6*31 2.4 412. 2.37 378%. 
626 3.5 416. 2.38 4176. 
645 4.7 423. 2.37 4845. 
560 0.0 477. 2.58 4078. 
486 1.4 477. 2.61 4006, 
475 2.3 473. 2.59 4 153.  
430 4.0 507. 2.68 5105. 
469 4.1 491. 2.65 5145. 
56G2 6.2 487. 2.65 6134. 
585 0.0 520. 2.74 4330. 
589 1.5 S34. 2.81 4757. 
493 1.4 557. 2.89 4840. 
516 2.5 588. 3.00 5343. 
479 4 . 4  567. 2.90 6047. 
648 1.3 556. 2.87 5616. 

h 
(Wlm'C) 

4.3 
5.4 
5.8 
5.3 
6.5 
9.6 

12.1 
10.7 
12.8 
15.5 
16.0 
6.1 
7.8 
7.7 
8.5 
8.5 
9.4 

12.0 
14.5 
15.6 
8.3 
8.5 
8.3 
9.0 
9.4 

10.1 
11.3 
11.8 
14.2 
8.8 
9.1 
9.5 

10.5 
12.1 
8.9 
8.7 
0.1 

10.4 
10.8 
13.0 
8.6 
9.2 
8.9 
9.3 

11.0 
10.4 

3.03 0.00 
2.96 0.25 
2.96 0.36 
2.95 0.39 
2.96 0.44 
2.05 0.75 
2.95 0.34 
2.05 0.79 
2.9s 0.89 
2.95 1.21 
2.05 1.24 
3.03 0.00 
3.03 0.00 
3.01 0.30 
2.97 0.47 
2.97 0.47 
2.96 0.58 
2.96 0.87 
2.95 1.22 
2.95 1.23 
3.03 0.00 
3.02 0.28 
3.01 0.35 
2.99 0.48 
2.97 0.64 
2.97 0.68 
2.96 0.84 
2.96 0.86 
2.96 1.25 
3.03 0.00 
3.02 0.29 
3.00 0.49 
2.97 0.69 
2.96 0.91 
3.03 0.00 
3.03 0.28 
3.01 0.47 
2.97 0.79 
2.97 0.83 
2.96 1.25 
3.03 0.00 
3.03 0.30 
3.03 0.27 
3.01 0.50 
2.97 0.87 
2.97 0.87 

I Vertical  boundary laycr Lrip wire  at z=0.65 m. 
Vertical bourlclary  laycr L r i p  w i re  at, x=0.229 m. 2 
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0.17 
0.16 
0.14 
0.10 
0.14 
0.14 
n. 07' 
0. Oh 
0.14 
0.16 
0.15 
0.49 
0.89 
0.86 
0.74 
0.80 
0.77 
0.85 
0.92 
0.89 
1.30 
1.54 
1.30 
1. 50 
1.23 
1.50 
1.40 
1.27 
1.47 
1.42 
1.80 
1.73 
1.69 
l.57 
1.78 
1.93 
2.01 
2.01 
2.07 
2.02 
1.86 
2.30 
2.28 
2.56 
2.32 
2.32 

00 
2.49 
1.10 
0.64 
0.72 
0.26 
0.10 
0.12 
0.18 
0.11 
0.10 
00 
00 

9.61 
3.32 
3..50 
2.27 
1.12 
0.62 
0.59 

19.82 
10.87 
6.40 
2.95 
3.25 
1.07 
1.71 
0.93 

2 1.73 
7.36 
3.53 
1.89 

25.04 
9.17 
3.20 
3.04 
1.29 
00 

25.90 
30.23 
10.21 
3.07 
3.06 

co 

00 

00 

504. 
615. 
668. 
602. 
749. 

1101. 
1397. 
1219. 
1492. 
1797. 
1876. 
728. 
934 * 
910. 
065. 
087. 

1068. 
1396. 
1679. 
1807. 
979. 

102 1. 
931. 

1070. 
1076. 
1189. 
1318. 
1366. 
1658. 
1030. 
1084. 
1137. 
1210. 
1383. 
1053. 
1036. 
1075. 
1214. 
1267. 
1517. 
1026. 
1094. 
1068. 
1110. 
1282. 
1216. 



This  appendix  presents  both  the  boundary  layer  results apd the  computer  code, 

“BLTEST”,  that   was used to  reduce  the  raw  boundary layer data.  The  property 

routines  used by “BLTEST”  are  the  same as those in Appendix E. 
The  locations  where  boundary  layer  data  were  taken  in a ‘I”,, Urn operating 

domain  are  shown in Fig. F-1. Each  point  represents  several  boundary  layer proflles 

(as indicated in the Rgure) t,aken a t  various 2: and y locations on the  test  surface  at 

the given T,”, U ,  test  condition.  The  number  near  each  point i n  Fig. F-1 is the IU 
nurnbcr for the  companion  hcnt  transfer  data  set  taken  along w i t h  the  boundary 

layer da t a  seta at. that  test  condition.  The  companion  heat  transfer  data  set is in 

Al)per~ciix E .  

rl’al>le P’-l presents  idcntilication  information,  the  test  conditions,  and 61 for 

each  set o f  da1.a  (velocity, How angle,  and  temperature  profiles)  taken  at a given 

x and y location o n  the  test  surface.  The  detailed  boundary layer  results  and  test 

condibiorls arc  presentkd To: e a c h  set of da t a   a t  a given z and y location  on  the 

rl~icrufictle incluclctf w i t , h  this : ~ ~ p p t ~ ~ ~ d i x .   T h e  order of the  data  sets  on  the  microfiche 

is the  same  as in ‘[’able 1;- 1 .  The data  sets  are  broken  into  groups of data   taken at 

each 7;,,, Ll,,, test.  condit,ion.  ‘l’he g o u p s  are  presented  in  order of increasing Tw.  

The individual  data  sets  at a given T,, Lrw are presentect first in order of increasing 

y and  second in order of increasing 2:. 

On the  microfiche,  one  page of information i: presented for each I D  given  in 

Table F-1, a total of 104 data  sets.  The  information is divided  into  three  groups 

for  each  set of d a h .  The  lirst group contains  the  test  condit.ions  and  identiAcaciorl 

information. ‘These arc ( i n  the  order  presented on  each  page  on  the  microfiche): 

the  companion  hcat  transfer tile name  and I D ;  the ID* of the  data   set ;   the  z and 

y location of the  data  set  (generally over a surface  thermocouple  location gi\.en  in 

Fig. 2-1 I ); the  number of points i l l  the  data  set  temperature,  velocity,  and flow 

angle profiles; the  test  surface C ‘ r ~ l R e f , ;  Re,; Gry;  whether  the flow was  laminar, 

transitional,  or  turbulent;  the  barorrletric  pressure;  the  tunnel-Q; Urn, Boo, and Too 

at   the  z and y location of the profile; the  mean  value of Tu, - T,;  T,,, at the  x 
and y location of the profile;  t,he  mean tunnel  wall  to  free-stream  temperature 

* 
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difference;  the  emissivity of the  stainless  steel;  the  environmental  wind  speed; the 

RMS variation of Lhe wind  speed;  and  the  wind  direction. 

The  properties  in R e ,  and Cry are  evaluated at the  free-stream  condition. 

The  nature  of the flow, whether  it  was  laminar,  transitiorlal, or turbulent, was 

determined froin the  heat tran:fer  coemcient data  as  described  in  Section 4.3. The  

average Tw is an  average ot the 105 test  surface  temperature  rneasuremcnts  taken 

at  the  locations  shown in Fig. 2-11. The  mean  tunnel  wall  temperature is an  

average of the  various  measurements of tunnel  wall  temperature  surrounding  the 

test, strrface. These  previous  two  mean  quantities  and  the  stainless  steel  emissivity 

are used iI1 the  data  reduction of the  boundary  layer  temperature  measurement. 

Tb.e environmer,lal  wind  conditions  were  used to determine  when  testing ha:l to  be 

s~opped  due  to  the  adverse influence of winds on the  tunnel  performance. 

The second group of ir~formation on each  page is the  boundary  layer profiles. 

Presented  are 2 ,  2 / 6 1 ,  Q ,  g/U,, u ,  u/U,, v ,  " /Urn ,  p,  tan(p), T ,  8,  i ,  e,, Tbl, and 

i b ,  for each  point in the t1ounda;y layer profile at a given  location. 

The  third group of information  on  each  page  is  integral  parameters  obtained 

from  integrating the boundary  layer  profllcs. The  integral  parameters  presented  are 

deflned as follows: 

For the  first 1 1  ID* ' s ,  w h i c h  are for a cold  test  surface,  and ID* ' s  115 and 

116, which  for the free convection  tests,  some of the  above  information is no t  given, 

since  it is not  appropriate for these  two-dimensional  cases. 
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e HEAT TRANSFER DATA 

600 
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40 
E 

300 

BOUNDARY  LAYER 0 DATA (1G-14 Profiles) 

1 .o 

200 

100 

0 
0 1 2 3 4 5 6 

Fig. F-1 Localions of thc  Boundary  Layer Proflles in a Free-stream  Velocity-Wall 
Temperature  Operating  Domain. 
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Table F-1 
Test  Conditions and ‘rherrnal  Boundary  Layer  Thicknesses  for  the  Boundary 

Layer Profiles 

. 
-4 

ID’ 

39 
38 
40 
37 
35 
33 
34 

105 
106 
36 

147 

4 6 
4 5 
4 2 
‘1 7 
30 

142 
141 
139 
140 
136 
133 
134 
143 
135 

145 
146 

61 
59 
60 
58 
57 
S6 
51 
52 
53 
54 
55 

75 
74 
71 
72 
73 
70 

I D  

c.old 
cold 
cold 
cold 
cold 
cold 
cold 
cold 
cold 
cold 
cold 

GO 4 
60 4 
GO 4 
GO 4 
60 4 

65 4 
65 4 
654 
65 4 
65 4 
65 4 
654 
654 
65 4 

657 
657 

61 1 
61 1 
61 I 
61 1 
61 1 
61 1 
61 1 
61 1 
61 1 
61 1 
61  1 

620 
620 
620 
620’ 
620 
620 

E’1 ow 

laminar 
l.aminar 
laminar 
turbulent 
turbulent 
turbulent 
turbulent 
turbulent 
turbulent 
turbulent 
trrrbulent 

1 am in ar 
laminar 
turbrrlerlt 
turbulent 
turbulent 

laminar 
laminar 
trarlsitior~al 
transitional 
turbulcnt 
turbulent 
turbulent, 
turbulent 
turbulent 

turbulent 
turbulent 

laminar 
transitiona.1 
transitional 
turbulent 
turbulent 
turbulent 
turbulent 
turbulent 
turbulent 
turbulent 
turbulent 

1 am in ar 
laminar 
transitional 
transitional 
transitional 
turbulent 

Tu1 urn 
tc) f m l 4  
15. 4.4 
15. 4.3 
1.5. 4.3 
15. 4.5 
15. 4.4 
16. 4.5 
16. 4.5 
29. 4.6 
21.  4.6 
15. 4.5 
35. 4.4 

46. 4.2 
47. 4.2 
46. 4.4 
47.  4.5 
53. 4.5 

202. 2.5 
21.4. 2.4 
207. 2.5 
204. 2.5 
211. 2.6 
194. 2.3 
211. 2.6 
232. 2.6 
221. 2.6 

241. 3.2 
235. 3.2 

204. 4.2 
196. 4.5 
207. 4.1 
192. 4.5 
216. 4.5 
222. 4.6 
226. 4.5 
229. 4.5 
227. 4.5 
235. 4.6 
235. 4.6 

329. 4.3 
337. 1 . 2  
310. 4.5 
319. 1 . 4  
310. 4.4 
308. 4.5 

Too 
(C) 
15. 
14. 
15. 
15. 
15. 
15. 
15. 
17. 
19. 
15. 
25. 

15. 
15. 
16. 
14.. 
16. 

19. 
19. 
17. 
18. 
17. 
17. 
17. 
20. 
17. 

23. 
23. 

16. 
16. 
16. 
16. 
16. 
16. 
16. 
17. 
16. 
16. 
16. 

18. 
17. 
17. 
16. 
17. 
17. 

0.229 0.361 
0.229 1.803 
0.229 2.669 
1.637 1.947 
2.481 0.361 
2.481 1.803 
2.481 1.803 
2.481 1.803 

2.481 2.669 
2.763 1.659 

2:t81 1.803 

0.229 1.803 
0.229 1.947 
1.637 1.947 
2.418 1.803 
2.763 1.082 

0.229 0.649 
0.229 2.380 
1.073 1.226 
1.073 2.380 
1.918 2.380 
2.763 0.216 
2.763 0.793 
2.763 1.659 
2.763 2.524 

2.763 1.659 
2.763 2.524 

0.229 1.082 
1.073 0.216 
1.073 1.082 
1.918 0.216 
1.918 1.803 
1.918 2.669 
2.481 1.803 
2.481 1.803 
2.763 0.505 
2.763 1.803 
2.763 2.G69 

0.229 0.649 
0.229 2.092 
1.073 0.216 
1.073 1.370 
1.073 2.669 
1.918 0.216 

14 
13 
14 
18 
18 
la 
la 
18 
18 
18 
18 

0.18 15 0.12 
0.18 15 0.12 
0.18 18 0.67 
0.18 19 0.69 
0.18 18 0.82 

3.60 10 0.21 
3.60 11 0.21 
3.60 12  0.53 
3.60 12  0.46 
3.60 18 0.72 
3.60 18 0.51 
3.60 19 0.91 
3.60 18 1.09 
3.60 20 1.12 . 
2.27 18 0.95 
2.27 18  1.00 

1.12 17 0.13 
1.12 12  0.43 
1.12 15 0.46 
1.12 15 0.60 
1.12 18 0.65 
1.12 18 0.68 
1.12 22 0.83 
1.12 20 0.86 
1.12 20 0.87 
1.12 18 0.89 
1.12 18 0.94 

1.71 11 0.19 
1.71 1 4  0.18 
1.71 1 2  0.43 
1.71 1 2  0.36 
1.71 10 0.41 
1.71 19 0.57 
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Table F-1 (cont.) 
Test  Conditions  and  Thermal  Boundary Layer Thicknesses  for  the  Boundary 

ID*  ID 

69 620 
68 620 
67 620 
64 620 
63 620 
65 620 
66 620 

115 643 
1 16 6.43 

112 642 
113 642 
114 642 
11 1 642 
110 642 
109 642 
103 6.1 2 
10'1 642 
107 642 
108 642 
102 641 2 
101 642 
1 00 64 2 
09 6'12 

98 631 
07 631 
95 631 
(36 631 
0.1 631 
03 631 
92 631 
88 631 
80 631 
90 631 
91 631 

87 626 
86 626 
83 626 
84 626 
85 626 
8 2  626 
81 626 
80 626 
76 626 
77 626 
78 626 
79 626 

Flow 

turbulent 
turbulent 
turbulent 
turbulent 
turbulent 
turbulent 
turbulent 

turbulent 
turbulent 

laminar 
laminar 
laminar 
transitional 
transitional 
transitional 
turbulent 
turbulent 
turbulent 
turbulent 
turbulent 
turbulent 
turbulent 
turbulcnt 

laminar 
laminar 
transitional 
transitional 
turbulent 
turliulent 
turbulent 
turbulent 
turbulent 
turbulent 
turbulent 

laminar 
laminar 
transitional 
transitional 
transitional 
turbulent 
turbulent 
t r~rbulent  
turbulent 
turbulezt 
turbulent 
turbulent 

( 0  ( 4 s )  
T w  ~w 

347. 4.5 
341. 4.5 
336. 4.5 
312. 4.2 
343. 4.5 
363. 4.5 
354. 4.5 

426. 0.7 
426. 0.7 

446. 1.5 
451. 1.4 
445. 1.4 
406. 1.5 
414. 1.4 
418. 1.5 
396. 1.5 
408. 1.4 
409. 1.4 
468. 1.4 
405. 1.4 
402. 1.5 
409. 1.5 
406. 2.5 

422. 2.4 
418. 2.4 
389. 2.6 
401. 2.5 
395. 2.5 
410. 2.5 
409. 2.6 
304. 2.4 
41.6. 2.6 
417. 2.5 
410. 2.6 

405. 3.4 
424. 3.3 
384. 3.5 
401. 3.5 
3!1'7. 3.5 
375. 3.6 
416. 3.5 
4 19. 3.5 
386. 3.2 
411. 3.5 
432. 3.6 
423. 3.6 

To3 
(C) 
16. 
16. 
16. 
16. 
17. 
16. 
17. 

28. 
37. 

15. 
15. 
15. 
16. 
16. 
15. 
17. 
16. 
17. 
16. 
16. 
16. 
16. 
16. 

17. 
17. 
16. 
16. 
16. 
16. 
16. 
16. 
17. 
16. 
16. 

17. 
17. 
17. 
17. 
17. 
17. 
17. 
17. 
18. 
17. 
18. 
17. 

' ' Layer Profiles 
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6 )  
1.918 
1.918 
1.9 18 
2.763 
2.763 
2.763 
2.763 

1.918 
1.918 

0.229 
0.229 
0.229 
1.073 
1.073 
1.073 
1.9 18 
1.9 18 
1.918 
1.918 
2.481 
2.481 
2.481 
2.481 

0.229 
0.229 
1.073 
1.073 
1.918 
1.9 18 
1.918 
2.763 
2.763 
2.763 
2.763 

0.229 
0.229 
1.073 
1.073 
1.073 
1.918 
1.918 
1.918 
2.763 
2.763 
2.763 
2.763 

Y 

1.082 
1.803 
2.669 
0.216 
0.505 
1.803 
2.669 

2.092 
2.524 

0.36 1 
1.370 
2.669 
0.216 
1.370 
2.660 
0.216 
1.371 
1.371 
2.669 
0.216 
0.938 
1.803 
2.669 

1.226 
2.669 
0.216 
2.669 
0.36 1 
1.515 
2.669 
0.216 
1.082 
1.947 
2.669 

0.649 
2.380 
0.216 
1.226 
2.380 
0.216 
1.226 
2.380 
0.216 
0.793 
1.659 
2.524 

( 4  @Y 
Re, 
1.71 
1.71 
1.71 
1.71 
1.71 
1.71 
1.71 

00 
00 

21.73 
21.73 
21.73 
21.73 
2 1.73 
2 1.73 
2 1.73 
2 1.73 
2 1.73 
21.73 
21.73 
2 1.73 
21.73 
2 1.73 

7.36 
7.36 
7.36 
7.36 
7.36 
7.36 
7.36 
7.36 
7.36 
7.36 
7.36 

3.53 
3.53 
3.53 
3.53 
3.53 
3.53 
3.53 
3.53 
3.53 
3.53 
3.53 
3.53 

N P  h.4 
6t 

20 0.71 
18 0.71 
19 0.68 
15 0.57 
18 0.77 
20 0.91 
19 1.04 

19 1.20 
21 1.37 

11 0.40 
12 0.30 
13 0.34 
11 0.49 
13  0.69 
18 0.92 
18 0.52 
19  1.15 
18 1.32 
20 1.61 
18 0.54 
20 1.04 
22 1.30 
24 1.67 

10 0.25 
11 0.25 
14 0.47 
14 0.61 
12 0.60 
18 0.82 
18 1.05 
26 0.56 
18 1.00 
19 1.31 
19 1.42 

10 0.21 
12 0.23 
14 0.51 
12 0.59 
12 0.55 
21 0.58 
18 0.75 
18 0.79 
21 0.50 
21 1.01 
18 1.01 
18 1.14 



Table F-1 (cont.) 
Test  Conditions and Thermal  Boundary Layer Thicknesses for the  Boundary 

Layer Proflles 

119 645 turbulent 429. 4.8 21. 2.763 0.505 1.89 19 0.77 
118 64s turbulent 447. 4.8 21. 2.763 1.803 1.89 18 0.94 
117 645 turbulent 436. 4.9 20. 2.763 2.669 1.89 18 1.07 

13'2 648 
128 648 
129 648 
130 648 
127 648 
126 648 
125 648 
122 648 
121 648 
1'23 648 
124 648 

laminar 562. 4.3 18. 
transitional 553. 4.5 17. 
transitional 543. 4.5 17. 
transitional 538. 4.4 17. 
tllrbulent 530. 4.6  18. 
turbulent 5 5 3 .  4.5 17. 
turbulent 554. 4.5 16. 
turbulent 538. 4.3 17. 
turbulent 553. 4.5 18. 
turbulent 575. 4.5 17. 
turbulent 548. 4.5 16. 

0.229 
1.073 
1.073 
1.073 
1.918 
1.918 
1.918 
2.763 
2.763 
2.763 
2.763 

0.938 
0.216 
1.226 
2.380 
0.216 
1.226 
2.380 
0.216 
0.793 
1.659 
2.524 

3.06 8 ' 0.23 
3.06 12 0.53 
3.06 12 0.41 
3.06 13 0.50 
3.06 19 0.59 
3.06 18 0.78 
3.06 18 0.87 
3.06 19 0.53 
3.06 19 1.05 
3.06 19 1.05 
3.06 19 1.08 
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