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AESTRACT

The convective heat transfer from and the boundary layer flow on a vertical,
3 m square surface parallel to a horizontal air flow were studied. The test conditions
ranged from pure forced convection driven by a horizontal inertial force induced by
the horizontal free-stream flow, to combined forced and free convection (i.e., mixed
convection) driven by orthogonal forces, the horizontal inertial force and a vertical
buoyant force generated by the heated vertical wall, to pure free convection driven
by the vertical buoyant force. The emphasis of the study was on mixed convection.
Surface temperatures and free-stream velocities ranged from 40 to 600 C and 0 to
6.0 m/s, respectively, resulting in Reynolds numbers (/Re) and Grashof numbers
(Gr) up to 2 X 10% and 2 X 10'2, respectively.

Convective heat transfer and boundary layer profiles of mean velocity, flow
angle, and temperature were measured. The heat transfer results showed the range
of conditions for which the heat transfer was characterized either as forced, mixed,
or free convection. Correlations for mixed convection heat transfer and for vari-
able properties free convection heat transfer were developed from the heat trans-
fer results. The combined effects of free-stream velocity, buoyancy, and variable
properties on the location of the transition from laminar to turbulent flow were also
noted from the heat transfer results. The boundary layer profiles demonstrated the
variation of mean velocity, flow angle, and temperature through the boundary layer
for test conditions ranging from forced, to mixed, to free convection.
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SUMMARY

Convection heat transfer from a large (2.95 m long by 3.02 m high), vertical,
electrically heated surface parallel to a horizontal air flow was studied. The regimes
of heat transfer studied ranged from pure forced, to mixed, to pure free convection.
The primary emphasis was on miged convection. The boundary layer flow on
the vertical surface was three-dimensional with a horizontal velocity component
resulting from a horizontal free-stream air flow and a vertical velocity component
resulting from a vertical buoyant force. The buoyant force was caused by a density
variation across the heated boundary layer. Very little information exists in the
literature on this problem, which is important in solar central power applications.
The information whiclt does exist is primarily in the form of simplified laminar flow
analyses.

The electric power dissipated ranged from 200 to 13,000 W/m2, resulting in
average surface temperatures in the 40 to 600 C range. The free-stream air velocities
ranged from 0 to 6 m/s. These conditions resulted in Reynolds numbers (Re) based
on the test surface length and Crashof numbers (Gr) based on the test surface
height of 2 X 10% and 2 x 10'2, respectively. Convective heat transfer coefficients
were measured at 105 locations on the test surface by an energy balance. Boundary
layer mean velocity and mean flow angle profiles were measured with pressure type
probes. Boundary layer mean temperature profiles were measured with a thermo-
couple. The three boundary layer profiles of velocity, temperature, and flow angle
were taken simultaneously.

The heat transfer data showed several important points. First, the heat
transfer changed smoothly from forced convection, to mixed,. to free convection as
the ratio of the buoyant force to the inertial force (Gr/Re?) increased. The range
of Gr/Re? over which the average heat transfer coefficient could be described as
“mixed” was approximately between values of Gr/F?e2 equal to 0.7 and 10.0. The
average heat transfer coeflicient could be considered (to within 39%) pure forced
convection for Gr/Re®<0.7 and pure free convection for Gr/Re®*>10.0.

Second, for similar ratios of the buoyant force to the inertial force, the local
distribution of the heat transfer coetficient on the test surface was the same.

Third, the distribution of the convection heat transfer coefficient in the tur-

-—-0.2)

bulent flow regions resembled either pure forced convection (i.e., h~z or pure

XX




free convection (i.e., a spatially uniform k). The change from a forced-convection-
like dependence on z to a free-convection-like uniform A occurred over a very short
distance. (This does not imply, however, that the local heat transfer coefficient was
always given by either pure forced or pure free convection.)

Fourth, when there was free-stream air flow, forced convection always domi-
nated the heat transfer near the vertical leading edge where the boundary layer was
laminar.

Fifth, the measured average convection heat transfer coefficient, hmz, can be
estimated to within 4-3% on the average for all test conditions (mixed, forced, and

free convection) by:
— a0 1/3.2

— 3.2
+hfr

hmz = (Efc

The average forced convection term 71}5 and the average free convection term Tz.f,
are estimates of the average convective heat transfer coefficient made considering
only a single mechanism for heat transfer using correlations for pure forced or pure
free convection, respectively.

Sixth, a prediction method similar to that {or the average heat transfer coeffi-
cient in the previous paragraph can be used to predict the local heat transfer
coefficient to within 4-10%. The local method is based on estimates of the lucal
forced and free convection heat transfer coefficients. The local method, however,
does not predict the exact local variation in the heat transfer coefficient that was
observed in the turbulent heat transfer regions.

Seventh, high temperature, turbulent, pure free convection heat transfer results
supported the following (new) correlation for variable properties, turbulent, free con-

vection from a vertical surface in air:

T —0.14
Nuy = 0.0980r}/3(-—1f-)
\T

oo

All properties in the correlation are to be evaluated at the free-stream tempera-
ture. The laminar flow results indicate that there was very little effect of variable
properties on laminar free convection from a vertical surface.

Finally, the heat transfer results showed that location of transition from
laminar to turbulent flow was affected by the free-stream velocity, by buoyancy,

and by variable properties.




The boundary layer velocity, flow angle, and temperature proflles revealed
several points about the mixed convective boundary layer. First, the boundary layer
flow angle profiles showed the inner region of the turbulent mixed convection boun-
dary had a collateral region from the wall out to the location where u/Us = 0.71
(the inner 5-7% of the boundary layer). Second, the flow angle within the collateral
region was related to the test conditions and location on the test surface by a simple
relationship deduced from momentum considerations. Third, flow angle profiles for
laminar flow showed no such collateral region. Fourth, the tangent of the local flow
angle in the outer region of the turbulent boundary layer was linearly dependent
on the local dimensionless temperature. Fifth, there was evidence that some of
the momentum added to the flow in the vertical direction by the buoyant force
was transferred to the horizontal direction by turbulence. Finally, the boundary
layer velocity and temperature profiles changed smoothly from forced-convection-
like profiles to free-convection-like profiles as the local ratio of the buoyant force to

the inertial force increased.
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Chapter 1.
INTRODUCTION AND OVERVIEW

This work presents the results and interpretation of an experimental study of
the convective heat transfer from, and the boundary layer flow on, a large (2.95
m long by 3.02 m high), vertical, heated, fiat surface parallel to a horizontal flow
of air. The driving forces on the boundary layer flow are a vertical buoyant force,
caused by density variations across the boundary layer, and a horizontal inertia
force, induced by the external flow. These forces are orthogonal to each other
and parallel to the heat transfer surface. When the effects of both driving forces
are of similar magnitude, the boundary layer flow is three-dimensional having both
vertical and horizontal velocity components. The convective heat transfer from the
surface is affected by both forces.

The conditions studied ranged from a flow dominated by the vertical buoyant
force (a two-dimensional, free convection flow in the vertical direction) to a flow
dominated by the horizontal inertia force (a two-dimensional, forced convection
flow in the horizontal direciion). Most of the data, however, were taken in the
three-dimensional “mixed-convection” flow regime.

Interest in this problem stems from the desire to predict more accurately
the heat losses from the receivers of large-scale solar central power plants. Plans
for large-scale electric power generation using solar energy envision an array of
heliostats focusing sunlight onto a receiver sitting atop a tower. The receiver heats
a working fluid (air, water, molten salts, or liquid metals) which is subsequently
used in a thermal power plant cyvcle. The receiver operates at a high temperature
and loses energy by convection and radiation to the environment. This energy loss
is important, since efficient absorption and transfer of solar energy to the working
fluid is critical to the central receiver concept. Plant performance, plant capital cost,
and the cost of the encrgy produced are significantly affected by receiver efficiency
[1]. The receivers currently proposed for solar central power plants can be divided
into two categories, “cavity” and “external”, each having its own characteristic
mechanism for energy losses. The present research is most directly related to the
convective energy losses from external receivers.

Convective heat transfer from an external receiver is complicated from both

fluid mechanic and heat transfer standpoints. A typical receiver of this type is a




cylinder, 10 to 20 m in diameter as well as in height, supported on a tower. The
surface is made of vertical tubes which are welded together to form a rough surface
whose elements are perpendicular to the external flow and large compared to the
boundary layer thickness. The surface temperature is between 500 and 650 C, and
the system is expected to operate ia winds of up to 10-15 m/s. The Reynolds
number (based on cylinder diameter) and the Grashof number (based on cylinder
height), two important descriptors in this problem, range up to 107 and 1015,
respectively. Under these conditions there will be a complex flowfield around the
heated cylinder, as indicated in Fig. 1-1. The upstream side shows a stagnation line
and regions of laminar and turbulent boundary layer with a transition zone between
them. The boundary layer regions can be characterized as mixed convection flow
with orthogonal driving forces, a vertical buoyant force and a horizontal inertia
force. The aft side shows a separation zone and a wake flow. In addition, there are
likely to be strong end effects on a cylinder with a small aspect ratio.

The situation offers many complications over pure forced convection heat
transfer from a smooth flat surface: roughness, curvature, end effects, pressure
gradients, separated flow, significant buoyant forces orthogonal to the free-stream
flow, and variable properties effects. In addition, the sheer size of the receivers puts
them in a range of Grashof and Reynolds numbers in which not even simple cases
have been studied. Of these factors, the effects of buoyancy on forced convection
(i.e., mixed convection), where the buoyant force and the free-stream flow are
orthogonal, is one of the least understood. The effects of variable properties on
mixed convection and free convection heat transfer, which occur at the high receiver
operating temperatures, are also poorly understood. In light of these facts, the
present experiment was designed to isolate mixed convection driven by orthogonal
forces on a simple geometry (a smooth, vertical, flat surface) and to be operable at
high temperatures so that the effects of variable properties could be included. Also,
the experimental apparatus was made as large as practical, so that the Grashof and
Reynolds ranges of the experiment were as close as possible to those of a full-scale
receiver.

The remainder of this chapter is divided into six sections. The first sectionis a
brief physical description of the problem being investigated. The second and third
sections preéent literature surveys for mixed convection and variable properties free

convection, respectively (no information was found on variable properties effects on




mixed convection). The fourth section is a summary of the present knowledge of
mixed convection and variable properties free convection, based on the literature
surveys. The fifth section presents the objectives of the experiment, and the final
section is a brief description of the experiment in terms of the operating ranges of

various test parameters.

1.1 Physical Description of Problem

When air is forced horizontally over a heated vertical surface, as shown schem-
atically in Fig. 1-2, the air in the boundary layer is heated and begins to rise as
it moves downstream. This effect is caused by a vertical buoyant force, which is
proportional to the difference between the local and the free-stream density {caused
by the difference between the local and the free-stream temperature) times the
gravitational constant. Since the air nearest the wall is the hottest, it has the largest
buoyant force and rises at the sharpest angle relative to the horizontal iree-stream
air flow. Outward from the wall toward the free-stream, the flow angle approaches
zero as the local density approaches the free-stream density. Downstream, the flow
angle increases, since the air is being accelerated vertically by the buoyant force as it
is carried downstream by the forced flow. As a result, the air near the wall follows
a streamline which curves upward while the free-streamn flow remains horizontal
(Fig. 1-2). This flow pattern causes a skewed three-dimensional boundary layer on
the test surface. Also shown in IFig. 1-2, is a peak in the velocity profile near the
wall. This will occur when the vertical buoyant acceleration has suflicient time to
act relative to the effects of the horizontal free-stream flow.

The overall increase in boundary layer flow angle over the test surface and
the mode of heat transfer from the test surface depend on the test conditions. For
the low-velocity and high-temperature tests, the flow angle increase will be very
large and free convection heat transfer will dominate. For the high-velocity and
low-temperature tests, the boundary layer flow will remain nearly horizontal and
pure forced convection heat transfer will dominate. Between these extremes, there
will be a three-dimensional boundary layer flow described in the previous paragraph,
with mixed convection heat transfer occurring and flow angles varying as shown in

Fig. 1-2.




1.2 Previous Research on Mixed Convection

This section presents a review of mixed convection. The review emphasizes
mixed convection flows whose mean flow patterns are three-dimensional and pro-
posed methods for estimating mixed convection heat transfer coefficients.

Mizxed convection heat transfer studies can be broken into two classes of flows:
those which result in tvo-dimensional mean flow patterns, and those which result
in three-dimensional mean flow patterns. Two-dimensional mean flows result when
the buoyant force and the free-stream flow are aligned (aiding or opposing) or when
the buoyant force is normal to the surface on which a forced convection boundary
layer is developing. An example of the first case is a vertical heated surface with a
vertical free-stream flow. An example of the second, is a horizontal heated surface
in a horizontal free-stream flow. Three-dimensional mixed convection mean flow
patterns results when the buoyant force and free-stream flow are at some angle with
each other and both are parallel to a surface on which the flow is developing. This
is like the case being studied in this work, a vertical heated surface parallel to a

horizontal free-stream flow.

The two-dimensional flows have been extensively reviewed by Jularia [2] and
Evans [3], which should be consulted for details. To summarize these reviews,
the two-dimensional works are primarily numerical, similarity, and perturbation
solutions of various laminar flow problems, plus a few experimental works. The
important mixed convection parameter was found to be (Gr¢/Re;")”, where the
Grashof and Reynolds numbers are based on the same length scale. When the
buoyant force and the free-stream flow were parallel to the surface, the value of
m was found to be 2.0 and the value of n was found to be 1.0 and 0.5 for forced
convection dominated flows and for free convection dominated flows, respectively.
The heat transfer and skin friction varied smoothly from pure forced to pure free
convection as Grg/Re% varied over some range of values, which defined the mixed
convection zone. The mixed convection heat transfer zone was much smaller in
terms of Grg/Ref than the mixed convection skin friction zone.

When the buoyant force was normal to a horizontal surface in a horizontal
flow, m &ad n were found to be 2.5 and 1.0, respectively. For this situation, the
buoyant force acted as a favorable or an adverse pressure gradient on the forced
flow depending on the surface orientation, upward or downward facing, and the

temperature boundary conditions.




The three-dimensional mixed convection -vork started with Young and Yang

[4]. They studied the effects of both a small horizontal free-stream flow parallel to a
vertical, heated surface and a variation of the surface temperature in the horizontal
flow direction on laminar free convection on a vertical surface. The solution was
in the form of a perturbacion analysis. It showed that for small cross flows and a
uniform surface temperature, the heat transfer could still be estiinated by pure free
convection correlations even though there was a horizontal velocity component in
the boundary layer.

Recently, three more works have appeared dealing with vertical heated surfaces
in horizontal flows. Eichhorn and Hasan [5] present a similarity solution for a
Falkner-Skan type of forced flow over a heated wedge with the leading edge either
vertical or horizontal. The vertical leading edge case is directly related to this work
and was found to have a similarity solution for a free-stream velocity varying linearly
in the horizontal direction and for a wall-to-free-strearn temperature difference
varying linearly in the vertical or free convection direction. For this case the
mixed convection parameter was (:c/y)(Gry/fiRei)l“. As this parameter varied
from zero to about two, the heat transfer varied smoothly from that for a pure
forced convection stagnation flow to that for a pure free convection heat transfer
flow with a linearly varying surface temperature in the ve.tical direction. The
mixed convective heat transfer region occurred over a smaller range of the mixed
convection parameter than the mixed convective skin friction region. The maximum
deviation of the mixed convection heat transfer coefficient from the larger of the
pure free or the pure forced convective heat transfer coeflicients was 23%. The
results showed that for a large horizontal distance (z), a large wall-to-free-strecam
temperature difference, a sinall free-stream velocity, or a small vertical distance
{y), the flow was free convection dominated, and for the opposite trend in each
parameter, the flow was forced convection dominated. This means the flow was
dominated along the vertical stagnation line by forced convection and along the
lower horizontal leading edge by free convection.

The second article was by Plumb [6] who solved much the same problem as
Eichhorn and Hasan [5]. His similarity solution allowed the temperature and the
velocity boundary conditions to vary in both the vertical and horizontal directions.
One case for which he found a similarity solution was the same wedge flow case

that was reported on by Eichhorn and Hassan [5], which is the case most closely
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related to the study in this work. The results of Plumb were identical to those
of Eichhorn and Hasan for that special case. The mixed convection parameter
was (y/x)Q(Ref/Gry)ln, a constant times the inverse square of the one used by
Eichhorn and Hasan {5].

The third related article to appear was by Evans [3]. His work involved a
numerical, analytical, and experimental svudy of a vertical heated surface with a
horizontal free-stream flow parallel to it, the exact case being reported on in this
work, but for laminar flow only. Some important results were that forced convection
dominated on the vertical forced convective leading edge and that free convection
dominated on the horizontal free convection leading edge. The mixed convection
parameter was of the form (z/y)Q(Grz/ReZ‘l)l/Q, the same as Plumb [6]. Also, as
noted previously in other works, there was a smooth transition from forced to free
convection heat transfer and the mixed convection heat transfer region occupied a
smaller range of the mixed convection parameter than did the mixed convection
skin friction region.

Several works more directly related to the central receiver itself have also been
carried out. These were for a vertical heated cylinder in a horizontal cross-flow.
Oosthuizen and Leung |7} presented an experimental mean heat transfer study for
Grashof numbers less than 10° based on cylinder height, Reynolds numbers less
than 7000 based on cylinder diameter, and aspect ratios (height to diameter) of
sbout ten. Their results indicated the pure forced convection and the pure free
convection Nusselt numbers could be combined by the root-mean-square method to
estimate the mixed convective Nusselt number. Oosthuizen and Taralis [8] presented
numerical and experimental results and Oosthuizen 9] presented numerical results
for the vertical cylinder in a cross-flow. In both thesc studies, although the agree-
ment was only qualitative, it was shown that in the boundary layer zones the local
heat transfer was dominated by forced convection at higher vertical positions on
the cylinder and by free convection near the lower edge. Experimentally, it was
shown in Ref. 8 that free convection effects were significant in the separated region
of the cylinder. As with Ref. 7, these last two studies were for low Grashof and
Iieynolds numbers. The mixed convection parameter used was GrD/Re%, where
both the Grashof and Reynolds numbers were based on cylinder ciiameter.

Yao and Chen [10] studied a semi-infinite vertical cylinder in a cross flow.

They conducted a perturbation analysis treating forced convection as the perturbing




effect. The results demonstrated that free convection dominates on the lower edge
of the cylinder, as did References [7-9]. The buoyancy parameter in this study was
Rea/G'r:“/2 where a is the radius of the cylinder.

A semi-infinite horizontal cylinder in a horizontal flow aligned with the axis
of the cylinder was studied numerically by Yao, Catton, and McDonough [11] and
analytically by Yao and Catton [12]. The results indicate the effects of buoyancy
were to enhance the heat transfer along the bottom half of the cylinder and retard it
on the top. Eventually, far downstream the flow was dominated by free convection.
The mixed convection parameter for these studies was Gra/Re'ﬁ where a is the
radius of the cylinder.

The estimation of mixed convection heat transfer coefficients has been treated
by only a few authors. McAdams [13]| recommends using the larger of the pure
frec and the pure forced convection heat transfer coeflicient estimates for a given
problem as the mixed convection heat transfer coefficient. Van der Hegge Zijnen [14]
recommends calculating a mixed convection heat transfer coetlicient from a mixed
convection Nusselt number. Effectively, the mixed convection Nusselt number is
obtained by root-sum-squaring the pure free and foreed convection Nusselt numbers
for wue problem. This was used by Oosthuizen and Leung [7] also. Hatton, et al.
[15] and later Morgan [16] recommended finding an effective Reynolds number for
mixed convection to be used in a pure forced convection correlation to estimate
a heat transfer coeflicient for mixed convection. The effective mixed convection
Reynolds number is a vectorial addition of an effective free convection Reynolds
number and the forced convection Reynolds number for the problem. The effective

*

Reynolds number for free convection, Ite*, was defined as follows using the forced

and free convection heat transfer relationships for the problem:
Nuyg, = a(GrPr)" = b(l?e*)"l’r” (1-1)

or
a
Ifli* —_ (E[)rm*—p(;rm)l/n (1-2)
The effective Reynolds number for mixed convection is given by

*

(Re™ ™) = (Ie))? + 2(Ie J(Re)eos¢ + (1e)? (1-3)




The term Re is the forced convection Reynolds number and the angle ¢ is the angle
between the gravitational vector and the free-stream flow. The mixed convection
Nusselt number is then estimated from the pure forced convection correlation as
follows:

n)

Nuy,, = b(Re )"Pr? (1-4)

Another method of combining pure free and pure forced convection heat
transfer coefficients to obtain a mixed convection estimate is based on a combining
law proposed by Churchill and Usagi {17] to correlate data in the intermediate
ranges between the two limiting solutions to a problem, one for the independent
parameter aproaching zero and one for it approaching infinity. This method is

recommended in Evans [3]. The correlation proposed is of the form:
. ayl/a
Fe = (14 Gy) (1-5)

The term Gy is a ratio of the two asymptotic solutions to the problem, one for the
parameter s approaching zero and one for s approaching infinity. The term Fy is
a ratio of the solution for a given value of s to the asymptotic solution used in the
denominator of G5. The exponent a is chosen to best fit the data. For example,
if Eqn. (1-5) was applied to the mixed convection heat transfer problem, it would

look like

h”’ [ h a<1/a
2 1 () (1-6)
hfc i hfc |

or 1/
h r hf an a
mE 14 (—) (1-7)
hpr L hyr' |

The term hyse, hyy, and hy,; are a forced convection heat transfer coeflicient
estimate based on the pure forced convection correlations, a free convection heat
transfer coefficient estimate based on the pure free convection correlations, and the
mixed convection heat transfer coefficient estimate, respectively.

Evans [3] recommends a value of 3.0 for a for laminar flow on a vertical heated
surface with a horizontal flow of air parallel to it, the geometry being studied here.
The recommendation of McAdams [13], discussed earlier, is equivalent to using an a
of infinity in Eqns. (1-6) and (1-7). For parallel free-stream flow and buoyant forces,
the recommendation of Sparrow [18] is an a of 3.25 and the recommendation of van

der Hegge Zijnen |14] is equivalent to an a of 2.0.



1.3 Previous Research on Variable Properties Free Convection

The effects of variable properties on laminar natural convection in liquids have
been reviewed in two recent articles [19,20]. Variable properties effects on laminar
natural convection in gases have been examined experimentally and analytically by
several authors [21-23,26]. The general consensus is that the effects of property
variations for laminar natural convection are small in gases for the Ty, /T range
studied to date (0.25 to 4.0). Reference temperature methods, where properties in
the constant properties correlation are evaluated at some specified temperature, are
recommended by most authors to account for the small variable properties effects.
One author, Hara [21], demonstrated analytically that when all properties were

evaluated at T, the following relationship would account for variable properties

Tw — T,
Nu = Nucp[l — o.oss(l—‘”)} (1-8)

oo

effects in air:

For those authors recommending a reference temperatuie method, definitions for

T, ranged from a film temperature [23,26] to that given in Ref. 22:
Ty = Ty — 0.38(Ty — Too) (1-9)

In most reference temperature methods, 8 in the Grashof number is evaluated
at Too. One exception is Clausing and Kempka [26], who recommend that 8 be
evaluated at Ty. Their recommendation was based on experimental laminar heat
transfer data obtained in nitrogen at cryogenic temperatures, where Ty, /T, ranged
from 1.0 to 2.6.

Variable properties effects on turbulent natural convection in gases have also
been examined by several authors [1,23,26]. The numerical predictions of Siebers
[1] for natural convection from a vertical surface in the Ty, /Too range of 1.0 to 3.0
with T at 20 C showed that evaluating the properties in the constant properties
correlation, including 8, at Ty did not correlate the turbulent natural convection
heat transfer predictions in terms of Nu and Gr. Pirovano et al. [23] correlated
their turbulent natural convection experimental results in air over the Ty, /T, range
from 1.0 to 1.5, with properties evaluated at a T, heavily weighted toward T, and

with 8 evaluated at T,. Pirovano et al. [23] defined T as:

Ty = Too + 0.2(Tw — Too) (1-10)



If Siebers [1] had used the recommendations of Pirovano et al. {23] to correlate
his numerical predictions of turbulent natural convection hLeat transfer, the results,
when expressed in terms of Nu and Gr, would have agreed closely with the ex-
perimental results of Pirovano et al. [23]. Clausing and Kempka {26] used properties
evaluated at Ty with an additional large temperature-dependent correction to cor-
relate their turbulent natural convection data obtained in nitrogen at cryogenic
temperatures. They did note, however, that using T as the reference temperature
at which to evaluate the properties significantly reduced the size of the temperature-
dependent correction needed to correlate their data. Most basic heat transfer
textbooks generally recommend using properties evaluated at a 7, given by Eqn.
(1-9) or Ty with 8 to be evaluated either at To, or at Ty to account for variable

properties effects in both laminar and turbulent flow.

1.4 Present Knowledge of Mixed Convection and Variable Properties Free

Convection

The literature survey in Section 1.2 demonstrated that the present knowledge
of mixed convection is very limited. What is presently known about mixed convec-
tion is based largely on a few numerical, similarity, and perturbation solutions to
laminar flow problems on various geometries. These works show that for laminar
flow the heat transfer and skin friction vary smoothly from pure forced to pure
free convection. The mixed convective heat transfer region in terms of the mixed
convection parameter is smaller than the mixed convection skin friction region.
Free convection dominates the free convection leading edge and forced convection
dominates the forced convection leading edge. The mixed convection parameter
for the laminar How driven by orthogonal forces involves Gre/Re% and most likely
an aspect ratio, as indicated in Refs. [3-6]. The heat transfer results of the most
complete solution of the orthogonal driving force problem for laminar flow, the
numerical solution of Evans [3], indicate that laminar mixzed convection heat trans-
fer can be estimated by an expression similar to Eqns. (1-6) or (1-7) with an a
of 3.0. The laminar flow predictions of Evans [3] also show the flow angle in the
three-dimensional boundary layer varies smoothly from the free-stream to the wall,
reaching a maximum value at the wall.

No information currently exists in the literature on the turbulent mixed con-

vection boundary layer driven by orthogonal buoyant and inertia forces, or on the
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transition from laininar to turbulent flow in that boundary layer. In addition, the
methods recommended in the literature for estimating mixed convection heat trans-
fer coefficients are very different and in some cases produce very different answers.
There is not enough information available to say which, if any, of the methods are
better for the turbulent flows.

The literature survey in Section 1.3 demonstrates that there are conflicting
recommendations on how to account for the effects of variable properties in gases
on turbulent natural convection heat transfer. These recommendations range from
using a reference temperature method with a T, weighted toward T, (given by Eqn.
(1-9)) and B evaluated either at T, or To, to a reference temperature method with
a Ty weighted toward T, (given by Eqn. (1-10)) and B evaluated at To,. Basic
heat transfer textbooks generally recommmend a reference temperature method with
a Ty given by Eqn. (1-9) of Ty and B evaluated either at 7, or T, but recent
experimental and numerical works [1,23,26] point to a T, weighted toward T, with
B evaluated at Tiny. The differences in these various recommendations are significant
when there are large temperature ditferences across the boundary layer.

Laminar flow results generally indicate that evaluating all the properties in
the constant properties correlation at Ty and f at T, will account for variable
properties effects on laminar free convection in gases. An exception to this recom-
mendation is a recent experiment conducted in nitrogen at cryogenic temperatures
by Clausing and Kempka [26]. Clausing and Kempka recommend evaluating 3 at
Ty, along with the rest of the properties, to account for variable properties effects

in laminar flow.

1.5 Objectives

The objective of this experiment is to study the convection heat transfer
from, and the boundary layer flow on, a surface where the boundary layer flow is
driven by orthogonal buoyant and inertia forces, the surface being a large, vertical
surface which is parallel to a horizontal flow of air. The emphasis is on mixed
convection driven by orthogonal buoyant and inertia forces. but the effects of
variable properties on heat transfer from the surface are also studied. The mixed
convection data from this experiment is the first available on turbulent mixed

convection driven by orthogonal forces.
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The information is being used: (1) to develop a basic understanding of mixed
convection, (2) to support the development of a computer code to predict heat
transfer in a three-dimensional, boundary layer (turbulent and laminar) driven by
orthogonal forced and free convection forces (such a computer program is being
developed under the direction of Professor Joel Ferziger at Stanford University), and
(3) to help develop a simple method for estimating the convection heat transfer from
an external type receiver, a method which includes the eflects of mixzed convection
and variable properties on heat transfer.

In support of these tasks, the specific objectives of the experiment are:

1. To measure the rate of convective heat transfer irom a flat, vertical,
smooth, heat transfcr surface under carefully controlled starting and
boundary conditions in the Grashof and Reynolds number range of a
near-full-scale receiver (near as practical).

2. To measure the mean boundary layer velocity, flow angle, and tem-
perature profiles under the same conditions as number one above.

3. To locate the transition zone as a function of test conditions.

4. To design and construct the facility tc¢ accomplish the above objectives
on one heat transfer surface, which will help ensure consistent results
over widely varying test conditions.

1.6 The Experiment

A smooth, flat, vertical, surface, 2.95 m long by 3.02 m high, with a horizontal
air flow over it was electrically heated to generate the three-dimensional boundary
laver driven by orthogonal buoyant and inertia forces described in Section 1.1. The
surface was located in one vertical wall of a wind tunnel and had negligible pressure
gradients on it. The surface heat flux, which included convection and radiation from
the front of the test surface and conducticn through the back, was uniform. The
surface heat flux ranged from 200 to 13,000 W/mz, resulting in surface temperatures
in the 40 to 600 C range. The free-stream air velo~ity ranged from 0 to 6 m/s.
The boundary layer was initially laminar, but transitioned to turbulent flow. A
stagnation line was established as the forced convection, or vertical, leading edge
condition. The horizontal, or free convection, leading edge was defined as the

horizontal {ine where heating started near the lower edge of the test surface.
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Detailed measurements of the surface convective heat transfer coeflicients were
made along with boundary layer mean velocity, flow angle, and temperature profiles.
The heat transfer coeflicients were obtained through an energy balance which
accounted for the electric power dissipated vy the surface, conduction of energy
through the back of the surface, and radiation from the front of the surface to the
surroundings. The boundary layer flow angle and velocity profiles were measured
with pressure probes while the temperature profiles were measured with a thermo-
couple.

Figure 1-3 compares the operating domain of the experiment in terms of
the Grashof number and the Reynolds number squared to the region of existing
data in the literature related to the problem being studied here. The operating
domain is the region inside Gry = 2 X 1012 and Rc“‘z = 2 x 102 1t is
subdivided into initial guesses at the free, mixed, and forced convection heat transfer
zones. The zones are separated by lires of constant GrH/Re"f’ equal to 10.0 and
0.1. The approximate region of cxisting data in the literature is the dark gray
region. This region is composed mainly of pure frer and pure forced convection
information, but does include some limited [aminar mixed convection information
The mixed convection information in the literature is generally in the form of
numerical, perturl ition, or similarity solutions, as indicated in Section 1.2. The
figure shows that this experiment adds greatly to the existing body of heat transfer
information, particularly, in the area of turbulent mixed convection heat transfer.
In addition (something not shown in Fig. 1.3), none of the high-Grashof number free
convection data in the literature is at temperatures above 150 C'. Thus there is little
information on the effects of significant property variations at high temperatures
on free convection heat transfer from a vertical surface. The free convection data
from this experiment are the first turbulent, high-temperature free convection data
available. They cover a temperature range from ambient to 520 C or a T,,/T
range of 1 to about 3.

Thirty-seven distinct heat transfer cases were run. Five of the cases were for
baseline purposes, three of which were low-temperature pure forced convection cases
and two of which were low-temperature pure free convection cases. The baseline
results were compared with existing data in the literature. Also, included in the
heat transfer data are several replications of baseline tests, as well as other test

conditions, that were conducted to check the repeatability of the experiment.
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For eleven of the thirty-seven heat transfer cases above, plus one cold wall
condition, boundary layer data sets were taken. A boundary layer data set consists
of mean temperature, velocity, and flow angle profiles at various locations on the
test surface. A pure forced-flow, low-temperature set and the cold wall set were
taken for baseline purposes. These data sets, which contained laminar and turbulent
profiles, were compared with forced flow laminar and turbulent profiles reported in

the literature.
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Fig. 1-1 Schematic of the Convection Heat Transfer Zones on an External Receiver.
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Fig. 1-2 Schematic of a Mixed Convection Boundary Layer on a Vertical Surface.
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Chapter 2.
THE EXPERIMENTAL APPARATUS

The experimental apparatus consists of a wind tunnel, a flat electrically heated
surface in one vertical wall of the wind tunnel, a probe traverser, and a system
for acquiring and on-line reducing the data from various instrumentation. This
apparatus is located at Nielsen Engineering and Research, Incorporated in Mountain
View, California. The objective in building the apparatus was to provide a high
quality repeatable environment in which to study heat transfer from a vertical, tlat,
high temperature surface parallel to a horizontal flow of air over a range of Grashof
and Reyunolds numbers which included pure free convection, pure forced convection,
as well as mixed convection.

The following brief discussion of the apparatus is divided into several sections.
[First, there are discussions of the wind tunnel and the test surface designs. These
are followed by discussions of the leading edge suction, the traverse mechanism,
the test control and data acquisition systems, the sensors and instrumentation, and
the data reduction. The final section presents experimental uncertainties of the
individual measured quantities and the final reduced results.

More detailed discussions of the design philosophy, the design details, and the

facility construction can be found in Ref. 27.

2.1 Wind Tunnel

The wind tunnel is an open-return draw-through wind tunnel located outside
on the leeward side of a building. The principal design requirements on the wind
tunnel were that it provide a test section with a 0.0 to 6.0 m/s, low turbulence,
steady, uniform flow with no significant axial or vertical pressure gradients.

A photograph of the wind tunnel is snown in Fig. 2-1 and a schematic in
[fig. 2-2. The schematic shows the backside of the wind tunnel, not visible in the
photograph in IFig. 2-1. Starting foremost in the figures, the major features of the
wind tunnel are: the inlet, a screen pack, a plenum, an inlet nozzle, a test section
with the test surface in the back vertical wall, a transition nozzle, and a fan driven
by a V-8 automobile engine.

The inlet is a screened-in antechamber four times the test section width (4.9 m

wide, 4.3 m high, and 1.2 m deep) . [t provides preliminary straightening of the air
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flow which may approach the tunnel from any direction depending upon the wind.
The design is modeled after NASA's inlet design for the 80X 120 foot open return
tunnel, which operates under the same ambient conditions as this tunnel [28]. This
design minimizes the cffects of external wind gusts on the quality of flow in the
test section. In addition, the 0.61 m overhang at the top of the inlet minimizes
flow distortion in the wind tunnel due to flow acceleration around the top lip of the
tunnel. The ground serves this purpose on the bottom.

The screen pack consists of 5 screens with 58.89% open area (14X 18 mesh
Aluminum wire 0.033 ¢m dia.) placed 30 cm apart. Both the screen pack and the
plenum immediately following the screen pack are in a section approximately three
times the test section width, but both have the same height as the test section
(3.66 m wide by 4.3 m high). The inlet nozzle that follows the plenum is two-
dimensional and has a 3:1 contraction into the test section. The test section is
1.12 m wide at the inlet, 4.3 n high, and 4.3 m long. There is a divergence of about
4 em in the width of the test section in the downstream direction to minimize axial
pressure gradients due to boundary layer growth on the tunnel test surface wall and
the wall opposite the test surface.

The test surface is in a cutout approgimately 3 m high and 3 m long in the
backwall of the test section. Its location is shown in Fig. 2-2, the wind tunnel
schematic. Vertically, the test surface starts 0.5 m from the floor and stops 0.8 m
from the ceiling. Horizontally, it starts approximately 0.6 m from the upstream
end of the test section and extends to about 0.6 m from the downstream end of the
test section. The test surface protrudes 3 cm into the test section (2.8% of the test
section width) to compensate for the boundary layer suction at the leading edge of
the test surface, discussed in Section 2.3. This is about the thickness of the layer
of fluid removed from the oncoming flow at the leading edge.

The test section is followed by another screen and a two-dimensional nozzle
(the transition nozzle). The nozzle provides a 3.5:1 flow contraction into the tunnel
fan. The autotransforimers used for power control are located in the transition
nozzle for cooling purposes. They had no detectable influence on the flow upstream
in the test section.

The tunnel is driven by a Joy Mfg., Axivane Fan (Series 2000}, 1.22 m diameter
with vanes locked in the maximum flow position for the best match with the wind

tunnel requirements. The fan is driven through a V-belt drive by a V-8 automobile
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engine with an automatic transmission. The drive range on the transmission was
manually selected to achieve a stable engine RPM for the required tunnel air flow
rate.

Thermal considerations affected the design of the wind tunnel in two ways.
First, the hot inner portion of the boundary layer flow (approximately the inner
10% of the bound. , layer thickness) passing off the top of the test surface, as a
resuit of the vertical velocity component in the bourdary layer, was removed by
suction to minimize stratification in the teét section. The suction was applied to
three strips of perforated mietal, 30% open area, located flush with and along the top
of the test surface between the traverse support struts. This is visible in Fig. 2-3, a
photograph of the test surface, at the top of the test surface. The ducting for the
three suction strips was combined into one 20 ¢m diameter duct. This can be seen
at the top of the test surface shown in Fig. 2-4, a photograph of the back of the
test surface. The suction was provided by a 10 ¢ diameter ejector centered in the
20 ¢m exhaust duct. A one horsepower centrifugal blower supplied approximately
0.24 m3/sec of air flow to the ejector nozzle.

The second impact of thermal considerations on the tunnel design was that
tunnel wall cooling had to be provided as a result of the high radiant heat loads
on the tunnel walls during high temperature tests. This was necessary not only for
safety, but from an experimental uncertainty point of view. An uncertainty analysis
on the calculation method for the surface heat transfer coefficient (in the design
phase of the experiment) showed that the tunnel walls should be held below 70 C,
even for the 600 C surface temperature tests. If this were done, the temperature of
the tunnel walls would not have to be measured very accurately and the walls could
be lumped together as one background temperature in the determination of the
radiation heat transfer correction to the heat transfer coefficient calculation. These
considerations led to the steel test section construction with water cooled walls, a
water cooled aluminum floor in the test section, and a screen across the downstream
end of the test section. The steel walls and ceiling construction provided an
adequate conduction path so that cooling water could be applied on the outside
of the tunnel walls. The floor was two sheets of aluminum with water flowing in
the gap between the sheets. The screen downstream of the test section partially
shielded the plywood downstream section from radiant energy from the test surface.

The radiant energy absorbed in the screen was couvected into the tunnel air leaving
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the test section. The upstream walls were not clearly visible to the test surface in
a radiation heat transfer sense, so no cooling was necessary. The cooling systems

kept the maximum tunnel wall temperature at or below 40 C.

2.2 Test Surface

The test surface is a 2.95 m long by 3.02 m high heated surface mounted
vertically in the back wall of the wind tunnel. The principal design requirements
were that the test surface be smooth, have a uniform heat flux, induce no pressure
gradients in the tunnel, have known leading edge or starting conditions for the
boundary layer, and be capable of operating from ambient to 600 C. It was also
important to minimize conduction heat loss through the back, the time to reach
steady-state, and the radiation heat loss from the front side.

The front and backside of the test surface are shown in the photographs in
Figs. 2-3 and 2-4, respectively. Figures 2-5 and 2-6 are schematics of the front of
the test surface and a cross-section of the test surface, respectively. The surface
is compos=d of several layers as schematically shown in Fig. 2-6. First, there is a
support frame made of steel weldment and expanded metal grid, which is seen from
the back in Fig. 2-4. This support frame has a radius of curvature of 80 meters
in a horizontal plane creating a 1.4 ¢m crown on the vertical centerline of the test
surface. Next there is a 5.38 ¢m thick buildup of “Fiberfrax” insulation over the
weldment as shown in Fig. 2-6. Stretched over the insulation is a layer composed of
21 parallel and horizontal strips of 304 stainless steel, 0.0127 ¢m thick by 14.43 cm
wide. The strips are electrically heated to provide the uniform heat flux surface.
These are the horizontal strips visible in Figs. 2-3 and 2-5.

The purpose of the surface curvature is to create a contact pressure between
the stainless strips, which are held in tension by springs on the backside of the
surface {see Fig. 2-4), and the insulation. This keeps the strips in tight contact
with the surface and helps hold the insulation in place between the frame and
heated stainless steel strips. The axial pressure variation in the tunnel caused by
this curvature is insignificant (see Section 3.1).

The build-up of insulation material, shown in Fig. 2-6, consists of three layers
of “Fiberfrax”, a high temperature ceramic fiber insulation manufactured by the
Carborundum Corporation. The first layer, wired to the metal frame, is a 1.27 ¢m

thick layer of “Duraboard”. The second layer is 3.81 c¢m thick layer of the same



material. The surface of the second layer was sanded smooth and covered with a
0.15 cm layer of Fiberfrax “Paper”, a soft felt-like material. The first two layers
were cemented together and cracks filled with Fiberfrax “L.D Moldable”. The
“Moldable” added another 0.15 cm of thickness to give a total measured thickness
of 5.38 ¢cm for the insulation layer. Appendix A gives the thermophysical properties
of these materials.

The 21 stainless steel strips are wrapped around rollers, 10.2 ¢m in diameter,
at each end of the test surface and attached to electrically insulated end clamps on
the backside, as seen Fig. 2-4. Each strip is held in tension by two springs at one
end which also take up the approximately 2 c¢m of expansion that occurs when the
stainless steel is heated to 600 C. Details of the attachment can be found in Ref. 27.
The nominal gap between strips is 0.64 cmi. This gap assures electrical isolation
between strips even with some lateral creep and expansion of the strips. The edges
of each stainless steel strip are folded under as shown in Fig. 2-6. The amount of
material folded under on each edge, 0.32 ¢m, is one-half the nominal gap width
between strips. The fold serves two purposes. First, it prevents a form of wrinkling
of the strips noted in prototype strip designs. Second, it provides an additional
amount of heating locally to make up for the unheated gap between strips. Some
of the stainless steel folded under is pulled into the soft Fiberfrax “Paper” because
of the tension in the springs as indicated in Fig. 2-6. This minimizes the roughness
caused by the gap between strips.

The emittance of the 304 stainless steel was 0.13 at room temperature and
about 0.22 at the highest temperatures. This was repeatable and reproducible
throughout most of the test as shown by the experimental measurements of the
total, hemispherical emittance versus temperature presented in Appendix B.

Three-phase 208 volt AC power was used to resistance heat the test surface.
Figure 2-7 shows a schematic of the power distribution system and power measure-
ment instrumentation which will be discussed later. The strips are divided into
three groups of seven, with the seven strips in a group being connected in series.
The three groups of strips are connected either in “Y” configuration or a “A"
configuration (as shown in Fig. 2-7) to the legs of the three phase power supply.
The configuration chosen depended on the power requirements for the test. The “Y"
gave better control at low power while the A" allowed higher power settings. lach

leg is controlled by a bank of six, parallel connected, 70 amp autotransformers.
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The forced convection (vertical) leading edge starting condition on the test
surface was a stagnation line formed downstream of the vertical leading edge suction
slot. The leading edge suction removed the boundary layer developing on the tunnel
wzll upstream of the test section. This is schematically shown in Fig. 2-5 in the
detall in the upper left corner and is discussed further in Section 2.3. The free
convection (lower horizontal) leading edge of the test surface can be seen in Figs. 2-3
and 2-5. It consists of about 6 ¢m of unheated insulation which forms a smooth
extension of the test surface (the crosshatched region at the bottom in Fig. 2-5).
The unheated insulation is preceded by a step of about 3 cm. The step is caused
by the test surface protruding 3 cm through the tunnel wall into the test section.
Support struts for the traverse extend through the unheated insulation at the lower
leading edge as shown in Figs. 2-3 and 2-5. The effect of the support struts on the
flow is discussed in the tunnel qualification section, Section 3.1, and Appendix D.

The test surface design described in this section provided a heat transfer

surface with the following characteristics:

1. Smooth, except for the roughness of the exposed insulation between
the heating strips, which is felt-like, and the small step along the edges
of each strip, which is nominally the strip thickness (0.127 mm),

2. Uniform heat flux, except for local resistance variations due to tem-
perature variations (discussed in Section 2.7) and the gap between
strips,

3. A response time of 80 to 120 minutes (time to reach steady-state),

4. A loss of energy by conduction through the insulation on the back of
the test surface equal to 6-14% of the electric power dissipated,

5. A loss of energy by radiation from the front of the test surface equal
to 4-50% (depends on the surface temperature) of the electric power
dissipated,

6. Negligible effect on static pressure in the free-stream {discussed in
Section 3.1),

7. Accurate power control,

8. A known vertical leading edge starting condition.

The roughness size described in item one above is small compared to the
boundary layer thicknesses studied except very near the stagnation line at the

vertical leading edge. The flow is aligned with the gaps between strips in that




region which minimizes any effect of the roughness. The unheated gaps between
strips is partly compensated for by the folded under edges of the strips which release

additional energy locally.

2.3 Leading Edge Suction

The boundary layer developing on the upstream wind tunnel test section wall
is sucked off through 2 slot at the leading edge of the test surface. This process
establishes a two-dimensional stagnation line as the forced convection or vertical
leading edge starting condition. A new boundary layer grows on the test surface
downstream of the stagnation line location. This method of starting a boundary
layer was used because of the aifficulty in designing a sharp leading edge on this test
surface. Figure 2-8 i3 a cross-section of the leading edge suction apparatus. Flow
sucked off at the test surface leading edge, passes through a passageway around the
rear of the test surface, and returns to the test section at the downstream end of the
test surface. The return flow enters the test section as a wall jet approximately 1 ¢cm
thick through a slot facing downstream, as shown in Fig. 2-8 This was done to
provide thermal protection of the downstream tunnel wall from the hot boundary
layer leaving the downstream end of the test surface. This arrangement has no
influence on the flow upstream on the test surface.

The upstream suction arrangement consists of two suction slots created by
placing a strip of fiberglass, 13 ¢m wide and 3 mm thick, away from the leading edge
of the test surface, as shown in Fig 2-8 (the fiberglass plate). The fiberglass plate
extends the full vertical height of the test surface. The gap which faces upstream,
between the fiberglass and the tunnel wall, forms a suction slot nominally 1.9 ¢m
thick. The trailing edge of this plate is spaced 0.6 cm off the test surface and acts as
a second suction slot facing downstream. The large slot facing upstream is used to
remove the tunnel wall boundary layer. The smaller downstream facing slot is used
to establish the stagnation line starting condition on the test surface and to remove
the boundary layer that grows on the fiberglass plate, as shown in Fig. 2-8. This
arrangement is visible in the photograph in Fig. 2-3 and is shown schematically in
a detail in Fig. 2-5.

The 0.64 ¢m wide gaps between the stainless steel strips were covered with

thin mica sheets from the rollers at the upstream end of the test surface to the
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upstream edge of the Fiberfrax insulation. This prevented three-dimensional lead-
ing edge flow patterns from developing as a result of suction through the gaps.
The passageway around the rear of the test surface was created by placing
a 0.41 m deep plywood box over the back side of the test surface, as shown
schematically in Fig. 2-8. This box was attached to the edges of the test section
cutout for the test surface. A vertical header in this box divides the passageway
into upstream and downstream sections. Mounted in the header is a 22.9 c¢m
diameter, variable speed, axial flow, DC blower, which pumps air from the upstream
compartment and discharges into the downstream compartment. This provides the
suction for the leading edge. The blower is rated at 6550 RPM and produces a flow
rate of 0.58 m3/.sec at 620 Pa. To maximize its performance, a rounded leading
edge piece ducts airflow into the blower inlet, and a 2.1:1 diffuser is attached to the

blower outlet.

2.4 Traverse Mechanism

The traverse mechanism has 4-degrees-of-freedom. It can position a probe
at any z and y location on the test surface, traverse the probe normal to the
test surface, and rotate the probe about an axis normal to the test surface. The
traversing mechanism is seen schematically in Fig. 2-5 and in the photograph in
Fig. 2-3. It consists of two horizontal shaft assemblies, one at the top and bottom of
the test surface, a vertical shaft assembly (shown centrally located on the horizontal
shafts in Fig. 2-5) that rides upstream and downstream on the horizontal shafts,
and a commercial 2-degree-of-freedom probe traverser (shown centrally located on
the vertical shafts in Fig. 2-5) that rides up and down on the vertical shafts.

The commercial 2-degree-of-freedom probe traverser unit consists of a Slosen
stepper motor and a small DC motor. The Slosen is used to traverse the boundary
layer probe normal to the test surface at 0.0127 mm per step. The DC motor is used
to rotate the boundary layer probe about an axis perpendicular to the test surface.
The horizontal shaft assemblies, top and bottom, consist of a precision ground
shafts each attached to the tunnel wall with four support struts. The support
struts hold the entire traverser unit about 0.3 m from the test surface, as shown
in Fig. 2-5. The bottom assembly includes an ACME threaded shaft. The ACME
threaded shaft is turned by a 1 HP DC motor. It drives linear bearings on the

horizontal precision ground shafts axially to provide z-direction mobility. Attached
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to the linear bearings on the horizontal shafts is the vertical shaft assembly (the
vertical shafts, drive motor, and commercial probe traverser unit). The vertical
shaft assembly consists of two precision ground shafts. A linear bearing is driven
up and down on these precision ground shafts by a vertical ACME threaded shaft
that is turned by a 1 HP DC motor also. This provides y-direction mobility. The
commercial unit is attached to the linear bearings on the vertical shafts.

The boundary layer probe is mounted in plastic bushings for electrical isolation
from the probe mount on the commercial probe traverser unit. The probe stem is
attached to the z-yaw drive system through a small, thin-walled bellows to provide
stiffness in yaw but flexibility in the z-direction. The bellows was intended to
prevent damage to the probe if the test surface was touched. The probe is discussed
in Section 2.6.3.

Thermal protection is required for all parts of the probe traversing mechanism.
The standoffs are water cooled. The horizontal shafts, ACMI thread, and lincar
bearing assemblies have sheet metal radiation shields aligned parallel to the flow
(see Fig. 2-3). These shields are fabricated from stainless sheet with a standard
Number 4 Bright Finish to provide good reflection of the radiant energy away from
the heated test surface. The vertical shaft and ACME thread are shielded by a
water cooled copper shield which is in the shape of one side of an airfoil with 30 ¢cm
chord. Attached to the copper shield’s trailing edge is an adjustable flap with a
13 ¢m chord. The flap is perforated sheet metal with a 30% open area. The shield
and flap are approximately 30 ¢m out from the test surface. Adjustment of the
shield and flap and their effects on the flow are discussed in Section 3.1.

The design of the traversing mechanism involved trade-offs between test section
blockage and traversing mechanism stiffness. To greatly enhance the stiffness of the
traverser without significantly increasing test section blockage, a remotely operated
bar, called the snubber, was included on the traverse. The snubber was located on
the commercial probe traverse unit on the side opposite the boundary layer probe,
but on an axis parallel to the stem of the boundary layer probe. When extended
a few centimeters, the snubber pressed firmly against the test section wall opposite
the test surface and prevented the traverse and boundary layer probe from vibrating
normal to the test surface. Maximum boundary layer probe head vibration with
the snubber in place is 4-0.25 mm in the vertical direction. The snubber allowed

essentially no probe vibration normal to the test surface.

25



2.5 Test Control and Data Acquisition

The activities of test control and data acquisition were centered in a test control
room in the building alongside the wind tunnel. Test conditions were monitored on
a continuous basis to ensure a steady state operation of the facility for each test
case, which could last scveral hours, and to ensure a safe operation of the facility.
For this purpose almost all test parameters, along with many parameters monitored
solely for safety, were available as continuous readout on gauges or digital displays.
These instruments are discussed in Ref. 27. This section deals only with control of
the main test parameters and acquisition of the heat transfer and boundary layer
data.

Control of the test involved control of four main parameters: test section air
speed, leading edge suction rate, test surface power, and boundary layer probe
position. Tunnel air speed was controlled manually by adjusting the engine throttle
and transmission to settings which resulted in the desired tunnel speed. The throttle
could be set from the control room. Leading edge suction rate was controlled by
manually setting a DC power supply for the suction fan. Calibration of the suction
rate versus suction [an speed and tunnel air speed are discussed in Section 3.1.
Test surface power was controlled manually. A circuit breaker in the control room
was used to switch power on and off. Power level was controlled by adjusting the
three banks of autotransformers previously described. This was done by adjusting
the control shafts, one from each bank of transformers, that extended through the
tunnel wall in the transition nozzle, as shown in Fig. 2-2.

The boundary layer probe was positioned by use of the traverse controller
located in the control room. The traverse controller consisted of z and y motor
controls for the ACME threaded shafts, the traverse snubber control, the probe
z-drive stepper motor translator logic and control, the probe yaw comparator logic
and control, and the limit controls to prevent probe and traverse frem being moved
outside certain position limits for all directions. Also included was the sensor for
probe-test surface contact detection.

The z and y motions were controlled by manual operation of the traverse
controller. Movement in the 2-direction was either by manual or mini-computer (the
computer is discussed later) operation of the controller. Mini-computer operation
of the controller for movement in the z-direction involved first locating the wall

with the boundary layer probe. The probe was driven into the wall under control



of the mini-computer until an electronic touch sensor indicated contact with the
wall and stopped the probe motion. The probe was then backed away 1.5 mm and
recontacted with the wall by the computer. This produced a repeatable wall touch
which flexed the probe into the wall by 0.2 mm. This meant the probe stepper
motor had to be stepped an equivalent of C.2 mm outward from the wall before
the probe tip left the wall again. With the wall located the boundary layer probe
could now be stepped through the boundary layer at predeterinined intervals by
the mini-computer with the velocity, flow angle, and temperature data measured
automatically after each step.

Probe yaw angle control was also done automatically. A feedback control
system, called the probe yaw comparator, used the pressure difference between
the probe yaw ports (see Section 2.6.3) to drive the traverse yaw motor until the
pressure difference between those ports was zero. This pointed the probe in the flow
direction. Since the response time of the probe yaw control system was very slow
(A1 minute), the probe direction changed only as the mean flow direction changed.

Data acquisition from all sensors, with exception of the barometric pressure
and surface emissivity, was done through the analog-to-digital converter of a miui-
computer system. The computer reduced and displayed the data on-line and stored
the “raw” data on hard disk for later detailed data analysis. In addition, the
computer was used to control the movement of the boundary probe, as discussed
earlier, and run some of the data acquisition equipment.

The mini-computer was an [.SI-11/23 configured with a clock, analog-to-digital
converters (A/D), digital-to-analog converters (D/A) and other special functions.
The A/D was an Adac analog-to-digital converter with a 10 volt range and a
5 mv resolution. The system is based upon a PDP-11/23 CPU with 80K words
of memory. Two hard discs provide permanent storage. Information was displayed
onn a CRT or by a printer.

Two simple diagnostic programs and three comprehensive data acquisition and
reduction programs were written for the experiment. One diagnostic program was
used to check the A/D function of the computer and cables from the computer
to the signal conditioners. The other diagnostic program allowed an individual
sensor in the experiment to be isolated. That sensor’s performance could then be
studied or known signals could be sent through its leads to check out the entire

data acquisition s¥stem.
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The data acquisition program for heat transfer data was “TEST”. This
program controlled the scanners (discussed later) which cycled all the transducer
information through the computer A/D channels, processed the data from the A/D
channels, converted it to engineering units, stored the raw voltage and converted
signals on hard disk, and displayed some preliminary results. Data for heat transfer
tests were taken at a2 240 hz rate in a 900 sample burst, once for each of the scanner
channels. The reduction of the sensor information in engineering units to heat
transfer coeflicients, etc. was done by a program called “REDUCE".

Boundary layer probe control, scanner control, data acquisition from A /D
channels on the computer, data reduction, and data presentation of the boundary
layer data were performed using one program, “BILTEST". After manually adjust-
ing the probe to a desired z and y position on the test surface, the program would
present the z and y position as read from the potentiometers, control the probe as it
moved inward in the z-direction to find the wall, and step the probe away from the
wall according to a selected schedule of positions, obtaining data at each position.
Boundary layer data, including probe location, were taken at a 900 Az rate in 200
sample bursts 24-52 times per scanner channel. This data was then reduced and
stored.

Appendix E contains the heat transfer data and the listings of “TEST” and
“REDUCE". Appendix F contains the boundary layer data and a listing of the
program “BLTEST". These versions of “TEST”, “REDUCE", and “"BLTEST" are
different than the versions presented in Ref. 27, which were used for a preliminary
data reducion. The major differences are: a temperature dependent emissivity for
the stainless steel 304 has been included in the heat transfer data reduction (see
Appendix B) rather than the constant value of 0.1 assumed originally; no transient
energy storage correction was made in the heat transfer data reduction, none was
found necessary; all probe and instrumentation manipulation and control portions
were removed; the free-stream flow angle is no longer subtracted from remainder of
the boundary layer flow angles for a given profile; the output format was changed;
and finally, the program was changed to make it compatible with a larger computing
system. As a result, the reduced data presented in Appendices E and F is different

than Ref. 27. The present report is the final data reduction.




2.6 Sensors and Instrumentation

The sensors and instrumentation used to obtain heat transfer and boundary
layer data are discussed in vhis section. The discussion is divided into four subsec-
tions. The first three sections contain discussions of instrumentation and sensors
used to obtain the tunnel conditions, the test surface conditions, and the boundary
layer profiles of velocity, flow angle, and temperature, respectively. The final section
discusses instruments and hardware in common to the first three sections. Many
additional sensors and instruments were used for routine monitoring of facility con-
ditions such as engine temperature, engine oil pressure, fan speed, etc., as well as for
monitoring safety aspects of the facility such as, smoke and fire detection. These

are discussed in Ref. 27.

2.6.1 Tunnel Conditions

There were seven parameters measured to obtain the tunnel test conditions:
the tunnel wall temnperature, the tunnel inlet air temperature, the tunnel inlet
stratification, the test section stratification, the test section air velocity, the en-
vironmental wind speed and direction, and the leading edge suction rate.

The wind tunnel inlet air temperature, tunnel wall temperatures, and test
section stratification were measured with type-K (chromel-alumel) 30 gauge thermo-
couples with an arc welded junction (a bead). The inlet air temperature was
measured at mid-height in the plenum of the wind tunnel. Thirty-five thermo-
couples were used to obtain the tunnel wall temperature. They were glued to the
wood walls or peened into the metal test section walls. An array of four thermo-
couples was used to sense any air temperature stratification in the test section.
These thermocouples were mounted in a four-port aspirated probe, one per port.
The aspiration eliminated the need for any radiation correction. The probe is
located at the downstream end of the test section with the ports on the probe
distributed from the top of the test surface to the roof of the wind tunnel.

The wind tunnel inlet air temperature stratification was measured with two
matched Iso-Curve (15K) thermistors made by Fenwall Electronics. They were
located just downstream of the screen pack, one near the ceiling, the other near
the floor. Neither the thermistors nor the inlet air temperature thermocouple
discussed above were visible to the hot test suyface, which eliminated the need

for any radiation correction to their outputs.




A standard pitot-static tube with a tube diameter of 3.2 mm, the tunnel-Q
probe, was used to obtain the test section air velocity. The probe is visible in
Fig. 2-3: it is the small tube sticking out of the test section wali just ahead of the
leading edge suction, about halfway up the test surface. The tunnel-Q probe is also
shown schematically in Fig. 2-5.

Environmental wind speed and direction were measured with a four-bladed,
fast response, 22 ¢m diameter propeller anemometer with tail vane made by R. M.
Young Company. It was mounted on the roof of the office building acjacent to the
wind tunnel. Tiie location zave a higher wind speed indication than was actually
experienced by the wind tunnel, which was located on the leeside of that building.
The output was used to determine when tests could be conducted and when tests
in progress had to be aborted.

The suction rate was set by measuring the velocity with a pressure probe at a
fixed location in the diffuser outlet of the leading edge suction fan. The measured
velocity distributions for several test cases were integrated to find the correlation
between average velocity and the measured veiocity at the fixed probe location.
During the test program it was fonund suction rate could be set just as reliably by
sctting it based on the suction-fan RPM. When suction rate was set based on the
suction-fan RPM, a suction rate was not measured or recorded in the output in

Appendix E. The suction rate was always around 4% of the tunnel mass flow rate.

2.6.2 Test Surface Conditions

Parameters measured to obtain the test surface conditions were: the electric
power dissipated in resistance heating the surface, the surface temperature, the
temperature difference across the Fiberfrax insulation layer, and the surface total-
hemispherical emittance. All except the surface emittance were measured during
each test by the mini-computer. The emittance was obtained by measuring the
emittance of samples of the surface material as a function of temperature from
ambient to 600 C before and after testing (see Appendix B).

To obtain the electric power dissipated in the stainless steel covering the
surface, the RMS voltage drop across each of the 21 stainless steel strips and the
RMS current through each strip was measured. These RMS signals were obtained
by integrating the digital output from the mini-computer A/D. The voltage drop

on each strip was sensed across two small lead wires spot welded to each strip, one
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at the leading edge and one at the trailing edge of the test surface. The current
through each strip was obtained by measuring the current in each of the three
legs of the “Y" or “A" connection of the stainless steel strips discussed earlier.
Since the seven strips in each leg are connected in series in a given leg, this current
measurement gave the current through each strip in that leg. Current flow from the
system to ground was monitored but none was detected, so all current measured
in each leg was assumed to pass through the strips with no leakage through the
insulation or test structure to ground. A power factor of one was assumed for
each strip. This was confirmed by observing a Lissajous pattern for current and
voltage on an oscilloscope. The measurement of the curreat, which ranged from 20
to 180 amps, was obtained by placing the lead cables from each leg of the “A” or
“Y" through precision Weston Model 321 (.07% accurate) or 461 (.25% accurate)
current transformers, as indicated in Fig. 2-7, and reading the voltage drop across
a shunt in the secondary of each transformer. The shunts were properly sized for
each transformer, and the voltage drop across the shunts was linecarly related to the
current in each respective leg.

Both the strip voltage and current measurements were calibrated for each
test. In the case of the voltage drop measurement this was done by reading the
voltage drop across a strip directly with an HP 3466A multimeter (true RMS)
and comparing it to the minicomputer RMS output. In the case of the current
measurement it could be done in three ways. The first method used three 100 amp,
leaf shunts (Weston, 20 amps/muv) positioned as shown in Fig. 2-7. The voltage
drop current relationships for the shunts are accurate to 1/2% up to 200 amps
(1/4% at less than 100 amps). The voltage drops across these shunts were measured
with the HP 3466A multimeter and compared to the minicomputer RMS output.
The second method of current measurement calibration made use of Model 321
or 461 Weston current transformers. The current in the secondary was measured
directly with the HP multi-meter or a Weston Model 904 ammeter. The third
method cf current measurement calibration made use of an Ohio Semitronics RMS
current transducer with model CTIRV current transformer. This could be placed
around any leg. The voltage output from the transducer was proportional to the
current in the leg. The three current calibration techniques agreed within 0.7%6.

The surface temperature was measured with the thermocouple arrangement

shown in Fig. 2-9. Figure 2-9 is a schematic of a cross section and a top view of the
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surface thermocouple assembly. The cross section has been expanded in the figure
and is not to scale. This thermocouple design is based on tests on a prototype
heat transfer surface. Three type-KK 30 gauge junctions are wired in parallel and
spread evenly around a 3.81 ¢m radius to obtain a local average temperature over
the circle, as shown in Fig. 2-9. A mica layer over the thermocouple provides
electrical insulation between the thermocouples and the electrically heated surface.
A stainless steel pad under the thermocouple beads prevents the beads from being
pressed into the insulation by the force exerted by the stainless steel strips held in
tension on the curved surface of the insulation, as discussed in Section 2.2. The
pad of Fiberfrax “Paper” insulation under the stainless steel pad provides some
spring and insures the assembly is pressed against the stainless strips. Figure 2-10
is a photograph of a surface thermocouple assembly before the heating sirip was
put in place over the thermocouple assembly. This entire assembly with mica in

b

place was partially depressed into the soft top layer of Fiberfrax “Paper” insulation
before placing the heating strips over it. As a result, no bulging or distortion of the
stainless steel heating strips was evident because of the thickness of this thermo-
couple assembly. Any distortion of the stainless steel was clearly visible due to its
mirror like finish.

This surface temperature measurement technique has been experimentally
shown accurate to the larger of + 2 C or 4+ 1% in the prototype tests. An array
of 105 of these surface thermocouples were mounted on the surface at positions
indicated by “4's”in Fig. 2-11. They are located in 10 columns of equal spacing
and in 21 rows defined by the 21 strips. The columns are staggered as shown in
Fig. 2-11. The first column is 0.229 m downstream of the stagnation line. The
stagnation line is the assumed start of the heat transfer surface.

In addition to the surface temperature thermocouples an array of 26 type-IK 30
gauge “conduction” thermocouples were installed in the surface. The locaticns are
shown as “O’s” in Fig. 2-11. They are single bead, arc welded, conventional thermo-
couples placed between the 1.27 c¢cm Fiberfrax Duraboard layer and the 3.81 cm
layer, as shown in Fig. 2-9. These thermocouples are used in conjunction with
the surface thermocouples, the Fiberfrax thermal conductivity, and thickness of

the Fiberfrax layer to determine the loss of energy from the surface by conduction

through the insulation on the back of the surface.



2.6.3 Boundary Layer

Boundary layer mean velocity, flow angle, and temperature profiles were taken
simultaneously with a single probe shown in a photograph in Fig. 2-12. The basic
probe design follows that described in Ref. 29 with the addition of a thermocoupie
for temperature measurement. The thermocouple is not visible in the photograph
in Fig. 2-12 due to its small size, but is shown in the schematic of the probe tip
in Fig. 2-13. The probe tip consists of a 0.052 mm diameter type-K therinocouple
with each lead spot welded to another type-K thermocouple bead made from 36
gauge fiberglass coated thermocouple wire. On either side of the 0.052 mm diameter
thermocouple are two total pressure ports made from 0.813 mm O.D. stainless steel
tube. Attached on the outsides of these tubes are the probe yaw sensing tubes
made from 1.47 mm O.D. stainless steel tubes flattened to the thickness of the
total pressure tubes. Outboard of these are two static pressure tubes made from
1.47 mm O.D. stainless steel tubes.

The pressure sensing ports (total, static, and yaw angle) and the 0.052 mm
thermocouple bead are located in the same plane, with the static and the total
ports in-line, as shown in Fig. 2-13a. The plane containing the pressure ports and
the 0.052 mm diameter thermocouple bead has a 2° to 3° forward tilt with respect
to the probe stem. The 0.052 mm thermocouple bead is centered between the total
ports and 2.4 mm in front of them, as shown in F'ig. 2-13a. Since the entire probe
tip tilts forward 2° to 3° with respect to the probe stem and since the thermo-
couple bead is located 2.4 mm in front of the total pressure ports, the temperature
measurement point in the boundary layer is approximately 0.12 mm closer to the
wall than the pressure sensing ports.

Figure 2-12 shows that all tubes lead aft into a tube bundle at the “gooseneck”.
All points on the “gooseneck” are slightly greater than 10 tube bundle diameters
downstream of the pressure ports. The probe tip back to the “gooseneck” is gold
plated and the “gooseneck” stem is wrapped in aluminum foil to minimize radiant
heating of the pressure lines. This minimizes density variations in the pressure lines
which would induce errors in the pressure measurements.

The two total pressure tubes are connected in parallel to one side of a pressure
transducer described later. The two static tubes are connected in parallel to the

other side of the transducei.
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The thermocouple wiring arrangemer.c for the fluid temperature thermocouple
is shown schematically in Fig. 2-13b. This thermocouple arrangement was used for
two reasons. The first was so that stronger lead wires could be used in the probe than
the 0.052 mm diameter wires used on the tip. The second was so that approximate
base temperatures were avaiiable for estimation of the conduction error in the fluid
temperature measurement. Figure 2-13b shows that the signal across the outer two
lead wires gives the fluid temperature, Ty, while the two other pairs of leads give
the base temperatures, Ty, and T3,. Only one signal (across two leads) was read
at one time, with the other two pairs left as open circuits. The disadvantage to
this arrangement is the noise pick up in the high voltage, high current environment
by the extra wire attached to each thermocouple bead. The RMS measured noise
level (in terms of degrees C) was around 1 to 2 C compared with about 0.3 C for
a conventional single bead thermocouple in same environment.

The position of the boundary layer probe was sensed by reading the output of
three calibrated 10-turn wire-wound potentiometers for the z and y positions and
the yaw angle. The z-location was obtained by counting the number of pulses the
probe was moved from the wall by the stepper motor, at 0.127 mm per pulse.

The probe design has the following characteristics summarized from the dis-
cussion above and the validation tests that were conducted on the probe to verify

its performance:

1. The capability to measure velocity, temperature, and flow angle simul-
taneously, saving time and insuring a similar test condition for the
three measurements.

2. Negligible viscous effects on the pressure measurements at low veloci-
ties as a result of the oblong front on the probe tip [30].

3. Negligible errors due to buoyancy induced pressure differences in the
pressure lines which result from non-similar temperature variations
in the various pressure lines coupled with elevation changes of the
pressure lines. This was accomplished by passing all the pressure lines
through the same temperature gradients, symmetrically placing them
about the probe centerline, and gold plating and foil wrapping the
stem.

4. Negligible effect of the probe yaw angle on the velocity measurement
over a yaw angle range of 4-10°.

5. Negligible effect of the velocity gradient normal to the wall on the flow
direction indicated by the yaw ports.
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6. Negligible effect of the probe pitch angle on the velocity measurement
over a +20° pitch angle range and on the indicated flow direction
over a smaller range of pitch angle.

7. A fluid temperature thermocouple with minimal temperature measure-
ment error and with negligible influence on the velocity and flow angle
measurements. In addition, since each wire of the boundary layer
thermocouple was welded to a thermocouple junction, a conduction
correction to the fluid temperature measurement, which was small,
could be accurately made.

2.6.4 Additional Instrumentation

The pressure differences from the probes discussed in previous sections were
sensed by Validyne DP103 differential pressure transducers rated at 55 Pa full
scale (the dynamic head at about 7 m/s for air at the ambient temperature).
The electronics for these transducers, a variable reluctance type, were provided
by Validyne CD90 high gain, carrier demodulators. Each transducer, with its own
CD90 unit, was calibrated using a Combist Instrument Ltd. micromanometer,
which has a resolution of about 8.06 Pa. The response of the pressure transducer
was very linear. The calibrations of the pressure transducer sensitivities were
checked several times during the course of the experiment, using the micromanom-
eter. No significant changes were noted. A calibration resistor was frequently used
to check for changes in the pressure transducer read-out circuitry via a built-in
system check.

The thermocouple circuitry used a thick-walled foam insulated box as a zone
box. In the zone box, the leads from all the thermocouples described in previous
sections plus the icebath thermocouple were connected to copper extension leads,
which went from the zone box to a Hewlett Packard crossbar scanner in the control
room. The connections, insulated from one another by a plastic coating on the con-
nectors, were wrapped together to form a cylinder about 8 ¢cm in diameter, covered
with a piece of split heavy-walled aluminum tubing, and placed in the zone box.
Aluminum tube helped reduce to a minimum any temperature difference between
the various thermocouple-copper lead connections. The temperature difference
across the aluminum tube was measured by one differencing thermocouple. This

temperature difference rarely exceeded 0.5 C.
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Over 200 signals from the different sensors involved in the experiment were
conditioned by the instrumentation both for display on meters and for acquisition
by the mini-computer. The number of channels of conditioning equipment and the
number of computer A/D channels needed was greatly reduced by the use of two
crossbar scanners. Both scanners had gold plated contacts and manual and remote
operation modes. Both scanners were programmed to switch three channels at a
time, each channel being connected to one A/D channel on the computer. On the
first scanner the thermistors, the 21 strip voltages, and the current for each of the
three phases were switched in 21 steps. Each of the current readings was repeated
seven times while the seven voltages corresponding to that current were being read.
The second scanner covered all thermocouples, three at a time in 63 steps. For
each data set the first scanner was stepped three times through while the second
was stepped once through the thermocouples.

The signals from the six scanner channels, the pressure transducers, the wind
speed and direction indicator, and the thermistors were conditioned by a 32 channel
differential amplifier (Analog Devices hybrid circuits). Gains ranged from 1.2 to 500,
depending upon the input voltage. All amplifiers had 2 hz low pass filters except
tor tne channel with the 60 hz A/C amps and volts signals, which were filtered at
500 hz. Additional signal conditioning in the form of overvoltage protection for the
computer was provided on some channels where there was a possibility of a short

to the test surface.

2.7 Data Reduction

This section discusses the data reduction process for several important param-
eters, flow angle, temperature, velocity, and heat transfer coefficient.

The flow angles were deduced from a direct measurement of the probe angle
through use of a calibrated potentiometer. A small correction was made based on
the residual pressure difference between the yaw tubes {(if any) and the probe yaw
angle calibration. This correction was generally very small since the probe was
continuously driven so as to point upstream into the flow. This pointing, if perfect,
would have resulted in a zero pressure difference between the two yaw tubes.

Temperatures were deduced from the thermocouple signals using the thermo-
couple temperature-voltage relationships in Ref. 31 for type-K chromel-alumel ther-

mocouples. Corrections were made to the temperaturcs measured with the surface
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thermocouples and the fluid temperature thermocouple. The correction made to
the surface temperature thermocouple accounted for the fact that it was not in
direct contact with the surface. It was found experimentally that this correction
could be modeled as an 0.2 mm air gap with conduction and radiation heat transfer
across the gap. The correction was positive and equal to |/2 to 1% of the measured
temperature.

For the boundary fiuid temperatures, an effective temperature at a given
velocity measurement location was determined from the actual boundary layer
temperature data. This was done for convenience in reducing and displaying the
boundary layer data. Recall from Section 2.6.3, that the temperature and velocity
measurement locations were not at the same location due to the 2° to 3° forward
tilt of the probe tip combined with the fact that the thermocouple bead location
was 2.4 mm in front of the velocity measurement point. This placed the actual
temperature measurement location 0.12 mm closer to the wall than the velocity
measurement point. A linear interpolation between two successive temperature
measurements surrounding any given velocity measurement point in a profile was
used to determine the effective temperature at the given velocity measurement point.
This effective temperature only differed significantly from the actual temperature
measured 0.12 mm away from a given velocity measurement point for locations very
near the wall (within about 1 ¢m of the wall). The major impact of the use of the
effective temperature was that it simplified the data display and data reduction.
Errors introduced by the linear interpolation were insignificant compared to the
overall data uncertainty to be presented later.

A correction accounting for both radiation and conduction errors was made to
the boundary layer fluid temperature measurement (determined as described in the
previous paragraph). A four-zone, diffuse, gray body, radiation model was used to
account for radiation heat transfer to or from the fluid temperature thermocouple.
The zones were the tunnel wall, the test surface immediately below thermocouple,
the remainder of test surface, and the thermocouple itself. The net radiant heat
flux to or from the thermocouple, determined from the four-zone model using the
measured temperatures of each zone as boundary conditions, was used to determine
an effective radiation heat transfer coeflicient for the thermocouple. This was added
to the convection heat transfer coefficient for the thermocouple calculated from the

fluid velocity at the measuring point. The overall convection-radiation heat transfer

37




coefficient was used as a boundary condition in a fin-type conduction correction
to the thermocouple reading, as described in Ref. 32. The base temperatures for
the fin correction were the temperatures measured by the 36 gauge type-K thermo-
couples onto which the 0.052 mm diameter boundary layer thermocouple leads were
spot welded (see Section 2.6.3). The base temperatures were 50 C below the fluid
temperature at the peak surface temperature of 580 C, when the probe was near the
test surface. The overall conduction-radiation correction was a maximum of about
+20 C near the wall and less than —5 C in the free-stream at the 580 C test
condition, the condition for which the corrections were a maximuin. No corrections
were made to any other thermocouple readings.

Velocities were deduced from pressure signals using Bernoulli's equation. No
corrections for effects due to wall proximity or velocity gradients across the face
of the probe tip were made to the velocity measurement [30]. Those two error
sources were relatively small in the thick boundary layers considered. The local fluid
temperature and the barometric pressure were used with the ideal gas assumption
to calculate the density of air in Bernoulli's equation. Since the convection heat
transfer coeflicient needed in the corrections to the fluid temperature measurement
depended on both velocity and density, and since the density (in Bernoulli's equa-
tion) depended on fluid temperature, an iteration scheme between fluid temperature
and velocity was used to obtain both quantities. The first guess at fluid temperature
was the uncorrected fluid thermocouple measurement. With this guess, the iteration
scheme converged in two or three steps to the correct velocity and temperature.

The heat transfer coeflicient was deduced from the data by an indirect means.
At each of the 105 surface temperature measurement locations in Fig. 2-11 the

follow:ng relationship was used:

QE‘.IC(I’ y) - Qrad(zv y) - qcand(Is y)

h(z,y) = : (2-1)
Tw($7y) - TOO(y)
The electric power released from the surface was determined as follows:
El
ete(z,y) = 'XACRC (2-2)

The voltage E and current / are RMS values measured for each heating strip, and
the area A is the area measured for each strip between voltage leads, when the

strips were cold. The term A. i1s a correction to the strip area which accounts for
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the thermal expansion of a strip when heated. The term R, is a local correction
term which accounts for resistance variations due to temperature variations along
a strip. Appendix C discusses the surface heat flux measurement in more detail.

The radiation energy transfer from the surface to the tunnel walls, ¢,454, was
determined from a three zone, diffuse, gray body radiation heat transfer model.
The zones in the model were the tunnel walls, the local spot on the surface where h
was being calculated, and the remainder of the test surface. Shape factors between
the zones were trivial: 0, 1, or a simple area ratio in the case of the tunnel wall to
test surface shape factor, for example. The temperature boundary conditions for
the zones were respectively, the average tunnel wall temperature calculated from
the 35 tunnel wall thermocouples, the local surface temperature measurement on
the test surface, and the average test surface temperature measurement calculated
from the 105 surface temperature measurements. The tunnel wall temperature
rarely exceeded 40 C at any spot so average tunnel wall temperature was always
near ambient and not a significant factor in Eqn. (2-1). The surface emissivities
used are given in Appendix B. The term ¢,,4 ranged from 4% at low temperatures
to about 509% of the energy transferred from the surface at 580 .

The conduction term, ¢eond. accounted for energy transferred through the
Fiberfrax insulation on the back of the test surface invo the air passage for the
leading edge suction system (behind the test surface as seen in Fig. 2-8). It was
first calculated at the 20 locations on the test surface which had thermocouples
that were (1) sandwiched between the two layers of Fiberfrax Duraboard below a
surface thermocouple location and (2) more than 8 crm away from an edge of the test
surface (see ['ig. 2-11). The calculation was based on a one-dimensional conduction
model between the surface temperature measurement point and the conduction
thermocouple location. Variation of the thermal conductivity of the insulation, with
temperature, was accounted for in the one-dimensional model, as were the thermal
conductivities of the different layers of insulation. A numerical, three-dimensional
conduction analysis of the insulation showed that the one-dimensional conduction
model was accurate to within 165G for areas of the test surface 8 & away from its
edges.

The conduction energy transfer rates determined at the 20 “conduction™ ther-
mocouple locations were divided by the driving potential for heat transfer through

the insulation: the local difference between the surface and the air temperature in
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the leading edge suction passageway behind the test surface. This gave the heat
transfer resistance to conduction through the insulation at each of the 20 locations,
which was then least squares fit versus the temperature difference (local surface to
backside air). It was this curve fit that was used to calculate the conduction heat loss
through the insulation at all the 105 surface temperature measurement locations,
based on the local surface to backside air temperature difference at each location.
The 105 locations included the 20 locations which were used to generate the least
squares fit. For the thermocouple locations on the top and the bottom heating
strips, which were within 8 ¢m of an edge of the test surface, the one-dimensional
conduction loss through the insulation was increased by 5% based on the results of
the numerical three-dimensional conduction analysis.

The wall temperature in the denominator of Eqn. (2-1), Ty, is the local wall
temperature reduced as discussed earlier. The free-stream air temperature, Tio, Was
generally uniform in the test section except for the high temperature free convection
cases. There was up to a 10 C difference between the air at the middle and the
top of the test surface, for the highest temperature free convection case, 520 C.
This was measured with the stratification probe. For these cases a local free-stream
temperature was used in determining h, obtained by assuming a linear variation of
the free-stream temperature in the vertical direction over the top half of the test
surface.

Transient energy storage was not considered directly in calculating the surface
heat transfer coefficient, since data were taken only under steady-state conditions.
The steady-state condition was determined, however, by estimating a transient
energy storage term. Each data set recorded for a given test condition consisted
of two sets taken several minutes apart. The transient energy storage term for the
insulation was estimated by determining the mass average temperature change of
the insulation, which contained most of the system thermal capacity, over the time
period between the two data sets. Data were kept only when this term was less
than about 1% of the electric power dissipated. The term is printed out with each
heat transfer data set in Appendix F.

The thermal boundary layer thickness, the displacement thickness in the z-
direction, and z-momentum thickness in the z-direction, used in presenting the
boundary layer data in Chapters 3 and 4, were calculated based on the following

definitions, respectively:
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(—22 )4 (2-3)

(PoolUoo — pu) (2-4)

6
Uso —
brz ;—:/ —"‘——"—"—‘pu( = u)dZ (2-5)
0

The integrals were evaluated with an adaptive Simpsons-rule integration routine
[33]. The velocity and temperature profiles were interpolated as needed by the
integration routine with quasi-Hermite spline fit (piece-wise cubic polynomials with
continuous first derivatives) [34]. This same method was used to evaluate the rest
of the integral boundary layer parameters defined in Appendix F. The enthalpy of
air was obtained from a table search of enthalpy versus temperature.

The naterial properties used in the data reduction are given in Appendix A.

2.8 Experimental Uncertainty

An n’th order uncertainty analysis of the four main quantities deduced from
the data was performed. These i1 clude the local surface heat transfer coefficient
and the boundary layer velocities, temperatures, and flow angles. An uncertainty
analysis was also used initially as part of the experimental planning process. In the
planning stage it served as the principal criterion for choosing among alternative
measurement techniques and for setting the standards for acceptable accuracy ~n
the individual measurements. The uncertainty analysis followed the single sample
uncertainty analysis method recommended by Kline and McClintock [35]. This

method can be summarized as follows:

If the data reduction equation is given by
Fr=[flzy 22 .., 15) (2-6)

where F is the reduced quantity and the z;'s are n-measured quantities
needeu to cz2lculate F, the single sample uncertainty in F is

no . 1/2

aF ”
oF = | (s—bz,)° (2-7)




The 6z, are the uncertainty intervals in each of the measured quantities
and 8F [Oz; are the sensitivities of F to each of the measured quantities.

The method is based on two important assumptions. The first is that the
measured quantities are independent and uncorrelated. The second is that the
uncertainty in each measured quantity is a stochastic uncertainty with the same
confidence or odds on happening. The second assumption implies that a zeroed
centered experiment has beer designed having no biased (non-random) errors.

Based on this method of analysis, the n'th order uncertainty in the four main
reduced quantities (expressed in some cases as a percent of the absolute value) are
given in Table 2-1. The upper range of uncertainty on the surface heat transfer
coefficient applies for high temperature, low velocity runs. The upper limit on
uncertainty for boundary layer velocity, flow angle, and temperature are average
uncertainties that apply near the wall. The uncertainty in parenthesis for velocity
and temperature is the worst case uncertainty for those parameters. The worst case
uncertainties occurred when the probe was near the wall during a high teraperature
low velocity test (T =420 C and U,,=1.5 m/s). The uncertainty values were
higher than the rest because of the very low velocities near the wall for that test.
Two or three data points away from the wall for those profiles, the uncertainty was
again in the ranges given in Tablc 2-1.

The single sample uncertainties in the measured quantities used in the uncer-
tainty analysis above, as well as uncertainties in other important reduced paraineters,

are given in Table 2-2.




Table 2-1

Results of the Uncertainty Analysis for the Four Main Reduced Parameters

Parameters

Local convective heat transfer coefficient
Boundary Layer Velocity

Boundary Layer Flow Angle

Boundary Layer Air Temperature

Table 2-2

Uncertainty

6% to 10%

3% to 6% (20%)
2° to 4°

2C to 1% (7%)

Input Uncertainties to the Uncertainty Analysis for the Four Parameters
in Table 2-1, Plus the Uncertainties for Other Parameters

Parameter

z- or y-distances on the test surface
z-distance from wall

Stainless steel thickness

Uniformity of stainless steel energy release
Insulation thickness

Insulation thermal conductivity

Voltage drop across a strip

Current in each phase

Resistivity of stainless steel - 304

Thermal expansion coefficient for stainless steel - 304
Surface temperature

Free-stream temperature

Average tunnel wall temperature
Thermocouples before correction
Barometric pressurc

Dynamic pressure differences

Emissivily of stainless steel - 304
Emissivity of tunnel wall

Minicomputer A/D (resolution)
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Uncertainty
+0.3 cm
+0.12 mm
+1%

+1%

4+ 0.1 ¢m
+5%

+1%
+0.7%
+-5%
+10%
+2Cor 1%
+1C
+2C

41 C or 3/8%
4130 Pa
+0.06 Pa

+0.01

40.1
+5.0 muv
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Fig. 2-2 Schematic of the Wind Tunnel.



Fig. 2-3 Photograph of the Iront of the Test Surface as Viewed from the Inlet
Nozzle.
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Fig. 2-1 Photograph of the Back of the Test Surface (IRear cover open).
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VERTICAL LEADING EDGE

TOP EDGE SUCTION

HORIZONTAL (X) TRAVERSER
SHAFTS (TOP AND BOTTOM)

VERTICAL (Y)
TRAVERSER SHAFTS

TUNNEL - Q
PROBE

Uoo

PROBE YAW AND Z TRAVERSER
BOUNDARY LAYER PROBE

STAINLESS STEEL HEATING STRIPS (21)

Fig. 2-5 Schematic of the Front of the Test Surface, Including the Traverse and
the Leading Edge Suction.
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Fig. 2-6 Schematic of a Cross Section of the Test Surface.
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———— AUTOTRANSFORMER BANK (3)
(6-70 AMP VARIACS IN PARALLEL)
[ 7\

WESTON CURRENT
TRANSFORMER (3)

/

OHIO SEMITRONICS CURRENT
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\

WESTON CALIBRATED SHUNT {3)
(20 AMPS/MV)

7 STAINLESS STEEL STRIPS
L IN SERIES (3)
(2 SIGNAL LEADS PER STRIP)

N

Fig. 2-7 Schematic of the Power Supply, the Voltage Sensors, and the Current
Sensors (“A”-Configuration).
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Fig. 2-9a Schematic of a Cross Section of the Test Surface with a Surface Thermo-
couple Assembly and a Conduction Thermocouple Shown (Dimensions
in cm).

THERMOCOUPLE
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Fig. 2-9b Schematic of a Top View of a Surface Thermocouple Assembly (Dimensions
in cm).
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Fig. 2-10 Photograph of a Surface Thermocouple Assembly.
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Fig. 2-12 Photograph of the Boundary Layer Probe.

o4



STATIC TUBES (2)

< 24 mm
e U2 1 t +=~——— STATIC PRESSURE
] PORTS
v 9
3 THERMOCOUPLES
TOTAL TUBE (2)
YAW TUBE (2)

Fig. 2-13a  Schematic of the Boundary Layer Probe Tip.

Tt
Tb1 sz
—t— —
Lo | | |—— TYPE K-36 GUAGE
I [ GIL.ASS COATED
Ch Al Ch Al

ARCWELDED BEADS (2)
SMALL WIRE SPOT
WELDED ON BEADS

TYPE K — 0.052 MM DIA BARE WIRE

Fig. 2-13b Schematic of the Fluid Temperature Thermocouple.

99



Chapter 3.
QUALIFICATION TESTS AND RESULTS

Qualification tests were performed te verify the design of the apparatus and
the performance of the instrumentation and the data reduction process. The first
section deals with the wind tunnel flow qualification tests. This includes a discussion
of the leading edge suction, the test section flow quality, and the effects of the
traverse on the flow, which were small. The next section discusses baseline surface
heat transfer tests conducted to verify the heat transfer aspects of the apparatus.
‘The final section discusses the baseline boundary layer profiles taken to verify the

boundary layer aspects of the apparatus.

3.1 Wind Tunnel

Qualitfication of the wind tunnel started before the test surface was ~cmpleted.
A plywood wall was used to till the cutout for the test surface in the test section
back wall. During this phase of testing the flow quality at the inlet of the test
section was documented. The quantities measured at the inlet of the test section
were the mean velocity distribution, the mean vertical flow angle with reference to
a horizontal plane, the small scale turbulence level, the How steadiness. and the
vertical temperature gradient.

The mean velocity and the mean flow angle distribution at the test section
inlet were measured with a three-hole “cobra™ probe for a test section air velocity
of 4 m/s and an atmospheric wind speed of 1.8 m/s.* The measurements were made
by traversing the “cobra”™ probe horizontally across the width of the test section
through 5 access ports. cach at a different vertical elevation in the side of the wind
tunnel. A total of 35 measurements were made, 7 across the width of the test section
at each of the 5 access port vertical loeations. The velocity was obtained from the
pressure difference between the “cobra™ probe total pressure port and the static
pressure port of the tunnel-Q) probe fixed at the location described in Section 2.6.1.
The flow angle was obtained from the pressure difference-flow angle calibration for

the two yaw ports of the “cobra” probe. The angle measured was the vertical angle

*The cobra probe was calibrated for yaw sensitivity and checked for viscous effects
at low speed. Viscous effects were found to be negligible above 2 m/s (a probe tip
Reynolds number of about 150, based on the outer diameter).
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of the flow with respect to a horizontal plane. ECach pressure difference at a given
location was sampled several hundred times by the mini-computer over a 1 to 2
minute period.

The results of the inlet velocity uniformity and flow angle tests are shown in
Fig. 3-1. Figure 3-1 is a plot of the velocity defect and flow angle (with respect
to a horizontal plane) versus distance across the test section for the five vertical
positions where measurements were made at the test section inlet. The velocity
is plotted as the deviation from the mean inlet velocity divided by the mean inlet
velocity. Figure 3-1 shows:

There is no significant trend in the velocity data. The spatial non-

uniformity of the velocity at the inlet of the test section was less than

1%.

The average flow angle (from horizontal) was approximately 1° upward
near the test surface wall, 1° down near the wall opposite the test surface
wall, and zero on the test section centerline.

The dashed line on the flow angle plot is the average variation of the How
angle across the width of the test section. The scatter in the data is the result of
a 1° uncertainty in the flow angle measurement with the “cobra” probe. The flow
angle measurements indicate that there is a secondary flow, a large vortex, in the
tunnel. The presence of the vortex was also indicated by a slight deformation of
the smoke sheet, a flow visualization technique discussed later, as the smoke sheet
moved through the tunnel. The source of this vortex was external to the tunnel.
Wind coming over the building alongside the tunnel from the prevailing direction
generated a vortex in the separated flow region on the leeside of the building.
The tunnel, although protected from the direct effects of the wind. is located in
that separated region longitudinal to the axis of the vortes. Flow visualization
accomplished by releasing smoke from the roof of the building next to the tunnel
showed the vortex is sucked into the tunnel.

The effect of this vortex on the test section flow quality, as well as other
detrimental effects of the atmospheric wind, such as effects of gusting, were mini-
mized by conducting tests between midnight and 10:00 a.m. Local wind conditions
during this time were very calm with wind speeds much less than the 1.8 m/s
reported for the qualification tests above. Freo -stream flow angles should therefore

be smaller than 1.0 degree. Tests were never attempted on gusting or stormy nights.
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The small scale turbulence level was measured with a standard TSI model 1050
anemometer with a model 1210 probe tip. It was also observed gualitatively with
sinoke flow visualization. The large scale flow fluctuutions or flow unsteadiness,
caused by tunnel fan speed variation or wind gusts, were obtained from velocity
measurements with pressure probes and fan RPM measurements. The vertical
temperature gradient at the tunnel inlet was measured by the two inlet thermistors
for measuring inlet air temperature, discussed in Section 2.6.1.

The smoke flow visualization mentioned above was accomplished by dropping
very hot droplets of mineral oil from a droplet generator through an access port
in the ceiling of the tunnel just behind the inlet screens. Each drop of hot oil left
a smoke streak from ceiling to Hoor as it fell. Larger drops produced an array of
small spiral rings along their trace. By adjusting the drop rate from the generator
for a given tunnel air speed, a vertical sheet of smoke could be generated which
extended from the inlet of the tunnel all the way through the test section. The
sheet, of smoke was composed of individual vertical streaks spaced about 0.1 m
apart. This is visualized schematically in Fig. 3-2. Attempts to photograph the
smoke sheet were unsuccessful due to the long, narrow test section passage.

Results of the tests concerning turbulence level, large scale fluctuation, and

temperature gradient were:

The hov wire measurement showed that the turbulence level was less than
0.39%. Smoke visualization also indicated very low small szale turbulence.
The features of the smoke sheet, in particular the spiral rings caused by
larger oil drops, could be visually tracked from the tunnel inlet to the
end of the test section with no loss of their structure, indicating that
very little turbulent diffusion was occurring.

The larger scale flow disturbances or unsteadiness <aused by fan or at-
mospheric effects were negligible. The fan speed varied less than 19¢
during a 2-3 hour test. Typical standard deviations of the flow angle and
air speed measurements made with pressure probes at the test section
inlet were 0.3° and 0.3%, respectively.

The temperature stratification at the inlet of the tunnel was less than

1 C for the night and early morning lest period.

Once the test surtace and traverser were installed. the leading edge suction.
the axial and vertical free-stream velocity viriations over the test surface, and the
effects of blockage due to the traverse gear were investigated. First, the leading

edge suction rate and vertical uniformity of the leading edge suction were examined.




The vertical uniformity of the suction was achieved and verified by several measure-

ments:

A column of flow visualization tufts was strung vertically just beyond the
outer edge of the inlet to the upstream suction slot. The suction slot sizc
was adjusted locally until all the tufts had the same angle with respect
to each other and the test section vertical walls.

Smoke visualization verified that a vertical sitagnation line was created
by the leading edge suction (see Fig. 2-8) on the test surface, and that
it was located a vertically uniform distance of 0.6 ¢m downstream of the
leading edge suction plate {the fiberglass plate in Fig. 2-8).

The measured convective heat transfer coeflicients and boundary layer
profiles were very uniform in the vertical direction near the leading edge.
(see Sections 3.2 and 3.3, respectively).

The suction rate applied at the leading edge was about 4% of the tunnel
mass flow rate. As long as the suction rate was within about 4209 of this value,
the surface heat transfer and boundary flow were not significantly affected by the

suction rate. The suction rate requirements were based on the following:

Boundary layer measurements upstream of the leading edge suction slot
[27] showed that a suction rate equivalent to at least 3% of the tunnel
mass flow rate was required to remove the boundary layer developing on
the tunnel wall upstream of the test surface.

The test surface was set into the tunnel by 3 ¢m which required at least
3% of the tunnel mass flow be removed to prevent pressure gradients on
the test surface as result of the blockage of the test section by the test
surface.

Smoke visualization showed a stable stagnation line was created as the
starting condition on the test surface when the suction rate was ap-
proximately 4% of the tunnel mass flow rate at the leading edge.

Some effects of incorrect suction were noted, which provided evidence of poor

adjustment of the suction:

When suction rates significantly less than 4% were applied, an inter-
mittent separated flow region or unstable stagnation line would develop
downstream of the suction plate on the test surface. This would act as a
boundary layer trip for the rest of the test surface, and early transition
would result.

When more suction than 49 of the tunnel flow rate was applied the
test section free-stream velocity was lowered proportionally. This did not
affect the surface heat transfer if the proper free-stream velocity was used
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to correlate the data. The tunnel-Q probe did not measure the correct
test section velocity in this case, however, since it was located ahead of
the suction slot.

With significantly more suction than 4% of the test se<tion flow rate,
not only was the test section velocity lowered, but signih-~ant pressure
gradients and streamline curvature occurred near the lead.ng edge of the
test surface.

With the leading edge suction adjusted, the axial and vertical variations of the
free-stream velocity over the test surface were measured with two probes: (1) the
boundary layer probe discussed in Section 2.6.3, and (2) a 0.95 ¢m diameter pitot-
static probe. The boundary layer prohe was in its probe mount on the traverse
with the tip 15 c¢cm away from the test surface. The pitot-static probe was the
same distance from the surface. but 1 m in front of and 15 ¢m above the boundary
layer probe position on a temporary sting attached to the traverse. This placed
the pitot-static probe outside the zone of influence of the traverse shield (discussed
later). The probes were traversed axially down the tunnel at four different vertical
locations with the traverse. The measurements started at the stagnation line just
behind the leading edge suction. the origin for the test surface.

The axial and vertical velocity variations over the test surface are shown in
Fig. 3-3, at four vertical Jocations. The measured velocities are normalized by the

tunnel-Q probe measurement. The figure shows that:

There is a slight favorable pressure gradient in the test section. The
total increase in free-stream velocity over the length of the test surface
is about 7%, with most of that occurring close to the vertical leading
edge. The free-stream axial velocity variation is equivalent to Us.(z1) =
O.99UQ10'024. The average value for K ranges from 0.01 X 107% to
0.06 X 107% for the velocity range considered. The maximum K near
the vertical leading edge ranges from 0.08 X 1078 t0 0.3 x 1078 for the
velocity range considered.

The vertical free-stream velocity variations are less than 155. This was
verified by more detailed measurements in the vertical uirection at two
axial locations.

The magnitude of the test section velocity has a negligible effect on the
normalized velocity variation, as shown by the points for Ug equal to 2.6
and 5.2 m/s.

The axial velocity variation near z = 0 was due to local effects of the lead-

ing edge suction. The flow is laminar there for all cases, as will be shown in
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Chapter 4. Based on the Falkner-Skan wedge flow solutions for laminar flow, the
pressure gradients at the leading edge will cause less than a 2% increase in the
convective heat transfer at the leading edge and only a slight increase in velocity
near the wall compared to the zero pressure gradient case. Downstream, the axial
velocity variation was due to boundary layer growth on the test section walls. The
variations downstream were minimal hecause the test section walls diverged. In the
downstream region the boundary layer was generally turbulent. For the values of
K that occur, Refs. 36-38 show that the effects of the free-stream velocity varia-
tions on the convection heat transfer and boundary layer flow were negligible in the
turbulent flow regions downstream.

The measurements in Fig. 3-3 demonstrate two other points:

The tunnel-Q probe measures the mean free-stream velocity over the test
surface, since the curves are centered on a value of one.

The leading edge suction was uniform, since all the velocity measurements

near z of zero agree within 1%.

The effects of blockage due to the traverse gear on the flowfield in the tunnel
were caused mainly by the airfoil shaped, water-cooled shield covering the vertical
shafts (see Section 2.4) and the traverse support struts extending from the wall
to the horizontal shafts on the bottom leading edge and the top edge of the test
surface (see Fig. 2-3). The effects of the struts along the top of the test surface
were insignificant. This is shown in Appendix D. The effects of the struts along the
bottom edge were not clear from the results of this experiment. Convective heat
transfer is significantly higher on the bottom heating strip than the strips above,
for forced convection dominated flows, and significantly higher on the bottom two
strips for mixed convection flows. This may be the nature of the lower leading edge
starting condition, or it may be an effect of the struts, or it may be a combination
of both. This is discussed more in Appendix D.

Boundary layer profiles were taken along the lower leading edge to supply
starting conditions for the numerical modeling being conducted at Stanford Uni-
versity on this problem.

Several points should be noted about the flow and heat transfer along the
bottom leading edge. First, the effects of the struts on interpretation of the data,
if any, are limited to the data downstream of the first strut on the lower 2 or 3

heating strips of the test surface. Second, the effects of the struts become less
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significant on the lower heating strips as free convection begins to dominate the
flow. Third, the boundary layer flow was always turbulent along the lower leading
edge, except in pure free convection flows. Finally, the boundary layer became
significantly thinner along bottom edge as the vertical buoyant force became larger,
which may help explain the higher heat transfer at the bottom edge.

The effects of the airfoil shaped shield covering the traverse gear on the test
section flow were determined from measurements with pressure probes and measure-
ments of the surface heat transfer. The surface heat transfer tests are presented with
the heat transfer baseline tests in Section 3.2. The pressure probe measurements
show two effects of the traverse shield, one on the free-stream velocity upstream of
the shield and one on the free-stream flow angle. Both effects are small. The effect
of the shield on the free-stream velocity upstre~.a of the shield was determined
from two static pressure differences. One pressure difference was between i tixed
static tap on the test surface and one of the static tubes on the boundary layer
probe (see Section 2.6.3), which was positioned 15 ¢m away from the test surface.
The second pressure difference was between a reference static tube at a fixed loca-
tion upstream {away from the shields influence) and the second static tube on the
boundary layer probe. The first pressure difference gave the effect of the shield on
the static pressure at the location of the wall static tap as the shield and traverse
moved forward in the tunuel. The second pressure difference gave the axial static
pressure variation in the tunnel with the effect of the shield on the measurement
the same at every axial location. This pressure difference was equivalent to the
undisturbed axial static pressure variation in the tunnel.

Assuming the total pressure was constant in the free-stream, the difference in
the two static pressure variations can be used to describe the “footprint”™ of the
traverse: it's effect on the apparent velocity field upstream of the shield. This is
shown in Fig. 3-4. The ordinate in the figure is the difference between the actual
free-stream velocity ahead of the shield and the velocity that would have been
present at that location with no shield. The abscissa is the distance ahead of the

boundary layer probe velocity measuring point. The figure shows:

The velocity at the measuring point is the same as would have been
present without the shield.
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The effect of the shield on the upstream velocity variation is approximately
independent of tunnel velocity for the range of velocities considered, 2.6 to
5.3 m/s.

The effect on free-stream velocity starts 1 7n upstream as a slight decelera-
tion (K>—0.2 X 107 9) followed at 0.25 m upstream by an acceleration
(K<0.5X 107%). The maximum effect upstream is about a 3% decrease
in free-stream velocity 0.25 m upstream of the measuring point.

The acceleration extends downstream of the velocity measuring point.

Zero error in velocity at the measuring point was achieved by adjusting the
angle of attack of the shield and the Hlap attached to the downstream edge of the
shield. Adjusting the shield and flap in this manner allowed vhe zero crossing point
in Fig. 3-4 to be moved upstream or downstream.

The first point above was also shown in Fig. 3-3, which contains the velocity
distributions measured with the boundary layer probe on the traverse and the probe
attached to a sting outside the zone affected by the shield (more than 1 m in front
of the traverse). The axial velocities measured by the two probes compare wen
and the comparison is independent of velocity to within about 1%. Figure 3-3 also
shows that the etfect of the shield is uniform in the veriical direction, since the
comparison is equally good for all vertical heights considered. This was verified by
more detailed measurements in the vertical direction.

Based on the results in Refs. 36-38, the effects of the pressure gradients induced
by the shield upstream wiil be negligible. In addition, the slight deceleration
followed by the acceleration upstream should tend to cancel at the measuring point.

FFlow angle measurements in the {ree-stream indicate that the shield caused a
small negative free-stream How angle between the shield and the test surface. The
average measured free-stream flow angle was —4.4° for a Gr;,{/li’e",{ of 21.7, — 1.5°
for a GrH/Re'f’ of 7.4, and approximately zero for a GrH/Re%<3.(). This effect is
not very signiticant, since the free-stream flow angle is less than or equal to the flow
angie uncertainty (/ 2°) throughout the mixed convection heat transfer regime,
().7<GrH/Re%< 10.0. In the free convection regime, (}r”/h’ci> 10.0, where this
effect becomes larger (/&= 1° to 5°), the free-stream flow is of litue importance,
since the boundary flow is driven largely by forces internal to the boundary layer,
not the free-stream.

No correction has been made to the reported flow angle measurements for this

effect. For this reason some boundary layer profiles show a negative free-stream
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flow angle. The effect of the free-stream flow angle is discussed more in Scction
4.2.3, where it is shown that small variations in free-stream flow angic ¢iTect mainly
the very outer region of the boundary layer.

The negative flow angles were caused by the occurrence of a thicker boundary
layer near the top of the test surface than near the lower free convection leading
edge when buoyancy dominated the flow. The increased displac:ment thickness at
the top made the flow path between the traverse shield and test .urf.ce appear
smaller at the top and forced a downward flow angle between he shield and ect
surface.

Two other effects of the shield were checked and fund to be negligible. First,
the traverse shield effect on the tunnel-Q probe was negligible for the closest axial
distance between the two. Second, the measured static pressure gradient normal
to the test surface caused by the shield was G.001 Pa/cm at the peak velocity of
6.0 m/s. This was measured by measuring the pressure ditference hetween a wall
static tap and the static pressure tubes on the boundary layer probe as the boundary
layer probe was traversed normal to the wall near the well static tap. This gradient
was extremely small and should have had little effect on velocity measurements,

since the static pressure was measured locally by the boundary iaver probe.

3.2 Heat Transfer Basclines

Two sets of heat transfer baselines were taken, a forced convection set and
a free convection set. These were compared with data in the literature for cach
case. The first subsection presents the forced convection baseline results and the
second subsection presents the free convection baseline results. Both sets of baseline
data were taken with low wall-to-free-stream temperature difference to minimize
variable properties effects. The forced convection cases used for baselines had a
small buoyant force present, but it will be shown later that the effects of buoyancy
were insignificant for the (,I'T/////ff,"f/ of each of these tests. All properties were
evaluated at the T, in this section

The baseline results in the first two subsections will show that the test surface
closely resembled the desired zero pressure gradient, smooth, flat, uniform heat
flux surface. The comparisons to existing correlations for this situation are good,
especially in the turbulent flow region. The small variations from the desired test

surface features that are noted near the vertical leading edge, where the flow is
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laminar, will be shown to be the result of small axial variations in the free-stream
velocity and wall heat flux noted near the vertical leading edge, not heat transfer
data reduction or measurement errors.

The last subsection presents some checks that were made on the heat transfer
coefficients determined with Eqn. (2-1). The heat transfer coefficients determined
with Eqn. (2-1) are compared with heat transfer coefficients determined by two

other methods from the data.

3.2.1 Forced Convection Baselines

Figure 3-5 shows the forced-convection baseline data in St versus Rea,, coor-
dinates. Figure 3-6 shows the same data in Nu, versus Re; coordinates. The solid
lines in each figure represent the accepted correlations for constant heat flux, zero
pressure gradient laminar and turbulent flows. In enthalpy thickness coordinates

these correlations are [24]:

Turbulent : St = 0.0125Rex > 2°Pr—0° (3-1)

Laminar : St = ().205[?62‘1’!Pr”"*/‘rg (3-2)
In Re; coordinates they are [24]:

Turbulent : Nu, = 0.0307R62'8Pr0‘8 (3-3)

Laminar : Nu, = 0.4531?8;/2}77'1/3 (3-1)

The ten deta points shown for each test in Figs. 3-5 and 3-6 are column-
wise averages of the heat transfer data measured in each of the ten columns of
thermocouples in Fig. 2-11. The data were taken with test surface temperatures
between 45 and 57 C and free-stream temperatures between 17 and 20 C. Variable
properties effects were accounted for by shifting the lines representing the constant
properties correlations (above) according to the temperature ratio of the test using:

4 &l n
w
)

h = h¢pl (3-5)

<

(&)
The term Ay is the value of the heat transfer coefficient which would be expected
for the same Reynolds number, with the wall at nearly the same temperature as
the free-stream. The values of n used were 0.0 for laminar flow and —0.40 for
turbulent flow, since the wall is hotter than the free-stream [24].
The term [2ea,, was calculated from the convective heat flux information, not

measured. The two-dimensional energy integral equation was used:



/2 foz(lconv(zl)dxl (3-6)
C = 0
e cpit|Tw(z) — Tool

The integration started at the observed location of the stagnation line on the test

surface, 0.6 ¢cm downstream of the suction slot.

These baseline data were taken before any other test data and were rechecked
twice: once midway through the program and aga:n: after all of the data of record
were taken. The range of all of the data for all the replicates of the baseline
conditions is indicated by the scatter in the data in Figs. 3-5 and 3-6. The coherence
of the bascline data provides important evidence concerning the stability of the
experiment, since several months of running elapsed between the first and the last
baseline data sets. I'he RMS variation within a column «f data was generally less
than 4 2% in the laminar and turbulent regions. This also gives an indication of
the uniformity of the leading edge suction.

The agreement between data and correlations is good in both the laminar and
turbulent flow regions. The agreement indicates the closeness of the design to the
desired zero pressure gradient, smooth, uniform heat flux flat surface. The only
deviation of data from the desired case i1s seen in Fig. 3-5 in the laminar region
where the data are consistently high by about 539, which, however, is within the
uncertainty of the data. 1o both figures the 2.0 m/s data show that the entire test
surface was either laminar or transitional; not until the velocity reached 1.0 m/s
did a significant turbulent region emerge at this low temperature. In test [[)-553
at 6.1 m/s, a boundary layer transition trip was installed at the first column of
thermocouples (a 1.0 mm diameter insulated thermocouple wire stretched tightly
across the surface). The data with the trip in place smoothly extend the untripped
turbulent data to lower Reynolds numbers.

There is an apparent contradiction in the laminar results in Figs. 3-5 and 3-6
if the results are examined closely. The laminar data is consistently higher than the
desired solution, as described in the previous paragraph, when given in St versus

1206,
Lo

Ay, Coordinates, as in Fig, 3-5 The same data in Nu_ versus Foe, coordinates in
. :

Fig. 3-6 agrees very closely with the desired solution. The apparent ¢ ontradiction

is explained by examining the Falkner-Skan type solution to the wedge flow heat
7 I ‘”.024 4 Al o . 0.45 e

transfer problem for U/, = au and Tylz) — Teo = bz . These are the

measured Ty, and Uy, variations for low-T,, forced convection cases near the vertical
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leading edge, the laminar flow region. The Uy, variation was discussed previously
in Section 3.1. For the T, variation, the exponent on z would be 0.5 instead 0.45
for a uniform convective heat flux surface.

The solution to the wedge flow heat transfer problem with the above Ty, and
Uy z-dependencies is given by the dashed line in Fig. 3-5. The solution and
actual data agree very well as shown in Fig. 3-5. The solution in Nu, versus Re,
coordinates is almost indistinguishable from Eqn. (3-4) and therefore not shown in
Fig. 3-6. It would be located only about 0.5% higher than Eqn. (3-4) in Iig. 3-6,
thus explaining the trends shown by Figs 3-5 and 3-6 in the laminar flow region.
This also shows that the convective heat transfer measurement technique works
very well.

Figure 3-7 shows that the pressure gradients induced by the traverse shield,
discussed in Secction 3.1, did not affect the convection heat transfer upstream
of the traverse. The figure shows St versus Rep,, for a low-temperature pure
forced convection case, the same as in Fig. 3-5, with the traverse in three axial
locations. The first location (/[D=762) is the most downstream location, at the
very downstream edge of the test surface. Here, the traverse shield has no effect
on the surface heat transfer. The data are the same as the baseline data presented
in Fig. 3-5 with the same good agreement to accepted correlations. In the second
location (/D==1T63), the traverse is moved so that the probe tip aligns with the
seventh column of surface thermocouples (see I'ig. 2-11). Again, no effect is seen
on the heat transfer data upstream of the traverse location. Downstream there are
significant effects. At location three (/D=T764), the traverse is moved so that the
boundary layer probe tip is at the second column of thermocouples which is at the
end of the iaminar flow region for this test. No effects are seen upstream. Again.
downstream the heat transfer is significantly altered.

The effect of the shield on heat transfer was all downstream of the shield. All
boundary layer traverses were started at the downstream end of the test surface
and progressed in a vertical direction first at each axial location before moving
upstream to take profiles. This meant it was not necessary to wait for steady state
heat transfer after every profile, since the heat transfer upstream on test surface

was not affected by the shield.
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3.2.2 Free Convection Baselines

The free convection baseline heat transfer results are shown in Fig. 3-8. Two
free convection baseline heat transfer tests were taken with Ty, <qual to 60 and
128 C and To, equal to 15 and 18 C, respectively. They are plotted in Muy versus
Gry coordinates in Fig. 3-8 with fluid properties evaluated at T,. Thec 21 points
shown for each test are each the average of the five data points along one horizontal
heating strip (see Fig. 2-11). The RMS variation of the 5 data points along a heating
was 3% or less.

The solid line in the laminar flow region in Fig. 3-8 (Gry < 1()9) represents
an accented free convection correlation for laminar flow on a vertical, uniform heat

flux surface in air [24]:

Nuy, = 0.404Gry/* (3-7)

In the turbulent flow region (Grry > 10'%), three lines are shown. The two solid lines
represent. the range of correlations in the literature for turbulent free conveetion
from a vertical surface. The dashed line is a “best fit” line through the data in the

literature, represented by:

Nuy = 0.096Gr)/3 (3-8)

Fquation (3-8) is the correlation recommended by Churchill and Chu [39] for tur-
bulent free convection from a vertical surface with the coetlicient, 0.006. evaluated
for a Pr of 0.71. The equation is based on their survey of the then current data
(1975).

The free convection data were taken with a hatch in the roof of the tunnel open
and with the top-edge suction on, to minimize stratification. Flow visualization
with smoke showed that the air in the test section was essentially at rest, with no
discernibie cross-flow or recirculation in the tunnel. The only motion was in the
boundary layer on the heated test surface.

IFigure 3-8 shows three main points. First, the agreement between laminar
baseline data and accepted correlation is good. Second, the turbulent data lie
within the range of correlations appearing in the literature and agree very well with
the “best tit” correlation of Churchill and Chu [39]. Third, the transition location

agrees with other data in the literature that show transition between Gry of 109
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and 10'%. This close agreement between baseline data and the data in the literature
qualifies the apparatus and instrumentation. 'n addition the close agreement shows
that the small horizontal gaps between the 21 heating strips have little, if any, etfect
on the results. This was expected, since the total area of the gaps is small compared
to the heated area of the test surface and the depth of the step created by the gap
(/= 0.15 mm) is small compared to the boundary layer thicknesses. which were as

large as 15 ¢m.

3.2.3 Special Heat Transfer Checks

In addition to the baseline heat transfer tests, two consistency checks were
made on the heat transfer coeflicients determined by Eqn. (2-1) as part of the
apparatus and instrumentation qualification. The first check was o comparison
of the local h determined by Kqn. (2-1) at a given tocation with an 2 that could
be determined from a boundary layer temperature profile measured at that same
location by the following expression:

d

ho— k 3-9
ds ( )

The term ¢ is the cimensionless temperature in the houndary layer. The derivative
df/dz is evaluated between the wall and the first temperature measurement point
away from the wall by a linear approsimation. The conductivity & is evaluated at
the average of the wall temperature and the temperature at the first measurement
point. away from the wall.

This check was made for 43 cases which had boundary layer temperature
profiles with temperature measurements well into the viscous sublayer of the tur-
bulent boundary layer or the inner region of the laminar boundary layer (0 < 0.2),
where the definition for h given by Eqn. (3-9) is valid. T'wo of the protiles were for
free convection, and 41 were for forced or mixed convection. These profiles were for
Tw's In the 200 to 300 C range, for different locations on the test surface, and for
various Ugy's. The average ratio of A determined from Eqn. (2-1) to # determined
from Eqn. (3-9) was 1.008 with a standard deviation of 14% for the 43 cases. The
closeness of this ratio to 1.0 is a check on tie validity of the measurement scheme
for A given by lqn. (2-1) over the entire temperature range of the experiment.
The large standard deviation and time required for a single measurement of h by

Eqn. (3-9) are the reasons that this method was not used.
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The second consistency check on A was made by comparing an average n,
determined from the average of the 105 measurements of A with lgn. (2-1), to an
average h for the same test condition, determined from a control volume analysis of
the boundary layer flow. The control volume analysis assumed that the net energy
convected into the boundary layer at the wall was equal to the difference between
the energy contained in the air entrained into the boundary layer and the energy
contained in the air leaving the top and downstream end of the test surface in
the boundary layer flow. Based on this definition, the convected energy could be
determined directly from boundary layer total velocity, flow angle. and temperature
profiles along the top and downstream end of the test surface.

The comparison between the average h determined by kqn. (2-1) and the con-
trol volume analysis was good over the entire temp rature range of the experiment.
The average ratio of the test surface average h determined from the control volume
analysis to the average h determined by Eqn. {2-1) for 7 separate test conditions
was 0.993 with a standard deviation of 4-6%. The T test conditions were cases
where cnough profiles were taken along the top and downstream end of the test
surface to make the comparison possible. The 7,,'s for the test cases ranged from

200 to 600 ¢ and the Ux,'s tanged from 1.5 to 5.0 m/s.

3.3 Boundary Layer Basclines

Baseline boundary layer profiles were taken during qualification testing. These
consisted of velocity and temperature profiles in the laminar and turbulent flow
regions for low-temperature pure forced convection cases.  Also, velocity profiles
were tuken for some cold wall cases. These profiles are compared to the accepted
sero pressure gradient, uniform heat flux profiles in the literature.  No serious
effort was made to get velocity or temperature protiles for a low-temperature free
convection baseline. The velocities for free convection with a small temperature
difference (Ty, — T, ) were too low to measure with the pressure probe and pressure
transducers used. In any event, there is no agreement in the literature on a baseline
profile for turbulent free convection.

This section will confirm the design of the boundary layer instrumentation and
test surface and validate the data reduction of the boundary Iayer data. Boundary
layer baseline protiles will be shown to compare very closely to the desired uniform

heat flux, zero pressure gradient, smooth, flat surface proiiles that exist in the
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literature for both turbulent and laminar flow. The small deviations that are noted
near the leading edge, where the flow is laminar, will he shown to be the result of
the small axial variations in the free-stream velocity and wall heat flux noted near

the vertical leading edge, not the boundary layer probe or data reduction errors.

3.3.1 Laminar Forced Convection Baselines

Figure 3-9 shows forced convection laminar velocity profiles for a cold wall
case {Ty= To,=15 C) and a low Ty, case taken near the leading edge of the test
surface. The profiles are compared to the Blasius solution for laminar, zero pressure
gradient flow represented by the solid line. Also, shown as a dashed line is the
wedge solution for the small free-stream axial velocity gradient measured near the
vertical leading edge (see Sections 3.1 and 3.2.1). The data and analytic solutions
are shown as u/U,, versus z/6,,. Figure 3-9 shows the comparison to the Blasius
solution is good. The only signiticant difference is near the wall where the protiles, in
general, are displaced a few percent above the Blasius velocity profile. The upward
displacement of the data near the wall is accounted for by the small free-stream
velocity gradient measured near the vertical leading of the test surface. as shown
by the dashed line in Fig. 3-9. The scatter in the data near the wall is explained
by the 4+ 0.012 c¢cm uncertainty in the z coordinate. An uncertainty band based
on this uncertainty alone, which is the major contributor to the uncertainty of the
quantities plotted in Fig. 3-9, is shown for the data point closest to the wall. The
uncertainty band appears very large due to the logarithmic coordinates. All data
{le within this uncertainty band near the wall.

Irigure 3-10 shows forced convection temperature profiles for a low T, case
compared to a temperature profile from the solution to a laminar, uniform heat
flux, zero pressure gradient flow, the solid line. Also shown is the temperature
profile for the wedge flow solution for the measured free-stream velocity and wall
temperature variations near the verticul leading edge, the dashed line, which is
discussed in Section 3.2.1. Figure 3-10 shows that the agreement between the
measured profiles and the laminar uniform heat flux, zero pressure gradient flow is
good. The measured profiles are only a few percent below the desired protiles. This
difference is accounted for by the small variations in free-stream axial velocity and
surface heat flux (i.e., temperature) noted near the vertical leading edge, as shown

by the dashed line in Fig. 3-10.
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The baseline boundary profiles in this section have shown the closeness ol tue
design to the desired zero pressure gradient, smooth, flat, uniform heat flux surface.
Only minor deviations from the desired test conditions were noted in the laminar
flow region near the vertical leading edge. These deviations were small relative to
the uncertainty of the data, discussed in Section 2.8. The baseline profiles have also
confirmed the boundary layer data acquisition and reduction methods. In addition,
the cold wall profiles (T',=1% ') in Fig. 3-9, which were taken within moments
of each other at three different vertical locations just downstream of the vertical
leading edge, emphasize the vertical uniformity of the leading edge suction, since all
the profiles are essentially the same, with the same §; and 0, .. The 0 is nominally
0.123 40.003 ¢cm and the d,; is nominally 0.0494- 0.001 ern for the three cold wall

profiles.

«

3.3.2 Turbulent Foreed Convection Baselines

Velocity and temperature profiles in the turbulent flow region further dowrni-
stream.on the test surface were taken for similar test conditions as the laminar low
cases in Iig. 3-10. The velocity profiles for a cold wall are shown in Fig. 3-11 and
the velocity and temperature profiles for a heated wall in Iig. 3-12. The profiles in
both figures are in wall coordinates and compared to accepted correlations for the
logarithmic region of a turbulent, zero pressure gradient boundary layer flow on a
sinooth, flat surface [24]. The skin friction was obtained by least squares fit of the
velocity data to the accepted zero pressure gradient protile. The ceonvective heat
transfer coeflicient used in plotting the temperature profiles in wall coordinate, is
the experimentally measured value obtained from Eqgn. (2-1) for the surface location
where the data was taken.

The agreement with accepted correlations is good. The expected wake, logarith-
mic, and laminar sublayer regions are seen. For each profile, the skin friction ob-
tained from the least squares fit of the measured velocity profile to the accepted
profile compares within 4147 to the skin friction cal:ulated with the momen-
tum thickness Reynolds number skin friction relationsl ip presented in INays and
Crawford [24] for a zero pressure gradient flow on a flat plote. The momentum thick-
ness used in the momentum thickness Reynolds number i1 that relationship was oh-

tained by an integration of the measured velocity profile.
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Chapter 4.
RESULTS AND DISCUSSION

This chapter is divided into two main sections: the heat transfer results and
discussion, and the boundary layer flow results and discussion. A third scction
presents a brief discussion of some observations made on transition from laminar

to turbulent flow based on both the heat transfer and boundary layer flow results.

4.1 Heat Transfer

The heat transfer section is subdivided into five sections. The first section
discusses variable properties effects on pure free and pure forced convection with
the emphasis on turbulent free convection. The second section presents the average
convective heat transfer from the test surface for forced, mixed, and free convection
modes of heat transfer. This section shows what test conditions generate forced,
mixed, or free convection on the average. Section three describes the variation
of the local heat transfer coefficient over the test surface, as a function of test
conditions. The fourth section presents methods for estimating the average and
the local mixed convection heat transfer coefficients, based on the results of this
experiment. These are then compared with recommendations in the literature.
The final section presents some concluding remarks and overall observations about
mixed convection heat transfer with orthogonal driving forces. All properties, unless
otherwise specified, are evaluated at the Ty, approximately 20 C' in all cases (the
exact T can be found in Appendix E for each test). The legend contained in most
figures has the following information for each test condition plotted in a figure:
the /D number, the average T, the Uy, and the valuc of GrH/Re%. The ratio
GrH/Rei is used as a convenient descriptor of the ratio of the buoyant to the
inertia force for a given test. It is not proposed as a general correlating parameter

for mixed convection heat transfer except in special cases, as will be shown.

4.1.1 Variable Propertics Effects

This section presents and discusses the effects of significant property (p, k, Cp
and j) variations on free convection heat transfer from a vertical, flat surface and

forced convection heat transfer from a flat, zero pressure gradient surface based
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results of these experiments. The primary emphasis is on variable properties effects
on turbulent free convection heat transfer from a vertical surface. The ccminents
apply to air or gases with similar property variations.

Figure 4-1 shows the free convection heat transfer results in terms of Nuy and
Gry from the vertical test surface. The range of wall temperatures studied was
60 C to 520 C. The ambient temperature was approximately 20 C for each data
set. These conditions resulted in ratios of Ty /T from 1.1 to 2.7. All properties,
including 8, for the results in Fig. 4-1 are evaluated at the T, of each test. The
21 data points shown in Fig. 4-1 for each surface temperature, are cach the average
of the five data points along one of the 21 horizontal heating strips, the same as
in the baseline cases in ['ig. 3-8. The RMS variation along a strip was generally
less than +-4%. For all tests except test ID 585, the test surface was within
4 1% of steady state. Test 585, which had to be stopped before steady state was
reached, has a transient cnergy storage correction equal to —5% of electric power
dissipated. This correction accounted for energy being stored in the insulation.
The correction was based on measurements of the insulation temperature taken
over a 10-minute interval and was made along with the radiation and conduction
corrections in Eqn. (2-1).

The tests were conducted with a hatch in the roof of the tunnel open and the
top edge suction on the test surface on, to minimize stratification in the tunnel
test section. Smoke visualization for cach test showed no significant air motion in
the test section except within the boundary layer itself. The largest stratification
occurred for the 520 C test case: 10 C difference between the air at the center
and the top of the test surface. In the stratified regions the local T, was used in
reducing the data, as described in Section 2.7.

In the turbulent region (Gry> 10'9), the data in Fig. 4-1 show two important
points. First, there is a small decrease in Nuy for a given Gry as Ty, increases, when
properties are evaluated at To,. Second, each data set for each temperature remains
parallel to the low-temperature difference Nusselt-Grashof number correlation given

by Eqn. (3-8) (the solid line) from Churchill and Chu [39]; this is most visible for test

1/3
y

flow region with increasing temperature difference across the boundary layer, or

585. This latter point imecans that Nuy remains dependent on Gr,/*° in the turbulent

in other words, the heat transfer cceflicient remains uniform in the turbulent

region. Only the coeflicient in Eqn. (3-8) is changing with increasing temperature.
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It decreases from the 0.096 value for a small temperature difference across the
boundary layer to a value of 0.08 for the 520 C test, a decrease of 15%. This decrease
does not imply that the turbulent free convective heat transfer coefficient at a fixed
location is lower for higher Ty,. It only indicates that the heat transfer coefficient is
less than would be predicted by the low temperature-difference constant-properties
correlation with properties evaluated at T, as a result of property variations across
the boundary layer.

In the laminar region (Gr, < 5 X 108) in Fig. 4-1, there is a small decrease
in Nuy for a given Gry as Ty, increases. The decrease in Nuy with increasing Ty
is most clearly shown by the lowest Gry data point for each Ty. The lowest Gry
data point lies progressively further below the uniform heat flux Nusselt-Grashof
number correlation given by Eqn. (3-7), the upper line in the laminar region.

The decrease in Nuy with increasing Ty in the laminar region is not totally
due to variable propertics effects though, as was the case in turbulent flow. The
decrease in Nuy is partly due to a change in the convection heat transfer boundary
condition on the test surface as T, increases. At low temperatures, the convec-
tion boundary condition is a uniform heat flux condition, as described earlier. At
high temperatures, the convection boundary condition approaches a uniform tem-
perature condition as a result of the radiation heat transfer from the surface. For
the highest temperature case, 520 C, the test surface is within 2% of a uniform
temperature surface in the laminar and transition regions. The Nusselt-Grashof
number correlation for uniform surface temperature is the lower line in the laminar
region in ['ig. 4-1 [24]. A combination of variable properties effects and a change in
boundary condition are indicated by the fact that the highest temperature laminar
data point lies about 8% below the uniform surface temperature relationship.

Unlike the situation in the laminar region, a change in boundary condition
does not occur in the turbulent region. A surface with a turbulent free convection
flow is simultaneously a uniform temperature and a uniform heat flux surface (i.e., A
is spatially uniform for a given Ty,). Churchill and Chu’s [39] uniform temperature
and uniform heat flux correlations based on “best fits” of data in the literature are
only different by 2% for a Pr of 0.71. The difference is well within the uncertainty
of the data available.

When all the properties are cvaluated at Ty, the variable properties efTects

noted in Fig. 4-1 for turbulent free convection in air are accounted for by the
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following correlation:

T ~0.14
Nuy = 0.098Gr31/3(51—1~”—) (4-1)

oo

This is based on a “best fit” of the free convection data in Fig. 4-1, where the 1/3
power on Gry was assumed as a result of the lack of dependence of & on y that
is shown by ecach set of heat transfer coeflicient data for each Ty. The coefficient
in Eqn. (4-1) is 2% higher than that in the baseline equation, Eqn. (3-8), and a
temperature ratio correction has been added to account for the effects of variable

properties.

!
y’
the temperature ratio correction term in the definition of Nusselt number, shows

FFigure 4-2, where the Nusselt number, Nu., is defined so that it includes
that Eqn. (4-1) accounts for the small systematic decrease in Nuy with increasing
temperature that appeared in Fig. 4-1. The turbulent data (the same data as in
IFig. 4-1) collapse to within 46% of the correlation given by Eqn. (4-1). This is
within the uncertainty band on the heat transfer data.

The variable properties effects on turbulent free convection could also have
been accounted for, without a separate temperature ratio correction, by evaluating

all the properties, except 3 in Gry, at a T, defined as:
Ty = 0.3Ty + 0.7TTo (4-2)

The term A should still be evaluated at To.
The correlation for laminar heat transfer data in air, with all properties eval-

uated at Ty, 1s:

T —0.04
Nuy = a,G'r;/“(—Ti) (4-3)

(eo]

The term a equals 0.404 for a uniform heat flux surface and 0.356 for a uniform
temperature surface, the values reported in the literature. Equation (4-3) agrees
with the numerical predictions made by Siebers [1] for Ty, /T, < 3.0, with the more
detailed laminar data for 7%, /Teo < 1.5 from the experiments of Pirovano et al. [23],
and with the various analyses for air [21,22]. Equation (4-3) demonstrates that
variable properties effects on laminar free convection heat transfer are small. The

difference in A calculated from Eqn. (4-3) with and without the Ty, /T's correction




at a Ty /Too of 3.0vwould only be 4%. The small variable properties effect on laminar
free convection agrees with the small effects noted in laminar forced convection also
[24,25].

Instead of using the temperature correction in Eqn. (4-3), the effects of variable
propertics on laminar free convection heat transfer can also be accounted for by
evaluating all properties, except 8 in Gry, at Ty, as noted by Sparrow and Gregg [22]
and Pirovano et al. [23]. The term £ should still be evaluated at Ty, as in turbulent
flow.

The trends noted in the turbulent free convection region are new. No experi-
ments were found in the literature for high-temperature turbulent free convective
flows on a vertical surface with large temperature differences across the boundary
layer. The highest temperature experiment with turbulent flow in gases was by
Pirovano et al. [23], with temperatures up to 150 C and Ty /Too<1.5. The one ex-
periment that had large temperature variations across a turbulent boundary layer
was at cryogenic temperatures. Clausing and Kempka [26], who conducted this
experiment, noted different trends.

Table 4-1 shows a comparison of the effects of variable properties on tur-
bulent natural convection heat transfer from a vertical surface in air predicted by
various recommended methods to account for those effects. In the table, the effects
predicted by five recommendations appearing in the literature (Refs. 13, 23, 24, 26,
and 40) are compared to the effects predicted by the method proposed in this paper.
The presenl work recommends evaluating all properties in the constant properties
heat transfer relationship at T, and making the wall-to-ambient temperature ratio

=034 shown in Eqn. (4-1).

correction, (T, /T'xo)

For each of the five mecthods, the table gives the T, at which properties are
evaluated, the temperature used to determine £, and the ratio of 4 predicted by
that method to h predicted by Eqn. (4-1) for three different values of Ty, (300, 600,
and 900 C) and a Ty, of 20 C. The first two methods listed (Refs. 23 and 26)
are recent rccommendations reported in the literature based on experimental data.
The next three {Refs. 24, 13, and 40) are recommen-ations reported in most basic
heat transfer textbooks. All of the methods except Clausing and Kempka's [26],
the second method, are reference temperature methods. Clausing and Kempka [26]

evaluate all properties, including g, at Ty and make a large correction based on

Tw/Too (given in Fig. 5 in Ref. 26) to account for variable properties effects.
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The constant properties Nusselt-Grashof number correlation to which all the
recommended methods given in Table 4-1 are applied is given by Eqn. (4-1) without
the (Tw/Too) %'* term. The correlation represented by Eqn. (4-1) without the
temperature ratio term is not significantly different than the constant properties
correlations used in each of the references in Table 4-1. The only difference is
in the coefficient (0.098 in Eqn. (4-1)) in each correlation. Applying all methods
to one constant properties correlation allows the different methods of handling
variable properties to be compared, without introducing the small differences in
the coefficient of the constant properties relationship that is recommended in each
work. Effectively, this means that Table 4-1 compares the relative trend in the
variable properties effects predicted by each method for increasing 7Ty, with that
predicted by Eqn. (4-1).

Table 4-1
A Comparison of Recommendations for Evaluating Variable Properties Effects on
Turbulent Free Convection (To=20 C).

Ref.—| (23] (26] [24] [13] [40]
T, —| 0.2T, Ty, Ty Ty 0.62T,,
4-0.8Ts | Fig. 5 [26] +0.38To
B = 1/T /Ty 1/Too 1/Ty 1/Too
1 Tw(C) h/h predicted by Eqn. (4-1)

300 1.03 1.30 0.95 0.82 0.90
600 1.04 1.17 0.90 0.71 0.87
900 1.06 1.10 0.88 0.65 0.82

Table 4-1 shows that the first method, from Pirovano et al. [23] (the most
closely related experiment to this one), predicts substantially the same variable
properties effect as Eqn. (4-1) for all temperatures. This reference temperature
method uses a T, heavily weighted toward T, given by Eqn. (1-10), with S
evaluated at Too. It 18 based on an experiment with values of T, up to 150 C. The
second method in the table, the method recommended by Clausing and Kempka [26]
based on their data at cryogenic temperatures, predicts 30% higher heat transfer
at 300 C and 10% higher heat transfer at 900 C. These differences indicate that
their method predicts a different trend than Eqn. (4-1) with regard to the effect

of variable properties on turbulent free convection with increasing T,,. The last
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three methods in Table 4-1 - - the text book methods - - predict increasingly lower
heat transfer coefficients with increasing T,. This is particularly true for the fourth
method, where f§ is evaluated at T, along with the rest of the properties.

The disagreement between the methods recommended in this work and the
last three methods is most likely explained by the fact that these recommendations
are based on forced convection experience or on a laminar flow free convection
analysis by Sparrow and Gregg (found in Ref. 22). No turbulent free convection data
with variable properties effects was available. Recommendations based on forced
convection experience should not be expected to work, a priori, for turbulent free
convection. Similarly, recommendations based on Sparrow and Gregg's [22] laminar
flow analysis should not be expected to work, a priori, for turbulent free convection,
since, first, the analysis was for laminar free convection heat transfer and, second,
the variable properties effects on which they based their conclusions in that analysis
were only a few percent for the realistic gas models and temperature ranges studied
(330 K < T <1000 K, Ty, /T, <3.0). For example, if an A for air predicted using
Ty as the reference temperature in the laminar heat transfer relationship, Eqn. (3-7),
is compared to an A predicted with the same relationship using Sparrow and
Gregg’s [22] recommended reference temperature, given by Eqn. (1-9), there would
be less than a 1% difference in the A's for Ty, at 600 C and T at 20 C (Tw/Too ~
3.0). The disagreement with the results of Clausing and Kempka [26] may be the
result of the fact that their experiment was conducted at cryogenic temperatures in
nitrogen, where the property variations and their effects on turbulent free convection
may be different.

Forced cenvection variable properties effects were also observed in this experi-
ment. Qualitatively, the laminar forced convection results indicate the effects of
variable properties on laminar forced convection were small. This agrees with the
more detailed inforniation presented by others [24]. Quantitative variable properties
effects on laminar forced convection were not possible to obtain. The problem in
the laminar forced convection regions was the same as for laminar free convection:
the boundary condition changed with increasing T,, making it difficult to separate
the effects of variable properties from the cffects of a change in the boundary con-
dition. Not even for the highest temperature forced convection case did the surface

approach a uniform temperature surface as it did in pure free convection.
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Variable properties effects on turbulent forced convection in this experiment

were significant. These effects are correlated by the following expression:

T —0.4
Nug/Red8 = o.ozs(T—“’) (4-4)

o0

This correlation agrees with the one recommended in Kays and Crawford [24] to
account for the effects of variable properties on turbulent forced convection in gases.
In addition, the variable properties effect predicted by Eqn. (4-4) for air is not sub-
stantially different from that predicted when properties are evaluated at the film
temperature to account for the effects of variable properties, instead of making the
(Tw/Too) %% correction as in Eqn. (4-4). Use of a film temperature in air is equiv-
alent to using an exponent of —0.35 on Ty, /T in Eqn. (4-4). Film temperature
is the recommendation most often made in the literature to account for variable
properties effects on forced convection, but that recommendation is generally based
on results from compressible, high-speed, high-temperature flow experiments [24],
unlike the results from this low speed experiment. At a temperature ratio of 3.0,
there is only a 6% difference in the answer predicted using the two different values,
—0.35 and —0.40, for the exponent on Ty /Two in Eqn. (4-4).

The variable properties effect on turbulent forced convection that is given
by Eqn. (4-1) was obtained from a “best” fit of a method for estimating mixed
convection heat transfer to all the data from this experiment, forced, mixed, and
free convection. The “best” fit will be discussed in detail in Section 4.1.4. This
method was used to determine the effects of variable properties on turbulent forced
convection because it allowed the effects of variable properties and the effects of
buoyancy on turbulent forced, both of which became important with increasing
Tw, to be separated.*

The combined effects of variable properties and buoyancy on turbulent forced
convection in air as a function of Ty, that were discussed above, are shown in
Fig. 4-3. The figure is a plot of the average value of 1\7uw/Re§;'8 determined from
data in the turbulent flow region versus Ty, /Too (Where T is a constant) for various

GrH/Re%’ tests. The number given near each data point in Fig. 4-3 is the Gr;- ’Re%

* Effects due to a change in the heat transfer boundary condition on turbulent forced
convection with increasing T, from uniform heat flux to uniform temperature, were
not a problem. The maximum possible effect on heat transfer of a complete change
in the boundary condition would have only been 4% [24].
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of the test. For tests with a G’rH/Re%<4.O, the value of Nua;/ﬁ’eg'8 was a constant
to within the uncertainty of the data for the entire turbulent flow region of each
test, so the average value plotted for those tests is representative of that constant
value. For tests with a GrH/Re%>4.O, there was some variation in the value of
Nug /Reg'8 in the z-direction in the turbulent flow region and the value plotted for
those tests is only an average value. Also shown in Fig. 4-3 is Eqn. (4-4), which is
the curve the data would fall on if only variable properties effects were present.
Figure 4-3 shows that for cases with increasing Ty, /Too, but with approximately
the same value of GrH/Re% (i.e., a fixed ratio of buoyant to inertia forces), the value
of Nug:/ﬁ’eg'8 decreases due to the effects of variable properties. For cases with a
fixed Ty /To, the value of Nuz/Reg'8 increases with increasing GrH/Re% due to
the effects of buoyancy. The figure also shows that none of the data, except for cases
with very low Ty /Too and Gryy/Re?, lie exactly on Eqn. (4-4). This difference is the
result of the importance of buoyancy, even for cases with values of GrH/Re% as Jow
as 0.7 (most of the data shown in the figure). The effects of buoyancy on con-
vection heat transfer from the surface will be discussed in detail in the next section.
The uncertainty of the exponent in Eqn. (4-4), —0.4, is about 4 0.07, based on
the average uncertainty of the heat transfer coefficient data. Considering only the
uncertainty of the exponent, the uncertainty in a heat transfer coefficient estimated

with Eqn. (4-4) would be about 4-8% at a temperature ratio of 3.0.

4.1.2 Average Heat Transfer

A three-dimensional plot of the average convection heat transfer coefficient
for the test surface versus the U,, and the average value of T, — T, is shown in
Fig. 4-4. Figure 4-5 is the same information expressed in terms of Nusselt number
versus Grashof number and Reynolds number. The surfaces were generated from
bicubic spline fits of the average heat transfer coefficient and average Nusselt number
as functions of the respective independent parameters in each figure. A total of 46
data points were used in the surface fits, 37 of which were distinct test conditions, 9
of which were replications of test conditions (see Appendix E). The data are evenly
spread over the surface in Fig. 4-4. The surfaces fit the data to within 4+-3% on
the average. The largest deviation, between actual data and the surfaces shown,

was less than 10%.
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The average heat transfer coefficient is an average of the 105 measurements
of local surface heat transfer coefficient made at the locations shown in Fig. 2-11.
The average includes the laminar, transitional, and turbulent zones. The reference
temperature for all property evaluations in Fig. 4-5 is Teo. The average Nusselt
number is calculated from the average heat transfer coefficient. The characteristic
lengths in the Reynolds and Grashof numbers are the test surface length and hLeight,

respectively. The characteristic length in the Nusselt number is given by
LH = {H?sin®(Bmaz) + L?c05*(Bmaz)]'/? (4-5)

This characteristic length in the Nusselt number provides a smooth transition
of characteristic length from L for pure forced convection to H for pure free
convection based on the maximum flow angle in the boundary layer flow leaving
the upper or downstream end of the test surface, Bpmgz. AS Bmgaz approaches
zero, pure forced convectis:, L./1 approaches L. As Bmgy approaches 90°, pure
free convection, ILH approaches H. The angle B,,,z can be determined from a
relationship for £, 42, the maximum flow angle in the boundary layer at any location
on the test surface, given in Section 4.2.3. This choice of characteristic length allows
the high Grashof, low Reynolds number data to be compared to the existing [ree
convection data in the literature, since in most works the Nusselt and Grashof
numbers are based on the characteristic length in the free convective flow direction,
H in this case. This choice also allows the high Reynolds number, low Grashof
number data to be compared to the forced convection data in the literature, since
in most works the Nusselt and Reynolds nuimnbers are based on the characteristic
length in the forced flow direction, L in this case.

Figure 4-4 shows a smooth variation in average convective heat transfer coeffi-
cient over the range of surface temperatures and free-stream velocities studied.
The average heat transfer coeflicient in the zero velocity plane is the turbulent free
convection heat transfer coefficient. The heat transfer coefficient at low temperature
difference and at high velocity is the turbulent forced convection heat transfer
coeflicient. At high velocities, there is a decrease in heat transfer coefficient with
increasing temperature difference due to the strong effect of variable properties on
turbulent forced convection.

When the data are plotted in dimensionless form, as shown in Fig. 4-5, the

surface still has a smooth appearance, but three distinct regions of convection heat
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transfer appear. These regions are highlighted on Fig. 4-5. The approgimate
dividing lines between regions are lines of constant G’rH/Rei equal to 0.7 and 10.0.
Extending from the frce convection baseline to the line along which G’rH/Re% R~
10.0 is a region where the average heat transfer can be estimated to within 5%
by considering only free convection as a mechanism for heat transfer. For this
region, the average heat transfer cocfficient can be calculated using correlations for
pure free convection. Extending from the forced convection baseline out to the
line along which GrH/Re% / 0.7 is region where the average heat transfer can be
estimated to within 5% by considering only forced convection as a mechanism for
heat transfer. [For this region, the average heat transfer coefficient can be calcuiated
using correlations for pure forced convection.

In between GrH/ReQL of 0.7 and 10.0 is the region of mixed convection heat
transfer. 1t is a smooth fairing between the free and forced convection regions.
Both free and forced convection mechanisms must be considered in calculating the
average heat transfer coeflicient. The line Gr/{/Rei ~ 3 is the bisector of the
mixed convection region.

The boundary values quoted in terms of G'rH/Re% for the mixed convection
region and the value for the biscctor in terms of Gry/Re3 are for an L/H of 0.98.
They are indicative but not precisely known, since the mixed convection effects
come on slowly and smoothly.

The regions of “pure” forced and “pure” free convection heat transfer do not
impiy that the hydrodynamic behavior in those regions is unaffected by mixed
convection. Measurements of boundary layer flow direction (shown later) made far
inside the free convection region, show significant flow components in the direction
of the free-stream flow, while free convection effects (upwards flow within the
boundary layer) are clearly visible weil inside the forced convection region. Only
when there is no free-stream flow, or no wall-to-free-stream temperature difference,
are the hydrodynamics driven only by a single mechanism. Also, existence of these
regions, the “pure” forced and “pure” free convection regions, does not imply that
the local heat transfer is affected only by a single mechanism everywhere on the test
surface for test conditions inside those regions. Jt will be shown later for example,
that in the “pure” free convection region there are still regions on the test surface
where local heat vransfer is dominated by forced convection, but not enough to

significantly effect the overall average convective heat transfer.
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Also shown in Fig. 4-5 is an extension of the pure free convection heat transfer
plane through the box below the heat transfer surface. This plane represents the
minimum convection heat transfer fror- "“e surface, the situation with no air flow.
The difference between the “Free Oniy plane and the average heat transfer surface
is the incremental effect of adding forced convection to the pure free convection
case. For example, the mixed convection heat transfer occurring along the line

GrH/Re% ~2 0.7 is higher than pure free convection by about 95%.

4.1.3 l.ocal Heat Transfer

Figure 4-6 shows the distribution of the local convection heat transfer coefficient
over the test surface for four different test conditions with Uy, ranging from 0.0 to
6.1 m/s and with the average 7%, at a nominally constant value of 225 C. Each of the
four surfaces in the figure was generated from a bicubic spline fit of the 105 local
measurements of &, normalized by the average heat transfer coefficient, 4. The value
of h for each test condition is the average of the 105 local measurements h for that
test condition. The surfaces do not show data for the top and bottom heating
strips because of possible edge effects. EEach surface fits the 105 local h measure-
ments for that test within 429, on avcrage. The largest deviation between
the surfaces shown and the actual data is about 15%. The fit is poorest in
the transition zone, where large variations in h occur over small spanwise dis-
tances.

The top surface in I'ig. 4-6 shows a case of pure free convection with the T,
at 222 C. The heat transfer coefficient is uniform over most of the test surface, as
expected for pure turbulent frec convection. There is a small transition region along
the lower edge of the test surface. A laminar region occurs on the first heating strip,
but the data are not shown. The average A was 7.8 W/m?2C for this condition.

The second surface down shows the results for a Uy of 1.5 m/s, representing
a GrH/Re% of 9.6, a condition which is just inside the mixed convection region
defined in Fig. 4-5. The horizontal free convection transition zone, seen in the
surface above this one, has disappeared from the lower edge, and a vertical transi-
tion zone has appeared on the upstream vertical leading edge. The heat trans-
fer coeflicient is uniform on the downstream end of the test surface like pure tur-
bulent free convection. A vertical “hump” or high point in heat transfer appears

just downstream of the vertical transition zone. There is no significant vertical
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dependence anywhere on the surface. The average heat transfer coefficient was
7.7 W/mQC, approximately the same as for the pure free convection case shown
above this one.

The third surface down, for a U of 2.5 m/s, represents a G’rH/Rei of 3.3.
This is near the center of the average mixed convection region. The data show
a dominant laminar forced convection pattern near the vertical leading edge with
no variation in the vertical direction and a vertical transition zone. The transition
occurs at an Re; of about 130,000 which is less than the value of 300,000 to 400,000
noted for pure forced flows in this experiment. Thisis true even if a film temperature
is used to determine properties in Rez. The region downstream of the transition
shows a noticeable z-dependence similar to turbulent forced convection flows. There
appears to be no vertical dependence in the turbulent region as with turbulent free
convection, except for near the bottom of the test surface. The increase in heat
transfer on the lower edge is probably the result of a combination of effects, some
caused by the traverse support struts on the bottom edge and some caused by the
buoyant forces in the boundary layer in that region. The buoyant forces cause the
streamlines in the boundary layer to diverge along the lower leading edge, resulting
a thinner boundary layer in that region, and thus higher heat transfer (see Appen-
dix D). The average heat transfer coeflicient for this case was 8.5 W/m?2C.

The bottom surface in Fig. 4-6, at a GrH/ReQL of 0.6, shows a condition just at
the forced convection boundary of the mixed convection domain defined in Fig. 4-5.
The distribution of h is typical of pure forced convection, except for some small
disturbances along the lower edge, at the downstream end. The average h on the
surface was 15.6 W/mQC, the same as for a pure forced convection case for the
same maximum Reynolds number at a Ty, of 50 C. The fact that the average is
the same as for pure forced convection at a lower wall temperature is the result of
an increase in heat transfer caused by the buoyant force at a G'rH/Rei of 0.6 and
a compensating decrease in heat transfer caused by variable properties effects.

These four surfaces traced a path across the Ty, Us operating domain at
a nominally constant 7y,. Hence, any effects due to variable properties should be
approximately the same for all the cases in Fig. 4-4 and should not affect the relative
changes demonstrated.

Figure 4-6 has shown that even though the average A is constant for the upper

two surfaces inside the average free convection region, changes are noted in the
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distribution of local h as the value of G’rH/Re% approaches the bounding value
of 10.0 from within the average free convection region in Fig. 4-5. In the mixed
convection region both the distribution of A and the average h are changing. The
average h increases with increasing velocity for the bottom three surfaces. The
figure also shows that the vertical leading edge is always dominated by forced
convecticn, as long as any forced flow is present, and lower leading edge effects are
only significant up to the second strip for GrH/Re% ~ 3.0.

Figure 4-7 shows four cases at a nominally constant Uy of 2.4 m/[s, with Ty,
ranging from 54 to 588 C. These trace a path across the Ty, Uy operating domain,
which intersects the constant T, path shown in the previous figure, Fig. 4-6, about
in the middle of the mixed convection region in Fig. 4-5.

The bottom surface in Fig. 4-7 shows a forced convection transitional flow
situation at an average T, of 54 C. The boundary layer is laminar near the vertical
leading edge, turbulent at the downstream edge, and transitional everywhere else
on the test surface. It is a case on the edge of the average forced convection region
in Fig. 4-5. The average h is 6.5 W/m?C.

The second surface up in Fig. 4-7, at an average Ty, of 231 C, shows behavior
ty pical of the middle of the mixed convection region, at a GrH/Re% of 3.3. This is
the same surface as the third one up in Fig. 4-6. The transition is moved upstream
compared with the surface below it. The heat transfer coeflicient has a similar
dependence on z as it does for pure turbulent forced convection (h~z~%2). The
average h is 8.5 W/m?C.

On the third surface up, at a GrH/Re% of 6.4, the transition zone is moved
even further forward. The heat transfer coefficient still has a strong laminar forced
convective pattern near the vertical leading edge. In the turbulent region, the
dependence of A on z changes from a forced convection like z dependence to a free
convection pattern of nearly uniform h in a short z-distance. There is little vertical
dependence anywhere on the surface. The higher A on the lower strip noted on
the surface below for Gryy /Re;,=3.0 is becoming less prominent. The average A is
9.0 W/m2C.

In the top surface, at a Gr/{/Rei of 10.2, only a small portion of the transition
zone remains near the vertical leading edge of the test surface where the flow is still
dominated by forced convection. The “hump” in h downstream of transition, seen

in the second surface down in Fig. 4-6 at a GrH/RBZL of 9.6, appears for this case
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also. Over the rest of the surface A is uniform, within the uncertainty in the data,
a characteristic of turbulent pure free convection. The average h is 9.3 W/m?2C.

Figure 4-7 has shown that increasing the average Ty, from 54 to 231 C at a
nominally constant Uy of 2.4 m/s induced a significantly earlier transition on the
test surface. Further increases in the average T,,, to 354 C and then to 588 C|
moved transition even further forward, but not as much as the first increase in T',.
The distribution of h over most of the surface changed from one typical of pure
forced convection with laminar, transitional, and turbulent zones to one typical
of high Grashof number turbulent free convection with a uniform h. The vertical
leading edge was always dominated by forced convection. The lower, horizontal,
leading edge had higher convection heat transfer relative to the rest of the surface
for a GrH/Re% less than 10 but greater than about 1.

Figure 4-8 shows four cases for a nominally constant GrH/Re% of 3.2. The
cases lie along a path in the middle of the mixed convection region in Fig. 4-5.
The mean values of A are 8.5, 9.4, 10.4, and 11.0 W/mQC', going from the bottom
to tue top in Fig. 4-8. These four surfaces show a striking similarity in their
appearances. The distributions of & on the test surface are almost identical in all
four cases. Forced convection dominates on the vertical leading edge with a laminar
rone having no vertical dependence and a vertical transition zone. The dependence
of h on z is the same for all cases in the turbulent zone, and similar to the 72
dependence for a pure forced convection turbulent boundary layer. For each case,
the lower leading edge has the same rise in h relative to the rest of the surface.
The only apparent difference is that the transition zone seems to be moving slightly
forward with increasing T, and U,,. But when the properties in the transition
Re, are evaluated at the film temperature, instead of T, the transition Re; is
nominally 85,000 4-10%. The transition Re, is defined as the Reynolds number
that occurs halfway between the lowest and the highest values of 2 in the transition
zone. Transition is discussed more in Section 4.3.

Figure 4-9 shows four more surfaces for a nominally constant G'rH/Re% of
10.0. These surfaces are on the edge of the free convection region in Fig. 4-5. The
average heat transfer can be predicted to within approximately 5% by pure free
convection correlations for these tests. The local A distribution resembles turbulent
[ree convection on the downstream two-thirds of the test surface. The heat transfer

coeflicient is approximately uniform in that region with a small (<10%) rise very
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near the bottom edge. This is most likely due to lower edge effects discussed in
Appendix D. At the vertical leading edge there is an increase in h just downstream
of the leading edge equal to 10 to 15% of the average h. This “hump”, which was
noted previously in cases with GrH/Re% around 10.0, is approximately uniform
in the vertical direction. The “hump” is also at approximately the same location
on cach surface emphasizing the similarity in heat transfer for constant GrH/ReQL
noted in Fig. 4-8.

The variation of h between the vertical leading edge and the downstream base
of the “hump” in Fig. 4-9 resembles dominant forced convection heat transfer.
Actually, the laminar convection heat transfer upstream of the “hump” is identical
to pure laminar forced convection heat transfer and the turbulent convection heat
transfer on the downstream side of the “hump” has similar z-dependence as pure
turbulent forced convection. [igure 4-10 shows this more clearly. It is a plot of
Nu, versus Re, for several Gr”/l?eQL cascs at a nominally constant average T, of
230 C. The data is column averaged in the same way as was the baseline data in
I"ig. 3-7. Column averages are a valid way of looking at the mixed convection heat
transfer data, since it was shown in Figs. 4-6 through 4-9 that the mixed convective
heat transfer had little if any dependence on vertical distance, even though it was
generated by a three-dimensional flowfield. The correlations in Fig. 4-10, the solid
lines, are the same as those in I'ig. 3-6. The location of the turbulent baseline
correlation in Fig. 4-10 takes into account variable properties effects on pure forced
convection for a Ty, of 230 C'. Variable properties considerations should not affect
the relative locations of the data in this comparison, since all the data in Fig. 4-10
arc at approximately the same average T,.

Figure 4-10 shows that all the data in the laminar region near the vertical
leading edge, for all the (;'r”/Re% cases shown, fall on the laminar, forced convec-
tion, constant heat flux, Nusselt-Reynolds number relationship. This includes data
for Gr;.//Rei up to and including 9.6. Buoyancy has no effect on the heat transfer
until further downstream in the turbulent region where the data lie progressively
further above the turbulent forced convection correlation as the GrH/Rei increases.
For Gr”/Re% up to 3.4, the turbulent data lie above but on lines parallel to the
turbulent forced convection correlation. For G'rH/RezL equal to 9.6, only the first
two turbulent data points lie on a iine parallel to the turbulent forced convection

correlation. These two dala points are on the downstream side of the “hump” in




the heat transfer coefficient noted for GrH/Re‘Z=10.O in Fig. 4-9. The data in
the turbulent region, that are parallel to the forced convection correlation, have an
z-dependence similar to forced convection.

The trend shown in Fig. 4-10 in the laminar region near the vertical leading
edge, the dominance of forced convection, is not a new phenomena. It is the
“principle of independence” for laminar flow discussed by Kraabel [42] with regard
to heat transfer from a yawed infinite cylinder in a cross flow and in White [43]
with regard to fluid flow on infinite yawed surfaces. Kraabel [42] has shown that
forced convective heat transfer in the laminar boundary layer on an infinite yawed
cylinder depends only on the frec-stream velocity component normal to the cylinder
and not on the free-stream velocity component parallel to the axis of the cylinder.
This results from the fact that no velocity or temperature gradients can develop in
the boundary layer in the axial direction on an infinite yawed cylinder, so no net
heat transfer can occur in the axial direction.

The same “principle of independence” i3 governing the heat transfer on the
vertical leading edge in this experiment. Except for very high GrH/Re% flows or for
locations very close to the bottom corner, the test surface seems like an infinitely
high vertical surface to the horizontal frec-stream flow. The boundary layer flow
at all vertical elevations near the vertical leading edge has the same history. Even
though the flow develops a vertical velocity component, there can be no vertical
temperature or velocity gradients in the boundary layer near the vertical leading
cdge. This means the heat transfer will be independent of any effects of buoyancy
or vertical distance. This statement is true as long as the flow is laminar and does
not “see” any of the effects of the lower corner of the leading edge. How far up
the test surface effects of the lower upstream corner reach depends on the distance
downstream and the ratio of buoyant to inertia forces, as will be shown later.

The “principle of independence” has a different meaning for skin friction in
laminar flow. Even though there are no gradients of velocity and temperature in
the vertical direction, there i ucill a vertical velocity component and & gradient of
the vertical velocity component normal to the wall. This will result in a component
of skin friction in the vertical direction. However, the component of skin friction in
the vertical direction will be uniform over the vertical height of the surface near the
vertical leading edge, since there arc no gradients of the vertical velocity component

in the vertical direction. This means the vertical component of the skin friction and
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the total skin friction for laminar flow near the vertical leading edge will be affected
by buoyancy, but uniformly so in the vertical direction.

In the turbulent flow zones, even though derivatives of the mean velocity and
temperature with respect to the vertical direction disappear on an infinitely high
surface, buoyancy will still have an effect on turbulent velocity and temperature
fluctuations, and as a result, heat transfer and skin friction in turbulent flow.
The “principle of independence” does not apply for turbulent flow. This has been
demonstrated on infinite, yawed surfaces in a turbulent forced flow situation by
Ashkenas and Riddell [44]. This can also be seen in Fig. 4-10 for mixed convection
heat transfer, since the Nusselt nuinbers in the turbulent region lie above the pure
forced convection correlation. This is true even for the low GrH/Re% cases where
the effects of the bottom corner of the vertical leading edge are not felt very far up
on the test surface.

Figure 4-11, the distribution of h for four values of T,, with a nominally
constant Uy, of 1.4 m/s, indicates that forced convection dominates along the
vertical leadiug edge well into the free convection region in Fiig. 4-5. The GrH/Re%
varies from 9.6 on the bottom surface to 30.2 on the top surface. The region before
the “hump” is dominated by laminar forced convection.

Figure 4-11 also shows that the “hump” in h is about the same size for each
case, that the “hump” inoves forward slightly with increasing G’rH/Re%, and that
a “depression” in h appears just downstream of the “hump” for higher values of
GrH/Re%. The value of h in the “depression” is less than that in the region
dominated by free convection, the downstream two-thirds. In addition, Fig. 4-11
shows that there is no increase in heat transfer in the downstream turbulent free
convection region along the bottom edge as a result of lower leading edge effects for
any of the cases shown. This is because the free-stream flow is of little importance

at these high GrH/Re%'s, for locations away from the vertical leading edge.

4.1.4 Estimation of Mixed Convection Heat Transfer

The average heat transfer coefficient, shown in Fig. 4-4 can be estimated
accurately over the entire operating domain of this experiment by the method

discussed earlier in Section 1.4:

—_ —a —a a
hmz == (h'fc "}' hjr)l/ (4'6)
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The average forced convection, Efc, and free convection, Ef,, heat transfer coeffl-
cient estimates in Eqn. (4-6) are obtained by accounting for both the laminar and
turbulent regions on the test surface. The term 7{;3 is obtained by integrating
in the z-direction, the forced convection laminar and turbulent correlations over
the respective laminar and turbulent regions on the surface with the integration
starting at the vertical leading edge. The term 7z—f, is obtained by integrating in the
y-direction, the free convection laminar and turbulent equations over the respective
laminar and turbulent regions on the surface with the integration starting at the
lower edge. The correlations used to determine Efc and Ff, are those reported
earlier, Eqns. (3-3), (3-4), (3-5), (3-7), and (4-1):

Forced Convection:

Laminar : Nu, = 0.4531%’5}5/21‘%1/3 (3-4)
T n

Turbulent : Nu, = 0.0307Reg‘8Pr0'6(—w—> (3-3)&(3-5)
oo

Free Convection:

Laminar : Nuy = O.404Gr11/4 (3-7)
T \"014

Turbulent : Nuy, = 0.098Gr,1/3(-—w-) (4-1)

The transition locations from laminar to turbulent flow are those noted experimen-

tally. Transition is discussed in Section 4.3.

The exponents, ¢ in Eqn. (4-6; and n in Eqn. (3-5), are:

a = 3.2 (4-7)
n = —0.4 (4-8)

These were determined from a “best” fit of Eqn. (4-6) to the average heat transfer
data. The fit was judged good when the average deviation between the actual
data and Eqn. (4-6) was 2 minimum and the magnitude and sign of the deviation
appeared random for all the test cases. The average of the absolute values of
the deviations was 4+ 3% and the largest deviation between the actual data and
Eqn. (4-6) was less than 10%.

The primary effect of varying n was to alter the fit of Eqn. (4-6) to the data
in the forced convection region and the forced convection dominated side of the

mixed convection region in Fig. 4-5. If a smaller n was used (n > —0.4), the data
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in those regions were underpredicted. If a larger n was used {(n < —0.4), the data
in those regions were overpredicted.

The effects of varying a were to alter the apparent size of the mixed convection
domain and to alter the fit of Eqn. (4-6) over the entire mixed convection domain.
For too large an a, heat transfer coefficients in the mixed convection region were
underpredicted and the mixed convection region appeared smaller. The opposite
trends were true for too small an a. The fit was not very sensitive to a, however.
[For example, in the middle of the mixed convection zone, where -/;f, = -}ch; the
difference in Az for values of a equal to 3.4 and 3.0 is only 3%.

Local heat transfer coeflicients can be estimated in a similar manner to the
average heat transfer coefficients, if local forced and free convective estimates of heat
transfer cocflicients are used in Eqn. (4-6). Thus, the local heat transfer coefficient
would be given by:

hma(7,¥) = (A (2) 4 A5, (1)) (4-9)

The values of a above and n in Eqn. (3-5) are 3.2 and -0.4, respectively, the same
as for Eqn. (4-6).

Specifically, the local mixed convection heat transfer coefficient would look as
follows (one possible form) for laminar and turbulent flows on a uniform heat flux,

flat surface in air:

Laminar :

1/4 3.2 315
home(z, ¥) 04045 Re! /21 2 STy
= 0.404—Re - -
mx I)y e T y Re;/g (4 10)
Turbulent : a
- 3.2} 3.
hmz(z,y) =0 oorkReo'S( L) 14 {3.922 Gr;’/a 1, )" 4-11
) L, y) = 0.025— — .92 — — -
nz\T, Y I Too y Reg.g Too ( )

No variable properties correction is included in the laminar equation, since
the correction is small for laminar forced and free convection and would tend to
cancel. Such a correction could easily be incorporated. The temperature ratio in the
turbulent equation results from the different turbulent forced and free convection

variable properties corrections.
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Equation (4-11) fits the present local turbulent heat transfer coefficient data
within 43% on the average. The largest deviations from the actual data were
approximately 10-15%. The large errors were systematic, not random. Equa-
tion (4-11) cannot predict some of the trends noted in the turbulent flow regions
such as the “humps” and “depressions” of heat transfer coefficients in Figs. 4-9 and
4-11, nor can Eqn. (4-11) predict the proper z-dependence in turbulent flow areas
shown in Fig. 4-10. Equation (4-11) predicts a smooth variation of A in turbulent
flow regions.

Figure 4-12 demonstrates the accuracy of Eqn. (4-11) for predicting the local
h for turbulent flow and shows its limitations. The figure is a plot of the column
averaged value of Nu,/0.025Re2-8(Ty/Too) %4 versus the column averaged value
of 3.92(Tw/Too)0'26zGr;/‘Q’/yRegB, the mixed convection parameter in brackets
in Eqn. (4-11). The data points for each test condition are obtained by column
averaging the data measured in each column in Fig. 2-11 in turbulent flow regions,
excluding the data from the bottom and top strips. Column averages are used since
the data show little vertical dependence and Eqn. (4-11) predicts none for turbulent
flow. The vertical dimension, y, appears in the mixed convection parameter in
Sqn. (4-11), but actually cancels out since Gry contains a v,

Figure 4-12 shows that Eqn. (4-11), given by the solid line, goes through
approsimately the center of each data set for each test case. Equation (4-11) is
a good approximation in the turbulent region, predicting local heat transfer within
410%. The dashed lines in Fig. 4-12 form a 4-10% band around Eqn. (4-11).
However, Eqn. (4-11) does not predict the exact local variation in heat transfer
for each test case. For tests with values of G’rH/Re% up to approximately 3,
Fig. 4-12 shows that the data in the turbulent region still has a forced convection
z-dependence, which is represented by a horizontal line in Fig. 4-12 (a horizontal
line of value one represents pure forced convection). For values of GrH/Re% greater
than approximately 3, the data on the downstream end of the test surface begin
to show a free convection like pattern (i.e., a uniform convection heat transfer
coefficient), which is represented by a line of unity slope. The “transition” between
the regions on the test surface with turbulent forced and turbulent free convection
like heat transfer coeflicient variations occurs over a very short distance. Equation
(4-11) does not predict this. I[nstead, Eqn. (4-11) predicts a much more gradual

change from a forced convection like heat transfer dependence z to a free convection
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like pattern of uniform convection heat transfer, as shown in Fig. 4-12. For tests
with high values of GrH/Re%, the “hump” and “depression” in heat transfer in
Figs. 4-9 and 4-11, which appear as “depressions” for G’rH/Re%>9.6 in Fig. 4-12,
are not predicted either.

The limited laminar flow data is largely dominated by forced convection as
shown in previous figures. This makes it impossible to check Eqn. (4-10) for
laminar flow in detail. Equation (4-10) does, however, predict the dominance of
forced convection noted in the laminar vertical leading edge area. For increé.sing
vertical distance on the test surface, the mixed convective parameter in Eqn. (4-10)
(xGr;/“/yRe;/Q) becomes very small not far from the lower edge, and the heat
transfer coefficient predicted by Eqn. (4-10) equals that for pure forced convection.
For example, the mixed convection effect on heat transfer at the first column of
thermocouples for laminar flow (see Fig. 2-11) is less than 10% by the fourth heating
strip for a GrH/ReZL of 10. This means only the data point for the one thermocouple
at the lower upstream corner on the first heating strip (see Fig. 2-11) would show
any significant laminar mixed convective effect for a GrH/Rc% up to 10.0. For
GrH/ReQL higher than this the laminar zone begins to disappear and detection of
any laminar mixed convection effect is impossible. It should be noted that A for this
one data point, for the lowest most upstream thermocouple in Fig. 2-11, always lies
above the pure forced convective laminar heat transfer coefficient by approximately
the amount predicted by Eqn. (4-10) for each test condition. This location, unlike
the rest of the first heating strip, is upwind of any strut effects or significant lower
leading edge effects.

Some of the other methods discussed earlier in Section 1.4 do not work as
well as Eqns. (4-6) and (4-9) for estimating mixed convection heat transfer (local or
average). In the middle of the mixed convection domain, taking the smaller of the
forced and free estimates [13] underpredicts by about 25% the actual h (equivalent
to a = co in Eqn. (4-6)) and adding the two estimates together overpredicts by
75% the actual h (equivalent to a=0 in Eqn. (4-6)). Root-sum-squaring Nusselt
numbers [14] and the method of finding an effective Reynolds number to use in the
forced convective correlation [15] are more difficult to apply than Eqns. (4-6) and
(4-9) in this orthogonal driving force problem. In addition to an effective Nusselt
number in the first method and Reynolds number in the second method, an effective

characteristic length must be determined for both methods to work properly in the
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orthogonal driving force problem. Neither reference recommending these methods
properly treats this point. The proposing authors discuss the problem of orthogonal
driving forces, but only with regard to a situation with one characteristic length,
specifically the average heat transfer from an infinite, heated, horizontal cylinder
in a crossflow. Without proper consideration of the characteristic length, these
methods will predict incorrect z and y dependencies in the mixed convection region
and will not work over the entire T, Uy operating domain. With proper con-
sideration of the characteristic length, they ¢»u probably be made to work, but not

in as straightforward a fashion as Eqns. (4-6) and (4-9).

4.1.5 Concluding Remarks on Heat Transfer

Equations (4-10) and (4-11) can be used to summarize some general aspects
of heat transfer from a vertical surface parallel to a horizontal flow of air. Equa-
tion (4-10) gives the mixed convection parameter which governs laminar mixed
convection heat transfer, ;EGF!I//4/I/R6;;/2. This parameter is also the similarity
parameter, or is directly related to the similarity parameter, in the laminar mixed
convection problems in Refs. 3, 5, and 6, discussed in Section 1.4. It gives the ratio
of conditions_which determine when forced, mixed, or free convection heat transfer
arc important for laminar flow. Based on Eqn. (4-10), heat transfer is equally
influenced by forced and free convection when :cGr;/"/yRe;/Q equals 1.0. When
this parameter is 0.57, the heat transfer coefficient is only 5% greater than that
predicted by considering pure forced convection acting alone. When it is 1.75, the
heat transfer coeflicient is only 5% greater than that predicted by considering pure
free convection acting alone. These values depend on the value for a in Eqn. (4-9).

The values of the mixed convection parameter, xGr;/“/yRe;/Q, cqual to 0.57
and 1.75 can be used to define boundaries between zones of forced, mixed, and free
convection: the lower value defining the forced-mixed convection boundary and the
higher value defining the free-mixed convection boundary. The heat transfer in the
free convection and the forced convection zones defined by these constant values of
:r,G'r;/“’/yHch,/2 would be within 5% of the heat transfer predicted by considering
a single mechanism for heat transfer in each respective zone.

Figure 4-13 13 a schematic of a surface showing the relative locations of the
boundaries and zones of forced, mixed, and free convection defined by the lines

of constant xG’r}/"/y[?e;/Q equal to 0.57 and 1.75. The vertical distance on the
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surface is normalized on test surface height and horizontz]l distance on test surface

length. The boundaries are parabolas given by:
4
L\ G 2
Y g4 = rH(i) (4-12)
H H /) Ret \L

y L 4GrH z\2
;—{- = 0.11(-1:1-) Rei(z) (4‘13)

Equation (4-12) is the forced-mixed boundary and Eqn. (4-13) is the free-mixed

boundary. 'The locations of the boundaries shown in IFig. 4-13 are for an ar-
bitrary value of (L/H)'i((;"r;,//l?e%). Their locations will vary with the value of
(L/H)}(Gry/Re?) as indicated in Eqns (4-12) and (4-13).

The figure shows that forced convection dominates a region near the vertical
leading edge with the width of the region increasing in size away from the origin.
Free convection dominates a region near the lower edge with the height of the regior:
increasing in size away from the origin. Mixed convection occurs in between the
forced and free conveciion regions. Also, by ezxamining the boundary equations,
Eqns. (4-12) and (4-13), it is apparent that for small (L/H)*(Gri/Re?), the forced
convection zone will dominate the surface and for large (L/H)*(Gry/Re?), the free
convection zone will dominate heat transfer on the surface.

The zone dominated by forced convection was noted in the experiment as
discussed earlier. There were only indications of the laminar mixed convection
region in the lower upstream corner due to transition of the flow to turbulent flow.
The laminar free convection region did not occur along the lower leading edge
possibly due to effects discussed in Appendix D.

Figure 4-14 shows the relative locations of the forced, mixed, and free convec-
tion heat transfer zones for turbulent flow. The boundaries for turbulent flow are
defined in the same way as laminar flow, only using Eqn. (4-11) instead. The ver-
tical dependence disappears in turbulent flow since turbulent free convection heat
transfer has no vertical dependence as discussed earlier. The boundaries are given

by:

- A res/T 0.26
Z=65x 1070 f'/;(ﬁ) (4-14)
L GrL‘ Tw



0.267°

_ ReY T

Z=18x 1072 L (Too (4-15)
17‘1/3 w

The Grashof number is based on length to emphasize the lack of dependence on the
vertical direction. The boundaries are shown as dashed lines to emphasize that all
three zones of heat transfer, as defined by Eqns. (4-14) and {4-15), cannot occur over
significant portions of the test surface simultaneously (as shown in the Fig. 4-14).
This is because the values of z/L predicted by Eqns. (4-14) and (4-15) differ by
a factor of 270 units of z/L, and z/L has a maximum value of one. The figure
only shows the general locations of the zones of forced, mixed, and free convection.
The boundary locations in Fig. 4-14 do not represent boundaries for any particular
value of (R /Cri/S Too/Tw)" 20

Equatmns (1-14) and (4-15) show that the location and size of the zones
depend on the overall test conditions. For high Reynolds number, low temperature
ratio flows, the forced convection zone dominates the surface and for high Grashof
number, high temperature ratio flows, the free convection zone dominates.

All of these zones ol turbulent convective heat transfer were noted in the
experiment. Sqn. (4-11) accurately predicts the zones of mixed, forced, and free
convection heat transfer for turbulent flow as defined in this scction, but not the
proper z-dependence, as shown before.

One last point, Eqn. (4-11) indicates a possible contradiction based on results
presented earlier in the chapter. It was shown in Figs. 4-8 and 4-9 for this fixed
aspect ratio test, L/ H = 0.98, that heat transfer in turbulent regions was similar for
similar C,r/{/h’t[, not (Gr /3/[1’(’ NTw/Teo)? 28, as Eqn. (4- 11) would indicate.
It was also stated in Fig. 4-5 that lines of constant G’rH/ReL equal to 0.7, 3.0,
10.0 were the approximate boundaries 2nd bisector of the average mixed convection
heat transfer zone, not lines of constant (Gr}_/S/Rc%s)(Tu./Tm)o'26. This apparent
contradiction is explained as follows. [irst, GrH/Re% has been used in figures to
identify the approximate ratio of buoyant to inertia forces for a given test, which
in gencral had both laminar and turbulent flow. The parameter Gryy /Re? was not
intended as a general correlating parameter for mixed convective heat transfer. It
is only a correlating parameter for laminar flows for a given aspect ratio. Second,
lines of constant ( :'r,{:g/lfe?J'S)(Tw/Too)0‘26 are approximately parallel to lines of

constant Gr///[i’e% in a Grashof-Reynolds number domain for this experiment.
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This is due to the fact that larger Grashof numbers were achicved by increasing the
wall temperature in this experiment. This introduced the temperature ratio term
into the turbulent mixed convection parameter as a result of variable properties
effects. Without the temperature ratio term, lines of constant mixed convection
parameter (i.e., GrF/:;/Re?J'g) are not parallel to lines of constant GrH/Rei in a
Grashof-Reynolds number operating domain.

The equivalent boundaries for forced, mixed, and free convection in terms of
constant GrH/Re% predicted for the average turbulent convection heat transfer
data by an equation similar to IEqn. (4-11), using average turbulent heat transfer
correlations instead of local correlations, are 0.9 and 15.0, respectively, with 4.0 as
the bisector of the turbulent mixed convection zone. In other words, these are lines
of constant GrH/Re%, which in a Grashof-Reynolds number operating domain fall
approximately on lines of constant (Gr}_{3/ffe%'8)(Tw/TOO)O'QG. Considering some
of the flow for cach test was laminar, and the boundary values for the average
laminar convective heat transfer zones for an aspect ratio of 0.98 are 0.61 and 1.90
with a mixed convection zone bisector of 1.08, the G’rH/Rei values of 0.7, 3.0
and 10.0 observed in Fig. 4-5 for the boundaries and bisector, respectively, are
reasonable, since both laminar and turbulent flow are included in the average data

in Fig. 4-5.

1.2 Boundary Layer Flow

The boundary flow results are divided into three sections. The first presents
results from the boundary layer velocity, temperature, and flow angle measurements
made within turbulent mised convection boundary layers. The second presents
velocity and temperature profiles measured within laminar mixed convection boun-
dary layers. The third section discusses the direction of flow in the constant-angle
region of turbulent mixed convection boundary layers.

The turbulent mixed convection boundary layer results in the first section will
show that near the wall there is a region of flow angle within turbulent “mixed-
convective” boundary layers which is constant with respect to the distance normal
to the wall. Only the magnitude of the velocity vector is changing in that constant-
angle region. The constant-angle region will be shown to extend from the wall out
to the location where u/Us,=0.71, which ecncompasses the inner 5-7 percent of the

boundary layer thickness. This constant-angle region, which was unexpected, will
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be shown to exist for turbulent flow independent of the test conditions and the
location on the test surface. The peak vertical velocity will be shown to occur at
the outer edge of the constant-angle region. In the outer region of the turbulent
mixed convection boundary layer, the flow angle will be shown to vary linearly
with the local temperature. The first section will also show that the velocity and
temperature profiles vary smoothly from pure forced convection profiles to pure free
convection profiles as the ratio of the buoyant force to the inertia force increases,
and that there is evidence that momentum added to the flow in vertical direction
by buoyancy is transferred to the horizontal direction, possibly by turbulence.

The laminar mixed convection boundary layer results in the second section
will verify that the “principle of independence” applies near the vertical leading
edge, as noted from the heat transfer results earlier. The laminar results also show
that there is no constant flow angle region within the laminar mixed convection
boundary similar to that in the turbulent mixed convection boundary layer.

In the third section, the variation of the flow angle of the constant flow angle
region of the turbulent mixed convection boundary layer with respect to position on
the test surface will be discussed. A relationship will be developed which predicts
the direction of flow within the constant-angle region. This relationship has the
form y = bz, where b depends on the test conditions.

The legend in most figures contains the profile D" number, the local 7', the
local Uy, the location of the profile (z,y) on the test surface, and for turbulent
profiles, the maximum flow angle measured in a given profile. Each profile was taken
above a surface temperature measurement location. Since a companion heat transfer
data set was taken for each set of profiles, surface heat transfer data is available
in Appendix E at the location of each profile. Only profiles for laminar or fully
turbulent regions are shown. No profiles in transition zones and no profiles along the
bottom leading edge are presented. Detailed data for profiles in regions not shown,
along with the rest of the profiles, are available in Appendix F. Approxzimately 12 to
14 profiles were taken for each of 7 combinations of Uy, and Ty and 3 to 5 profiles

were taken for another 5 combinations of Uy, and T,

4.2.1 Turbulent Boundary lLayer Flow

This section presents the turbulent “mixed-convection” boundary layer results

obtained for various test conditions. It is divided into seven parts: the first four
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present the total velocity profiles, the flow angle profiles, the vertical and horizontal
velocity profiles, and the temperature profiles, respectively; the fifth presents polar
plots of the total velocity vector (i.c., plots of the vertical velocity component versus
the horizontal velocity component); the sixth shows how the flow angle varies with
temperature through the boundary layer; and the final part shows further evidence
of the constant angle region.

The distance normal to the wall, z, in the figures in this section has been scaled
by the thermal boundary layer thickness, §;, defined in Eqn. (2-3), but this is not
proposed as a general scaling parameter for mixed convection boundary layers. It
is used only, for convenience. The boundary layer thickness, &, is one of the few
boundary layer thicknesses which does not contain a vector quantity that makes
it specific to one direction and which is well defined for all profiles for all values
of GrH/Rei. Also, the use of § for velocity, flow angle, and temperature profiles
allows an easy cross comparison of various regions in each figure.

In some figures, predictions of boundary layer profiles for pure forced and pure
free convection made with STANS, a numerical boundary layer heat transfer code
[1,41], are shown. The reason for presenting the profiles predicted with STANS is to
provide a representative shape for pure free convection and pure forced convection
profiles to compare with the shape of the measured mixed convection profiles. The
predicted profiles are used for cases for which widely accepted profiles are not
available in the literature, such as for turbulent free convection or low speed high

temperature variable properties flows.

a. Total Velocily Profiles

The first figure in this section, Fig. 4-15, shows the total velocity, @,
versus z/d¢, for turbulent flow. The data shown are for four different values of Uy,
at a nominally constant 7%, of 420 C. Since all the profiles are for approximately the
same Ty, variable properties considerations are negligible. The value of G’rH/Re%
ranges from 1.7 to 21.7. The location on the test surface is approximately the same
for cach profile, z ~2.7 m, y /2.7 m. The total velocity is normalized by the
root-sum-square of Uy, and V. The velocity V; is the buoyant reference velocity

defined as:

Vy = Usstan(fmaz) (4-16)
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The term PBmaz is the maximum measured flow angle in a given boundary layer
profile, which is the flow angle in the constant flow angle region for the turbulent
profiles. This choice of reference velocity will be discussed later, in Section 4.2.3.
The pure turbulent forced convective velocity profile and the pure turbulent free
convection velocity profile (the solid lines) were obtained from predictions by this
author with STANS for a T, of 420 C.

Figure 4-15 shows that as the Uy, decreases from 4.9 m/s to 1.5 m/s, the
total velocity profile shape changes from the pure forced convection shape toward
the pure free convection shape. For the two highest GrH/Re% cases, the peak
velocity occurs in the interior of the boundary as opposed to the free-stream. This
is the result of the vertical acceleration of the fluid by the buoyant force. The peak
occurs at a z/6; of about 0.7 and a Q/ /U2, + V? of about 0.7 to 0.75. A “dimple”
in the profile appears in the region of peak velocity for GrH/Re% of 21.7. This is
characteristic of the turbulent profiles for the GrH/Re% of 21.7 test conditions.

In the inner region of the total velocity profiles in Fig. 4-15 (for 2/6;<0.3), the
data are approximately parallel for all values of GrH/ReQL. This region is, however,
shifting from the forced convection reference profile toward the free convection
reference profile with increasing GrH/Re%. By comparison to the pure forced
convection profile, the inner region of the mixed convection boundary layer is inside
the logarithmic region of a pure forced convective profile and in the same location
as the laminar sublayer and the buffer sublayer.

For a given GrH/ReQL, the distribution of velocity within the boundary layer
will be different at different locations on the surface. This is shown in Fig. 4-16, a
plot of three turbulent total velocity profiles at a y of 2.67 m and three different
z locations for a GrH/Rc% of 7.4. Upstream at z=1.07 m, the profile looks
more forced convection dominated. Further downstream at £=2.76 m, the profile
looks more free convection dominated with a peak in the velocity in the interior of
boundary layer.

The change in shape with distance downstream is the result of the fact that
the free convection flow in the vertical direction is driven by an acceleration of
the fluid by a buoyant force and thus, time is required (i.e., distance) before the
effect of the buoyant force becomes significant relative to the horizontal forced flow.
This also means that the flow will eventually become dominated by free convection

in the upper-downstream region of an infinitely large surface no matter what the

107



test conditions are, since the flow will continue to accelerate vertically while the
free-stream remains at a constant velocity.

Figure 4-17 shows three total velocity profiles for three different values of
wall temperature with a nominally constant Uy, of 4.5 m/s at a nominal location
of z=2.7m and y=1.8 m. The lowest T, case, T,,=4T7 C, is a baseline case
in Fig. 3-12. The trends in Fig. 4-17 are the same as in Fig. 4-15 but not as
prominent, since the GrH/Re% does not vary over as large a range as in Fig. 4-15.
With increasing buoyant force (i.e., G'rH/Re%), the velocity in the interior of the

boundary layer is increasing relative to the free-stream.

b. Flow Angle Profiles

Boundary layer flow angle profiles are shown in Fig. 4-18 for turbulent
flow. This is a plot of the tangent of the flow angle divided by the tangent of
the maximum flow angle measured in a given profile versus z/6;. Several profiles
are shown for various test conditions and locations on the test surface. The most
striking feature in the figure is the region of nearly constant flow angle near the
wall (2/6;<0.4). The angle is constant to within 4-1.5° for each profile and the
variations noted were random. The constant-angle region covers the inner 5% to
7% of the boundary layer thickness from the wall out to ©/Us=0.71, as shown
in this figure. By comparison to Iig. 4-15, it can be seen that the constant-angle
region covers the region of the boundary layer containing the laminar sublayer and
the buffer sublayer for a pure forced convective flow. The constant-angle region
extended as close to the walls as measurements were made, which was 1% of the
boundary layer thickness in some cases.

The possible existence of a constant-angle or collateral region near the wall
has been noted before in three-dimensional flows where the cross-stream flow was
driven by a pressure gradient [45-48], but never before when the cross-stream flow
was driven by buoyant forces. In general, these previous works lack measurements
sufficiently close to the wall to define the extent of any collateral flow region near
the wall. One exception is the work of Hebber and Melnik {49] in a relaxing three-
dimensional turbulent boundary. This work shows a collateral region in the laminar
sublayer region of the boundary layer, similar to that found in this mixed convection

flow.
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Figure 4-18 shows several other features of the flow angle variation in the
boundary layer. First, all the flow angle change occurs for z/6;: greater than 0.4.
Next, there is a similarity in flow angle profiles for different test conditions and
locations on the test surface for turbulent flow and for GrH/Rei less than 7.4.
Only the GrH/Re% of 21.7 case has a significantly different flow angle profile shape
in this plot. In the outer region of the boundary, the ratio, tan(8)/tan(fmaz), is
higher for a given 2/§; for the GrH/Re% of 21.7 case. This might be expected, since
as GrH/ReQL approaches infinity, the flow angle should approach 90° everywhere
in the boundary layer except very near the free-stream. This would result in a
straight line of value 1.0 in Fig. 4-18.

Finally, with the exception of the Gr;{/Re% of 21.7 case, there appears to
be a region where tan(f) varies linearly with the logig of 2/6: between z/6; of 0.4
and 1.5. For GrH/Re% of 21.7, the logarithmic region is smaller. Each individual
set of data has this logarithmic region, within the uncertainty of the flow angle
measurement. Later, this region will be shown to correspond to the region around
the peak vertical velocity location.

The similarity in flow angle profiles breaks down in the outer region of the
boundary layer in the coordinates used in Fig. 4-18, as is shown in Fig. 4-19. Figure
4-19 is a plot similar to Fig. 4-18, except with linear axes. The figure shows flow
angle profiles for three of the four cases in Fig. 4-15, with a nominally constant
Tw of 420 C and a norminally fixed location. The data from the outer region of
the flow, which was compressed by the logig scale in Fig. 4-18, is now more clearly
visible. In the outer region there is an increase in flow angle for a given z/8 with
increasing GrH/RC%. Only closer to the wall do the profiles collapse, the lower
GrH/Rei 's first. The region of flow angle similarity in the coordinates used in
Fig. 4-18 encompasses the constant-angle region neaf the wall and the logarithmic

region pointed out in Fig. 4-18.

c. Horizontal and Vertical Velocity Profiles

Figure 4-20 is a plot of the vertical and the horizontal velocity com-
ponents versus z/6. The horizontal velocity component has been normalized by
Uso and the vertical velocity component by the buoyant reference velocity V;. The
three cases shown in Fig. 4-20, three of the four cases previously shown in Fig. 4-15,

are for a nominally constant Ty, of 420 C at a nominally constant location on the
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test surface. The pure forced and free convection velocity profiles in Fig. 4-15 are
again shown for reference (the solid lines).

In the inner region of the boundary layer, z/8: < 0.4, both profiles have the
same approximate shape. This is expected, both the “pure” free and “pure” forced
profiles shown in the figure have approximately the same shape in the inner region.
This is also the region of constant flow angle shown in Fig. 4-18. The point at
which the vertical and horizontal velocity profiles begin to differ marks the end of
the constant-angle region, z/8; ~0.4. In the outer region of the flow, both profiles
change shape with varying test conditions. The horizontal velocity profile begins to
bulge upward with increasing Gryr/Re? in what would be the logarithmic (highly
turbulent) region of the pure forced convection profile (0.4< z/6; <3.0). For the
vertical velocity profile in the region outside the peak v/Vjy, the velocity increases
for a given z /&, approaching the pure free convection profile shape. The peak v/Vj
does not change significantly. The “dimple”, seen in the GrH/Re%=21.7 case at
the peak total velocity in Fig. 4-15, is present near the peak in the vertical velocity
profile in this figure. The “dimple” is characteristic of the vertical velocity profiles
for the case with GrH/Re%, equal to 21.7.

Figure 4-21 shows three more plots of the vertical and horizontal velocity
components versus z/d. These are for a nominally constant Us, of 4.5 m/s and
a nominally fixed location. The value of GrH/Re% varies from 1.1 to 3.1, and Ty,
varies from 235 C to 575 C. The trends noted are similar to those in Fig. 4-20,
but not as prominent, since the Gr;[/Re% does not vary over as large a range as in
Fig. 4-20.

One possible reason for the upward “bulge” in velocity in the logarithmic
region of the horizontal velocity component profile with increasing buoyant force,
seen in Figs. 4-20 and 4-21, may be the coupling of the momentum transfers in
the horizontal and vertical directions through turbulence. The bulge occurs in the
region noted for high turbulence in pure forced convection flows, as well as in pure
free convection flows. Some of the momentum being added to the flow by the
vertical buoyant force is possibly being transferred by turbulence to the horizontal
direction. The transfer of momentum from the vertical direction to the horizontal
direction might also account for the vertical velocity profile for mixed convection
falling below the pure frec convection profile in the outer region of the boundary

layer.
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d. Temperature Profiles

Temperature distribution is shown in Fig. 4-22 in the form of enthalpy
profiles. The enthalpy is determined directly from the measured temperature (see
Appendix A). Figure 4-22 shows plots of dimensionless enthalpy, 6;, versus 2/,
where 8, is defined so that it is zero at the wall and one in the free-stream. Three
of the cases in Fig. 4-15 are shown in Fig. 4-22. They have a nominally constant
Tw of 420 C and are from approximately the same location on the test surface.
Pure forced and pure free convection enthalpy profiles are shown for comparison.
The pure forced convection profile (the solid line) is a STANS prediction for a
Tw of 420 C. The pure free convection profile {the dashed line) is an average of two
pure free convection profiles from this experiment taken at a T, of 420 C. The two
free convection profiles were almost identical in the coordinates shown in Fig. 4-22.

As with the total velocity profiles, the enthalpy profile shape changes from
a pure forced to a pure frec convection shape as G'rH/Hei increases from 1.9 to
21.7. For the forced convection dominated cases, laminar sublayer, “logarithmic”,
and wake regions are visible. For the free convection dominated cases, a “forced
convection” like “laminar sublayer” region is visible with a “logarithmic” region in
the outer portion of the profile, z/6:>1.0. The Grry/Re? case of 21.7 has a region
where the temperature profile lies above the measured pure free convection profile.
It is most pronounced around z/6; of 0.5. This is the location of the “"dimple” noted
in the vertical velocity profile for the same case in Fig. 4-20, and is characteristic
of the GrH/Rei of 21.7 profiles.

Figure 4-23 is another plot of enthalpy profiles similar to Fig. 4-22. These are
four cases at a nominally constant U, of 4.5 m/s. The GrH/Re% varies from 0.1
to 3.1 while Ty, varies from 47 C to 575 C. The four cases shown have a “forced
convection” like appearance even for a GrH/Rei of 3.1. This trend agrees with the
heat transfer data in Fig. 4-12, where it was shown that for GrH/Re% less than
about 3.0 to 4.0 the heat transfer coefficient had a forced convection z-dependence

(h~z"%2) in the turbulent flow region.

e. Polar Plots of the Velocity Vector

The constant-angle region is again seen in Fig. 4-24, a polar plot of the

total velocity versus the flow angle or, equivalently, a plot of the vertical velocity
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component versus the horizontal velocity component. The horizontal component is
normalized by the Ugs. The vertical is normalized by the free convection reference
velocity, Vg, defined in Eqn. (4-16). These choices of reference velocities collapse
any region of flow angle equal to fn,4z for a given profile to a line of unity slope.

This can be shown from the definition of flow angle:

2 = tanp (4-17)
u

For any region where f = fBy,42, Eqns. (4-16) and (4-17) result in:

vo_u
17 Uso
Therefore,
d(v/Vy) — 10
d(v/Uoo) ‘

Figure 4-24 shows that the turbulent flow data for various GrH/Re% and various
locations on the test surface fall on a line of unity slope for u/Us less than about
0.71 and v/V, less than about 0.71 (~ 1/v/2). This is the constant flow angle region.
Only the magnitude of the velocity vector is changing in this region of the boundary
layer, decreasing as the wall is approached.

The peak v/V, of approximately 0.71 occurs at a u/Uy, of 0.71, the outer edge
of the constant-angle region. This value is approximately independent of GrH/Re%
for turbulent boundary layer flow. The peak ’U/Vg of 0.71 indicates the maximum
vertical velocity is approximately the V2 smaller than the reference velocity given
by Eqn. (4-16) for a turbulent mixed convective boundary layer flow.

The outer region of the boundary layer flow, u/Us > 0.71, does not collapse
in these coordinates. This is shown more clearly in Fig. 4-25. This is a polar plot
of four different profiles at the same location on the test surface and a nominally
constant T, of 420 C. The GrH/Rei ranges from 1.9 to 21.7. The constant-angle
characteristic is again seen in the inner region, on the line of unity slope. In the
outer region, the magnitude of the v/V; is increasing with increasing GrH/Re%
for a given u/Ue, or vice versa. The flow angle is approaching 90° everywhere in
the boundary layer except very near the free-stream as the buoyant force begins to

dominate.
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{. Flow Angle versus Temperature

Another feature of the boundary layer flow angle is shown in Fig. 4-26.
This is plot of the tan(B8)/tan(Bmaz) versus the dimensionless temperature, 6.
Profiles for various test conditions and locations on the test surface are shown,
but all for G’rH/Re%<10. The constant flow angle region is visible in this figure
for 9 less than 0.6. More importantly, the figure shows that in the outer region of
the turbulent boundary layer, for 0 greater than about 0.7, the tangent of the local
flow angle is linearly related to the local dimensionless temperature. The following

expression gives the approximate relationship between flow angle and temperature.
tan(B) = 3.0tan(Bmaz)(1 — 0) (4-18)

Equation (4-18) is represented by the solid line in Fig. 4-26. Equation (4-18)
only holds for the tests with G'rH/Re% up to 7.4. Figure 4-27, a similar plot of
the tan(8)/tan(Bmaz) versus the local dimensionless temperature, shows that as
Griy/Re? becomes larger than 7.4 the region of linear variation of the tan(f) with
loc:! dimensionless temperature begins to significantly decrease in size. For the
profile at GrH/Rei of 21.7, a linear variation appears only for & greater than 0.9
as shown by the dashed line.

g. Further Evidence of the Constant-Angle Region

So far in this section several important features of the turbulent “mixed-
convection™ boundary layer flow have been shown: (1) from the wall out to about
u/Us=0.71, the flow is all at the same angle with respect to the free-stream; (2)
in the outer region of the boundary layer, the tangent of the local flow angle is
linearly dependent on the local dimensionless temperature; (3) there appears to be
a significant transfer of momentum from the vertical direction (the buoyant flow
direction) to the horizontal direction (the forced flow direction); (4) the tangent of
the flow angle appears to depend logarithmically on 2/6; in the vicinity of the peak
vertical velocity; and (5) the temperature profile looks forced convection like up to
a G’rH/Re% of approximately 3 or 4.

Of these features the most surprising is the constant flow angle region near

the wall. It was originally believed that since the buoyant force, defined as

buoyant force = g(p — poo), (4-19)
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varied continuously from the free-stream to the wall because of the continuous den-
sity variation (i.e., temperature variation), the flow angle should vary continuously
from the free-stream to the wall. This did not occur as demonstrated by the flow
angle measurements presented in several figures. All the evidence supports the ex-
istence of a constant flow angle region near the wall. The constant-angle region
extended to within 1% of the boundary layer thickness from the wall (the point of
closest measurement) and was constant to within the uncertainty of the flow angle
measurements.

As a check on the pressure probe measurement of flow angle in the constant-
angle region, the probe was offset as much as 30° in either direction from the
indicated flow direction on several occasions and allowed to return under servo-
control. Each time the probe would return to the same angle: the measurement
was repeatable.

In addition to the probe measurements, corroborating photographic proof of
the constant flow angle region was ohtained. These photographs are shown in Figs.
4-28a through 4-28d. The four photographs shown are several-second time exposure
photographs of the probe and test surface. What is shown in the photograph is
what was actually visible in the wind tunnel. No special film was used. The surface
was glowing red (visible if color photos are used in this version of the report).
The photographs were taken with a camera mounted on the wall opposite the
test surface aimed normal to the test surface, approximately along the axis of the
boundary layer probe stem. The flow is left to right and the probe is located in the
right center of each photograph. The stem of the probe is the dark line extending
from the oval shaped dark region on the right. The probe tip is the three pronged
dark feature near the surface (see Section 2.6.3 for probe description). The dark
oval shape and dark vertical region on the right of the oval are part of the probe
mount and the traverse shield, respectively, and are located about 30 ¢ away from
the test surface. They are dark because they are cold. The test conditions were
Uso=4.2 m/s and T, =560 C resulting in a Gry/Re? ~ 3.2. Each photograph
shows the probe tip at a different location in the boundary layer. The probe tip is at
z/6¢ of 0.1, 0.28, 0.39, and 0.79 in Figs. 4-28a, 4-28b, 4-28c, and 4-28d, respectively.

There are three angles to notice in each photograph: (1) the angle of the dark
streak behiﬁd the probe, (2) the angle of the other streaks on the test surface, and

(3) the angle of the probe center body, all with respect to the horizontal lines on
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each photograph. The dark streak behind the probe is caused Ly the increased heat
transfer from the test surface in the wake of the probe which results in a slightly
lower surface temperature. This streak angle marks the local flow angle behind
the probe. The other curved streaks on the test surface mark the streamlines of
the constant flow angle region.* This is true because it will be shown that the
flow angles measured with the pressure probe in the constant-angle region at a
given location agree with the angles on the streaks at the same location in the
photographs. The probe center body angle marks the direction in which the probe
is facing. The horizontal dark lines are the gaps between heating strips.

The figures show that there is mutual agreement between the angle of the dark
streak behind the probe, the other streaks around the probe, and the angle of the
probe center body. The figures more importantly show that as the probe is moved
away from the wall neither the probe center body angle, nor the angle of the strealk
behind the probe, change with respect to the angle of the streaks on the test surface
around the probe until the probe reaches a z/§; of 0.79. At this point the probe
angle deviates from the angle of the streaks around the probe and from the angle
of the dark streak behind the probe caused by its wake. This can be more clearly
seen by comparing the actual flow angle measured with the probe, fmeqs, to the
measured angle of the streak behind the probe and the streaks around the probe,
Bstreak, given in the figure titles. The streak angle is approximately 20° in each
fizure. The angle measured with the probe is approximately the same, except for
the Fig. 4-28d, where the probe is at z/6;=0.79, which is outside the constant flow
angle region indicated in Fig. 4-18 earlier. The measured angle at z/6§; of 0.79 is
18.2° compared with a streak angle of 20°. On the next step out from the wall to
z/6; of 1.16, the angle measured with the probe was 15.7°, and there was no dark
streak visible behind the probe.

Figures 4-28a through 4-28d support the evidence of the constant flow angle
region and its extent, from the wall to z/8;<0.4. These observations agree with
the pressure probe measurements presented earlier. If this region did not exist, i.e.,
if the pressure probe measurements were in error, the streak angle and probe angle

would have diverged as the probe moved away from the wall. Fluid moving under

*These streaks are regions of alternately high and low heat transfer most likely
caused by either small disturbances introduced at the vertical leading edge or by
large scale structures inherent in the mixed convection boundary layer.
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the probe with a greater flow angle, for example, would have traced the probe wake
(i.e., the dark streak behind the probe) at an angle given by the inner flow, while
the probe alignment angle would have been determined by the flow at the elevation

of the pressure ports.

4.2.2 Laminar Boundary Layer Velocity and Temperature Profiles

The next several figures show some laminar enthalpy and total velocity profiles
for situations which would be described as laminar mixed convection. Figuré 4-29
shows three laminar enthalpy profiles at z=0.23 m. Note especially that these
profiles are from locations very near to the vertical leading edge. The profiles are
for a nominally constant (/o of 4.2 m/s and for T,, varying from 47 C to 562 C,
resulting in a Gr”/Re% range of 0.2 to 3.1. The data are plotted as dimensionless
enthalpy, 8;, versus z/6;. The profile for ID* 45 represents a baseline profile,
from Fig. 3-10. Also shown on Fig. 4-29 as solid lines are variable properties

numerical predictions of two pure forced convection enthalpy profiles for Uy, equal

to 4.0 m/s, made with STANS5. One profile is for a uniform heat flux surface with
Tw approximately equal to 60 C and the other profile is for a uniform Ty, surface
with T, equal to 580 C. These boundary conditions for the numerical predictions
approximate the test conditions for ID"'s 45 and 132, respectively.

Figure 4-29 shows the enthalpy profiles near the vertical leading edge are
predictable by the pure forced convection laminar flow theory, even for a GrH/Re%
up to 3.1. The boundary layer behavior in the region near the vertical leading
edge is dominated by forced convection, as shown earlier by the convection heat
transfer resuits in Section 14.1.3. Figure 4-29 lends added support to the “principle
of independence” applying along the vertical leading edge, previously discussed in
Section 4.1.3.

The next figure, Fig. 4-30, shows the total velocity profiles for the same
three cases as in Fig. 4-29. Also shown is a numerical prediction of a pure forced
convection velocity profile made with STANS (the solid line), for a uniform T, of
580 ¢ and a Uy, of 4.0 m/s. The figure shows that buoyancy has an effect on the
total velocity near the vertical leading edge. The data for GrH/Rei=3.1 ties above
the predicted pure forced convection velocity profile. The total velocity increases

in the inner region of the laminar boundary layer relative to the free-stream with
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increasing GrH/Re%. This is the result of the vertical velocity component induced
by buoyancy.

The fact that buoyancy has an effect on the velocity profiles shown in Fig. 4-30,
but not the temperature profiles shown in Fig. 4-29, does not contradict the “prin-
ciple of indenendence”. The “principle of independence” only states there should
be no gradients of velocity or temperature along the vertical leading edge (i.e., the
temperature and velocity profiles should be invariant in the vertical direction, near
the leading edge). For heat transfer this means that buoyancy should have no
effect on the heat transfer along the vertical leading edge. For the hydrodynamics
this only -.ceans that the velocity distribution should be invariant near the vertical
leading edge, the magnitude of the velocity, and therefore the skin friction, will
be affected by buoyancy. In other words, the equations governing the horizontal
and the vertical momentum transfers near the vertical leading edge will contain no
terms involving derivatives of velocity with respect to the vertical direction.

The invariance of the enthalpy and velocity profiles along the vertical leading
edge is demonstrated in Figs. 4-31 and 4-32. These are profiles for the GrH/Re%
of 21.7 test case near the vertical leading edge at £=0.23 m. The vertical locations
of the profiles range from the bottom to the top of the test surface, y==0.3 m to
y=2.67T m. The enthalpy and velocity profiles shown in Figs. 4-31 and 4-32 are
essentially the same for all vertical locations. The boundary layer thickness §; is
approximately 0.35 4-.05 ¢m for the profiles in the figures with no detectable trend
in the variation. This figure shows that the “principle of independence” can be
further extended along the vertical leading edge to test conditions with G'rH/Re%
of 21.7, as was also shown in the heat transfer results in Section 4.1.3.

Flow angle profiles for the laminar region at the vertical leading edge, found
in Appendix I, show no constant-angle region near the wall similar to that found
in turbulent flow. A continuous variation of flow angle was noted between the
free-stream and the wall.

As a final point, Fig. 4-32 also shows a limitation for the pressure probe used
for these laminar profiles. There is much scatter in the velocity data for z/6; less
than 1.0 . This is most likely the result of the large size of the probe when placed
in the small laminar boundary layers near the vertical leading edge. The laminar
boundary layers were of the order of 0.5 ¢m thick in Fig. 4-32, for example. The

horizontal bars on two data points show the relative thickness of the probe tip at
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those locations in the boundary layer. The large probe size in a thin boundary layer
results in large variations of velocity and flow angle across the face of the probe
tip. The large variations limit the boundary layer size in which the probe can be
used. The probe size was not a factor for the temperature measurement, as shown
in Figs. 4-29 and 4-31, since the fluid temperature thermocouple was an order of
magnitude smaller than the pressure probe. The probe size was also not a problem
in the turbulent flow regions, since the boundary layers were on the average about

10 ¢m thick.

4.2.3 Variation of the Direction of the Constant-Angle Region

Figures 4-33 is a photograph of the test surface with an average T,,=560 C
and Uyy=4.4 m/s. These conditions result in a GrH/Rei of 3.1. This photograph
is similar to the photographs in Figs. 4-28a through 4-28d, except that it is a
photograph of the whole surface as viewed from inside the tunnel in the inlet nozzle.
The left-most side is the upstream end of the test surface with the free-stream flow
from left to right, parallel to the horizontal dark lines on the test surface. The main
feature to be noted is that there are streaks, which mark the direction of the flow
in the constant-angle region, and that the angles on the streaks are independent of
height on the surface for streaks which originate from the vertical leading edge.

The fact that the flow angle is independent of height can also be seen in
Figs. 4-34 through 4-39. These are plots showing the flow direction over the entire
surface for the constant flow angle region of the boundary layer for various test
conditions. The angle of cach arrow with respect to a horizontal represents the
average flow angle determined from 3 to 5 flow angle measurements taken inside the
constant-angle region at the location of the arrow. The curves represent predictions
of the flow direction within the constant-angle region, based on an analysis to be
discussed later in this section.

The figures dem.-nstrate that the measured flow angles are independent of
height on the test surface for streamlines which originate at the vertical leading
edge. The figures also show that the streamlines originating from the free convection
leading edge diverge. The later point can be more clearly seen in Fig. 4-39, a plot of
predicted streamlines and measured flow angles for the constant-angle region for a
G’r;//fff:"[{ of 21.7. All the streamlines from the free convection leading edge diverge

for this case.
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The simplicity of the constant-angle region and the variation of its angle over
the test surface led to an analysis that resulted in an expression for flow angle as a
function GrL,/Re%, the z-position on the test surface, and the point at which the
streamline originated (z,,y,). The term z, is zero if the streamline originated at
the forced convective leading edge, and the term y, is zero if it originated at the
free convective leading edge.

The analysis deals with the “average” velocity in the constant-angle region.
The vertical component of the average velocity, 7, in the constant-angle region will
depend on several factors: the surface temperature, free-stream temperature, the
gravitational acceleration, how long the flow in the constant-angle layer has been
on the test surface, ¢, and some constant times the vertical free-stream velocity, if

present. The vertical component of velocity can be expressed as follows:

Tw -

T
———i‘i)t + CoVeoo (4-20)

v=quyt=C
v lg( T

A vertical free-strearn velocity has been included because for high G’rH/Re% a
small negative free-stream flow angle was noted. This analysis will show the small
negative free-stream flow angles that occurred in the experiment had little effect on
the constant-angle region.

The horizontal component of the average velocity, 7 is assumed to be some
fraction of U, the same fraction that v was of Vi in Eqn. (4-20). The velocity @
is also assumed to be equal to the average distance traveled in the z-direction by
the fluid in the constant angle layer, © — z,, divided by the time to travel that

distance, ¢:
T — 1:0

t
From Eqn. (4-20) and (4-21) and the definition of a streamline, the following

results: _ . - ( )
v 1 w— Too \g(T — Z, Voo
= = tan(fy, = — 4-22
Equation (4-22) can be simplified to,
Grp(z—z
tan(Bmaz) = Rei( I 0) + tan(Boo) (4-23)

Equation (4-23) states the flow angle within the constant-angle region depends on

the overall G'rL/Rei, how long the flow has been on the test surface and heated,
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T — z,, and the tangent of the free-stream flow angle. Notice that the vertical
height does not appear in the problem. For this reason, the Grashof number has
been based on length. The use of the term tan(f8c) acknowledges the effect of
free-stream flow angle on the constant-angle layer. The effect is small for the small
negative free-stream flow angles noted (even for the high GrH/Re‘Z tests), because
of the nature of the tangent function.

If Eqn. (4-23) is valid, a plot of tan(fmaz) versus (GrL/Re%)(z—- z,)/L should
yield a straight line of slope C. This plot is shown in Fig. 4-40. The angle fnaz
is an the average of the flow angle measurements in the constant-angle region for
a given profile. The free-stream flow angle term in Eqn. (4-23) has been omitted
for simplicity. If included by subtracting tan(fso) from tan(Bmaz) in Fig. 4-40, it
would move the data for GrH/Rc"i equal to 21.7, the data on the right in Fig. 4-40,
up a distance equal to the size of a data symbol in the figure. The lower GrH/Re%
data, the data on the left in Fig. 4-40, would not be significantly affected.

Figure 4-40 shows that [Eqn. (4-23) is only approximately true over the operat-
ing domain of the experiment. The tangent of the flow angles do not fall on a
perfectly straight line. The slope of a “best” fit line through the data that is con-
strained to go through the origin in Fig. 4-40 is 0.19, which yields:

Grifz— =z
tan(Bmaz) = O.IQRC%( T 0) (4-24)

Equation (4-24) is shown in Fig. 4-40 as a solid line. At low (Grp/Re?)(z — z,)/L,
the measured tan{Bmqz) falls above Eqn. (4-24) and at high (GrL/Re%)(:c — z,)/L,
the measured tan(Binqz) falls below Eqn. (4-24).

Figure 4-41 compares the actual flow angle of the constant-angle region, fy4z,
in degrees to those predicted by Eqn. (4-24). Equation (4-24) predicts flow angles
to within about 48°. ‘The figure also shows the flow angles at high values of
(Gr[,/[?ei)(z — 1,)/L arc approaching 90°, which they should as free convection
becomes more important.

The dashed lines in I'ig. 4-140 are lines which fit data at high and low values
of (Gr[,/l?efj)(z — zo)/1.. The slope of the line through the low values is 0.26 and
the slope of the line through the high values is 0.13, a factor of two different. The
slope of 0.13 at high (Gry,/1e} )& — z,)/L is significant. Based on this slope, it
can be shown that the maximum vertical velocity in the boundary layer for free

convection dominated flows approaches:
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T, — T
Ymazr = 0-36\/ 9(—"1—7-,——‘2)@ — ¥o) (4-25)
o0

This can be obtained from Eqns. (4-16), {4-24), and (4-27) (to come) and the fact
that v/V, has a peak value of 0.71, which means vmgz = Vg/\/i. The coeflicient
in Eqn. (4-25) for ¥ynaz, 0.36, is in the middle of the range of values reported in the
pure free convection literature, 0.3 to 0.39 [50]. Also, the coefficient is only slightly
less than the value of 0.37 obtained from predictions of turbulent free convection
heat transfer rade by this author with STANS5, a numerical boundary layer heat
transfer code [1,41]. The predicted value of 0.37 is an average value for a surface
at uniform Ty, of 420 C, the temperature for the rightmost data in Fig. 4-40. This
value did vary about 5% from the bottom to the top of the turbulent region in the

numerical predictions.

For forced convection dominated flows, low (Grp/Re?)(z — z,)/L, vmay i

Tw — T
Ymaz = 0-51\/9('—%—"22)(3/ - yO) (4"26)
00

Comparing Eqns. (4-25) and (4-26) shows the flow is accelerated faster in the vertical

given by:

direction for forced convection dominated flows than for pure free convection.
Equation (4-24) can be integrated to obtain an equation for the streamlines in
the constant-angle region, since by definition tan(fmaz) = dy — yo0)/d(z — z,).

This results in:

Y— Yo — 0.095 G'TL(IC - zo)z
Ref, L

This is the equation used to draw the streamlines that are shown in Figs. 4-34

through 4-39.

(4-27)

Figures 4-34 through 4-39 have shown that there is good agreement between
the streamline angles predicted by Eqn. (4-27) and the flow angles measured with
the boundary layer probe. There is, however, significant disagreement near the
leading edges, which is accented in Fig. 4-39. The disagreement stems from the
fact that near the leading edges, the flow is laminar. Neither Eqn. (4-24) or (4-27)
apply for laminar flow. Figure 4-42, a photograph of the forced convective leading
edge for a GrH/Re% of 25.9, points this out more clearly. The first vertical light

area on the left (a vertical red area if a color photo is used in Fig. 4-42) is the end
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of the upstream laminar flow region for this case, where A is very low and Ty, is
high. The darker region just to the right of it is the transition flow region, where
h reaches a maximum and T4, is low. Continuing downstream (to the right) from
that dark region is the turbulent flow zone. The second light area, which is in the
turbulent flow region (the second red region for color photos), is the region where
the depression in h downstream of the transition zone was noted for the high values
of GrH/Re% in Fig. 4-11.

Figure 4-42 shows that the laminar region streaks have sharper angles with
respect to the horizontal than the streaks in the transition region just downstream.
After transition the flow angles increase again in the turbulent region. The decrease
in flow angle in the transition zone is probably caused by cold, low-vertical-mo-
mentum fluid being injected into the hot inner region of the laminar boundary layer
by large scale turbulence when transition begins to occur. This would decelerate
the vertical motion of the fluid, thus decreasing the flow apgle.

Something not pointed out before is that Figs. 4-35, 4-36, and 4-37, which are
for a nominally constant GrH/Re% of 3.4, show a striking similarity in hydrody-
namic results. This agrees with the heat transfer similarity noted in Fig. 4-8 for a

nominally constant G’r;//h’e'i of 3.2.

4.3 Observations on Transition from Laminar to Turbulent Flow

This section presents and discusses some observations on the transition from
laminar to turbulent flow. First the effect of wall temperature on the Grashof
number at which a free convective flow transitions is presented. Next, the effect
of buoyancy and wall temperature on transition in a mized convective flow are
presented and discussed.

Note: Properties are based on film temperature in this section. Film tempera-
ture was used largely because transition starts in the laminar boundary where Ty

correlates the heat transfer data best, as discussed in Section 1.4 and 4.1.1.

4.3.1 ['ree Convection Transition

Figure 4-43 shows the effect of T, on the free convection transition from
laminar to. turbulent flow for fixed T,. The figure is a plot of the Grashof number
based on y., the location of either the minimum A or the maximum &, versus

Tw/Too- The free-stream temperature, T, is approximately 20 C for all cases.
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Minimum h occurs where h begins to deviate from the laminar values. Maximum
h is the first point at which h equals its fully turbulent value, a constant. The
spatial resolution in determining these locations is not very good: plus or minus the
width of one heating strip. Uncertainty bands based on this resolution are shown
in Fig. 4-43. The upper value for Gry_ at each Ty /Ty, corresponds to the location
of maximum h; the lower value corresponds to the minimum A location. The zone
between the minimum and maximum h is defined here as the “transition zone” (the
crosshatched area). All properties in this figure have been based on Ty with the
exception of 8, which is evaluated at To. The solid lines connecting the data points
are for visual reference only.

Figure 4-43 shows that Ty, has a significant effect on the stability of the
boundary layer for a fixed Too. As Ty /Too increases, the Grashof number at which
transition occurs, Gry_, decreases significantly up toa Tw/Too of 1.75. Furthermore,
the size of the transition zone, in terms of the difference in Gry between the
minimum and maximuin A location, decreases. This is also true in terms of vertical
distance. However, the ratio of Grashof numbers at the minimum and maxzimum A
locations remains fixed at approximately 5.0. These results agree closely with the
results of Pirovano et al. (23] for Ty /Too up to 1.5. The very low temperature ratio
case agrees with the results of Cheesewright [51].

Beyond a Ty /T of 1.75, the transition zone size and location in terms of Gry,
appear fixed. This apparent trend is believed due to a loss of resolution in locating
the transition zone. By T /Too = 1.75, the transition zone has moved down to the
first three heating strips on the test surface (see Fig. 2-11) and is occurring over
a very short distance (/21 strip). On the basis of the resolution of the transition
zone location, accurate location of the transition zone is impossible when T, /T
exceeds 1.75. It 1s only clear that the transition zone does not move upward on the

surface for Ty /Too>1.75.

4.3.2 Mixed Convection Transition

Before the experiment it was guessed that the zone for transition from laminar
to turbulent flow in mixed convection would consist of a vertical zone along the
forced convection leading edge, a horizontal zone along the lower horizontal leading
edge, and a smooth fairing of the vertical and horizontal zones in the vicinity of

the lower, upstream corner. The shape of the zone was expected to resemble an
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equation of the form (z — a)(y — b) = C, where a,b, and C are constants. This
did not occur, however. A transition zone did occur near the vertical leading edge
as described above, but a transition zone along the lower leading edge was only
seen for pure free convection, as is visible in Fig. 4-6. As soon as there was any
free-stream air flow, the transition zone along the lower leading edge disappeared.
There was only a hint in the heat transfer data near the lower, upstream corner
that the vertical transition zone turned and became a horizontal transition zone for
a few very high GrH/Re% tests (>20). For these high GrH/Re% cases, the vertical
laminar zone near the vertical leading edge extended slightly further downstream
near the lower, upstream corner. This can be observed by looking at the detailed
heat transfer results in Appendix E. In spite of the longer laminar zone, the fully
turbulent state near the lower, upstream corner was reached at the same z-location
as tflow higher up on the test surface. No conclusions can be drawn about transition
along the lower leading edge based on this experiment. This is discussed further in
Appendix D.

The transition zone along the vertical leading edge was visible in Figs. 4-6
through 4-10 and Fig. 4-12. Figure 4-44 shows the location of the vertical transition
zone in terms of Rey, versus Gry,/Re?. The crosshatched area is the transition zone
determined from the locations of the minimum and maximum A’s. The dashed lines
through the data are for visual reference only. Properties have been evaluated at the
film temperature. If the free-stream temperature were used, there would be a much
greater scatter in the data. For example, the upper cluster of data at a GrL/Re%
of about 3.0 would lie in a range of ey, from 1.0 X 10° to about 3 X 10°. The
length L. has been used in the Grashof number in G'rL/Re% in Fig. 4-44, instead
of H, since the transition zone is vertical and cannot depend on H. No cases
with boundary layer trips are shown, only cases with a natural transition. The
uncertainty interval for ey is 4-10%. This is largely the result of the spacing
between vertical columns of thermocouples (see Fig. 2-11) The column spacing fixes
the spatial resolution for determining the location of the minimum and maximum
h. The uncertainty in Gr/l/Re% is about 2-3%.

FFigure 4-44 shows that as G'rl,/Re’f/ increases, transition occurs at lower Rey,
and over a smaller range of f2e; . This was shown to be true in z-coordinates, as
well, in Fig. 4-6 through 4-10. The effect of buoyancy is to destabilize the laminar

boundary layer. At high G'rL/Re% the vertical transition zone disappears as the
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flow becomes more and more vertical in the boundary layer (i.e., approaches free
convection with flow in the vertical direction).

The small amount of scatter in the data indicates that film temperature ade-
quately accounts for variable properties effects on transition in this mixed convective
flow. The average T, varies from 60 C to 580 C for various cases shown in Fig. 4-44
and not monotonically with increasing G’rL/Re%.

The parameter GrL/Re% was vsed in Fig. 4-44 to show how well ordered the
transition data are for this test. It is not, however, a good correlating parameter. If
the test surface were longer, for example, G’rL/Re% would be larger, but the Reg,
location of transition would not change. Figure 4-45 shows the same information
that was shown in Fig. 4-44, except the mixed convection parameter is now based
on z., instead of L. This plot has more scatter because Grzc/Regc and Re;_ both
have 4 10% uncertainties based largely on the resolution of z.. The uncertainty
bands are shown for several data points.

The plot in Fig. 4-45 should be more general for transition in orthogonal mixed
convective flows near a vertical leading edge. It shows basically the same trends
as Fig. 4-44. The solid line through the center of the zone gives the approximate
location of the middle of the transition zone in terms of erc/Regc. The equation

for the line is
4.0 X 10°

1.5
Grg
1 6.4 <
* (Q)

The two dashed lines are for reference only.

1’?6zc -

(4-28)
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Fig. 4-28 ‘Photograph of the Angle of the Boundary Probe and the Flow Angle in
the Constant- Angle Region, Tw=560 C, Uoo=4.2 m/s, and
Gr///f?eL—~3 2.
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Fig. 4-29 Laminar Flow Enthalpy Profiles for a Nominally Constant Uy, of

4.2 m/s and an z of 0.23 m.
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Fig. 4-31 Laminar Flow Enthalpy Profiles for a Nominally Constant T, of 450 C,
Grr/Re3 =21.7, and an z of 0.23 m.

1.2 M T T T T T T T T 1 1 T
. Gr
I0"Tw(C) U(T) Rg2 X(m) Y(m)
L JO= 112 446. 1.5 21.7 0.23 0.36 .
MO [la= 113 4510 104 2107 0,23 1.37 ,H@@no o0
+= 114 445. 1.4 21.7 0.23 2.67 | , %
T ®
0.8 - + _
i + ""ﬁ—im
8 A b
- 06 | ‘ 2
N
O
04 n
|
0.2 + -1
0.0 . | VR S U SNV GO G G S 0 | N { M SR T
-1 0
10 10
z /0y
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Fig. 1-33 Photograph of ‘Test Surface for Ty==560 ', U, =4.3 m/fs, and
Grir/Re? =31 (1D=648).
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Fig. 4-34 Measured Flow Angles and Predicted Streamlines of the Constant-Angle
Region for T,=223 C, Ugo=4.3 m/s, and GrH/Re%-——l.l.

1.0 — T T /v
10 Tw(©) Un(D) &2

O=654 220. 2.4 3.6
_—————,’

0.8

0.6

y/H

0.4

0.2

0.0 !
0.0 0.2 0.4 0.6 0.8 1.0

x/L

Fig. 4-35 Measured Flow Angles and Predicted Streamlines of the Constant-Angle
Region for Ty, =220 C, Uso=2.4 m/s, and GrH/Re%=3.6.
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Fig. 4-36 Measured Flow Angles and Predicted Streamlines of the Constant-Angle
Region for Ty,=416 C, Uss=3.5 m/s, and GrH/Re%=3.5.
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Fig. 4-37 Measured Flow Angles and Predicted Streamlines of the Constant-Angle
Region for Ty,=556 C, U,=4.3 m/s, and GrH/Re%=3.1.
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IYig. 4-12 Photograph of lower Upstrean Portion of the Test Surface,
T=531 C, Uy, =15 m/s, and Gry[Re?=25.9 (ID=539).
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Chapter 5.
CONCLUSIONS AND RECOMMENDATIONS

5.1 Conclusions

This work presents and interprets the results of an experimental study of
the convection heat transfer from a large (2.95 m long by 3.02 m high), vertical,
clectrically heated, smooth surface in air. The convection heat transfer varied from
forced, to mixed (combined forced and free convection), to free convection. Both
the boundary layer structure (i.c., mean velocity, flow angle, and temperature) and
the surface heat transfer were studied. The boundary layer flow on the vertical
surface was driven by orthogonal forces, a vertical buoyant force resulting from
density variations across the boundary layer and a horizontal inertia force resulting
from a horizontal free-stream air flow. The boundary layer that developed was
three-dimensional with flow angles (with respect to horizontal) varying from zero at
the free-stream to as much as 90° inside the boundary layer. The maximum flow
angle in the boundary layer depended on the ratio of the buoyant force to the inertia
force and on the location on the test surface. The boundary layer flow was initially
Jaminar at the leading edge but transitioned to turbulent flow downstream. Both
the vertical buoyant force and the horizontal inertia force caused by the free-stream
flow, affected the transition to turbulent flow and the convection heat transfer from
the test surface.

The free-stream air velocity ranged from 0 to 6 m/s. The electric power
dissipated ranged from 200 to 13,000 W/mg, resulting in average wall temperatures
in the 40 to 600 C range. Convection heat transfer coefficients were measured at
105 locations on the test surface. The boundary layer profiles of the mean velocity,
temperature, and flow angle were measured at as many as 14 locations on the test
surface for a given test condition.

The heat transfer results support the following conclusions for mixed convec-

tion heat transfer:

1. The region where the average heat transfer coefficient should be described
as “mixed convection” lies approximately between GrH/Re% values of 0.7
and 10.0. For conditions outside this region, the average convective heat

transfer can be determined within 5% by considering a single mechanism
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6a.

for heat transfer, forced convection for GrH/Re% < 0.7 and free convection
for GrH/RC% > 10.0.

. The average convection heat transfer coefficient changed smoothly from

forced convection, to mixed convection, to free convection as the ratio of

the buoyant force to the inertia force increased.

The distribution of the convection heat transfer coeflicient on the test sur-
face was similar in form for test conditions which had the same overall ratio
of buoyant force to inertia force, in spite of very different wall temperatures

and free-stream velocities.

The distribution of the convection heat transfer coefficient in the turbulent

flow regions resembled either pure forced convection (i.e., h~z—0-2)

or
pure free convection (i.e., a spatially uniform h). The change from a
forced-convection-like dependence on z to a free-convection-like uniform
h occurred over a very short distance. (This does not imply, however, that
the magnitude of the local heat transfer coefficient was the same as for

either pure forced or pure free convection acting alone.)

. When there was a free-stream flow, results show that forced convection

dominated the heat transfer in the laminar boundary region at the vertical
leading edge. The dominance of forced convection was the result of the
“principle of independence” applying near the vertical leading edge: the flow
at cach elevation on the vertical leading edge had the same history (except
for very near the lower, upstream corner), and therefore no gradients of
velocity or temperature existed in the vertical direction. Since no gradients
of temperature or velocity were present in the vertical direction, the energy
equation shows that the heat transfer will be independent of the effects of

buoyancy near the vertical leading edge.

The average mixed convection heat transfer coefficient can be predicted by

the following relationship:

- — 32  — 3.2
hmz = (hse  + hy, )1/3.2

The average forced convection term Ay, and the average free convection
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term 7{;, are estimates obtained by considering a single mechanism of heat
transfer, either forced or free convection, acting alone. Any representative
(and accurate) pure forced and pure free convection correlations can be used
for this purpose. The above relationship generally predicts the measured
average convection heat transfer coefficient to within 4-3%. This relation-
ship applies for pure forced and pure {ree convection heat transfer also,
since it approaches the results for pure free and pure forced convection in
the limit.

6b. When estimates of local forced and free convection heat transfer coeflicients
are used, a similar expression predicts the local turbulent mixed convection
heat transfer coefficients to within 4 10%. However, the distribution of
the predicted local heat transfer coefficient will not be exactly the same as
that measured in the turbulent region.

7a. The transition zonc on the test surface was vertical for all test conditions;
no horizontal transition zone was found except for pure free convection.

Tb. Buoyancy significantly changed the Re; at which transition took place,
moving the transition zone to lower Rez (i.e., earlier on the test surface).

The heat transfer results showed the following effects of variable properties on
heat transfer:
1. When all properties were evaluated at the free-stream temperature, the

effects of variable properties on pure free convection heat transfer from a

vertical surface were correlated by

/T —0.04
Laminar flow : Nuy = aG’r;/“(-—w-)
Too
T\ —014
Turbulent flow: Nu, = 0.0QSGr;/e’(-—l)
o0

The constant a in the laminar flow equation is 0.404 for a uniform heat
flux surface and 0.356 for a uniform temperature surface. The correlations
apply for air with Ty, in the 40 to 600 C temperature range.

2. The effects of variable properties on pure forced convection agreed with the
effects reported in Kays and Crawford [24] for a boundary layer flow in a

gas.
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3. The transition results (forced, mixed, and free) correlated best when proper-

ties were evaluated at the film temperature.

4. The value for Gry at which transition from laminar to turbulent flow

occurred in pure frce convection decreased as Ty, /T, increased.

The results from the three-dimensional mixed convective boundary layer flow

measurements showed the following important points about the mixed convection

boundary layer:

1. From the wall out to the location where u/Uy=0.71, the three-dimensional
mixed convection boundary layer had a constant flow angle (i.e., collateral
flow). This encompassed the inner 5-7% of the boundary layer thickness

and was observed for all test conditions in the turbulent flow regions.

2. The tangent of the flow angle of the constant-angle region near the wall
was related to the overall test conditions and to the location on the surface

by a simple relationship:

Grp(z — za)

tan(Bmaz) = CRBi L

3. The maximum vertical velocity component occurs at v/V, and u/Us ap-

proximately equal to 0.7l, the outer boundary of the collateral flow region.

4. There was evidence that some of the vertical momentum which was added
to the turbulent flow by the vertical buoyant force was transferred to the

horizontal direction, possibly by turbulence.

5. The tangent of the local flow arngle in the outer region of the turbulent
mixed convection boundary layer varied linearly with the local dimension-

less temperature.

6. The velocity profiles and the temperature profiles changed smoothly from
forced-convection-like profiles to free-convection-like profiles as the local

ratio of the buoyant force to the inertia force increased.

7. The laminar three-dimensional mixed convection boundary layer showed no

constant-angle region similar to the turbulent boundary layer.



5.2 Recommendations

The following are recommendations for future work in the area of mixed

convection.

1. Apply flow visualization techniques to the mixed convective boundary layer

2.

3.

flow to learn more about the structure of the mixed convective boundary

layer, in particular the structure of the constant-angle region.

Add a pressure gradient in the free-stream flow direction to assess the effects
of a pressure gradient on the mixed convection heat transfer from a vertical,

flat surface. Pressure gradients occur on a cylindrical-type external receiver.

Add free-stream turbulence to assess its effects on mixed convection heat
transfer. In a real solar central receiver environment, the free-stream air

flow will be turbulent.

Study quantitatively the turbulence structure of the boundary layer to assist
the modeling of turbulence for mixed convection flows. This research could
be done at lower temperatures, since the experiment showed similarity in

heat transfer and boundary layer flow over the entire operating domain.
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Appendix A
PROPERTY RELATIONSHIPS

The following property relationships were used in the data reduction. (7 is in

degrees C in all the following relationships)

Air
T 4 273.15)1° ‘

k(W/mC) = 25 X 10—3( T ) Ref. A.1 (A-1)
(T + 467.594)

(T + 273.15)15

kg/ms) = 1458 X 1078 Ref. A.1 A-2
#lkg/ms) (T + 383.55) (A2)
ep(J/kgC) = 1004.0 + 0.1120(T — 26.85) Curve fit of (A-3)

+1.099 X 10~4T — 26.85)%2  data in Refl. A.2
.\ &

kg/m?) = Ideal A-4
plkg/m) R(T + 273.15) cal gas (A-4)
i(J/kg) = Data table interpolation (: vs T)  Ref. A.2 (A-5)

Fiberfrax Insulation
Duraboard
k(W/mC) = 0.0525+ 9.669 X 107°T (A-6)
+6.502 X 107872
Paper
k(W/mC) = 0.05118 — 1.3308 X 107°T Curve fit of (A-T)
41.3267 X 107772 data in Ref. A.3
Moldable
KW/mC) = 0.0253 + 3.026 X 10—1T (A-8)
—9.339 X 1078772
cp(J/kgC) = 1130.0
plkg/m3) = 280.35
Stainless Steel
rlohmm) = 714X 10784 0.0830 X 10787  Curve fit of data  (A-9)
—21.53 X 1071472 in Appendix C
¢ = 0.751\/100.0r(T + 273.15) See Appendix B (A-10)
—0.396r (T + 273.15) + 0.02
(1) = 1.866 X 107 °(T" — 20) Curve fit of (A-11)

data in Ref. A.4
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Appendix B
EMITTANCE MEASUREMENTS FOR WIND TUNNEL SURFACES

Radiation heat transfer accounted for 4 to 50% of the heat transfer from the
test surface depending on the test conditions. This meant accurate knowledge of
various surface emittances in the wind tunnel was important. Based on an uncer-
tainty analysis, the most important emittance was the emittance of the stainless
steel test surface. The emittance of samples of the stainless steel was determined
as a function of the temperature of the stainless steel and oxidation ievel on the
stainless steel that developed during testing. The other tunnel wall emittances were
of secondary importance, since the tunnel wall was water-cooled to ambient tem-
perature. The emittances of the other tunnel wall surfaces were measured at room
temperature only.

Samples of 304 stainless steel shimstock in various states, virgin, mildly oxi-
dized, and the most oxidized condition that occurred, were sent to the TRW
Thermophysics Laboratory to have the surface emittance measured. The TRW
Paraboloid Reflectometer [B.1] was used to measure spectral reflectance in the
infrared region from 2.0 to 25.0 microns. The Paraboloid Reflectometer is based
on the “reciprocal” method of reflectance measurement; i.e., the specimen is hemi-
spherically irradiated with infrared energy, and that portion of the energy which is
reflected at a ncar-normal angle (=~ 9° from specimen normal) is analyzed by the
spectrophotometer portion of the instrument. The instrument is calibrated at each
wavelength band using a gold-plated reference specimen of known reflectance.

The spectral reflectance of the specimens were initially measured at room
temperature, then at steady state temperatures of 550 K and 850 K. A small
resistance heater was used to heat the samples.

The infrared reflectance data was integrated over the appropriate Planckian
black body emission spectra to yield an “average” reflectance value. This reflectance
value when subtracted from unity yields the normal emittance of the specimen.
Hemispherical emittance was calculated from normal emittance values using the
theoretically and empirically derived correlation between hemispherical and normal
emissivity shown in Ref. B.2.

Room temperature measurements of the test surface samples were also made

by TRW with a Gier Dunkle DB100 Infrared Reflectometer [B.3]. These same
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measurements along with measurements of the emissivity of the other tunnel wall
materials were made with a second Gier Dunkle DB100 Infrared Reflectometer in
the tunnel. The DB100's measured normal, total emittances. The total, hemispher-
ical emittances were determined from the total, normal emittances as described in
the previous paragraph.

The detailed normal, spectral reflectance measurements of the stainless steel
samples are presented in Ref. B.4 as received from TRW [B.5]. The results for the
virgin samples are very similar to the results for polished 303 stainless steel samples
presented in Refs. B.6 and B.7. Table B-1 is a summary of the total, hemispherical
emittances of the stainless steel samples and the tunnel wall surfaces. The values are
accurate to 4-0.01 emittance units. The average tunnel wall total, hemispherical
emittance determined by averaging the wood wall, aluminum floor, and steel test
section values is 0.8 4 0.1. This is the value used for the background emissivity in
the radiation correction in the calculation of convection heat transfer.

For the stainless steel measurements, the initial measurement at room tem-
perature of Sample 1 of the virgin material may contain a significant undeter-
mined experimental error, or the specimen may have acted atypically on the initial
measurement. At least this seems probable, since the specimen’s room temperature
emittance was out of line with all other measured emittance values and also those
reported in Refs. B.6 and B.7. This possible explanation was reinforced by the
second room temperature measurement of the virgin material. It was in line with
other values, as shown in Table B-1.

The stainless steel total, hemispherical emissivity measurements are plotted
versus temperature in Fig. B-1. They are compared to the theoretical emissivity-
temperature relationship. the dashed line, for pure metals given in Ref. B.8. The
figure shows that the mildly oxidized and the virgin samples of material have the
same emittance within the uncertainty of the data and these emittances are about
0.02 emittance units above the pure metal curve given by the dashed line. The most
heavily oxidized sample has a significantly higher emissivity at higher temperatures.

The heaviest oxidalion occurred on the last few nights of testing mainly in
the boundary layer zone just before the transition zone, where the heavily oxidized
sample was taken from. During the last few nights, the test surface was maintained
at the peak average temperature level of 560 C for at least 30 hours of testing. The

region just before transition approached 630 C. These high temperatures for long
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periods of time caused the heaviest oxidation of the test surface. The oxidation was
uniform in that hot zone and speckled, but uniformly distributed, over the rest of
the surface.

The values used for surface emissivity in the data reduction were calculated

from the pure metal theory with the addition of 0.02 units of emittance or:

¢ = 0.7511/100.0r(T + 273.15) — 0.396r (T -+ 273.15) 4+ 0.02 (B-1)

This was used for all tests except for the test conducted on the last night. For this
test at 560 C (/D 648), an average of the most heavily oxidized and mildly oxidized
emittances was used since about 50% of the surface was in each state. The value

used for the total, hemispherical emittance was 0.25 for that one case.
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TABLE B-1. Normal, Total and Hemispherical, Total Emissivities of the
Various Wind Tunnel Surfaces

Paraboloid Gier
Reflectometer Dunkle DB100
Description TRW | TRW | TRW | Sandia | TRW | Sandia
of Material: T(K) €n €h €n €n €h €h
S5304 300 0.12 0.14 0.09 0.10 0.11 0.12
(Highest 590 0.18 0.21 — —_ — —
oxidation) 850 0.27 | 0.29 —_ — — —
S5304 300 0.11 0.13 0.08 0.09 0.10 0.11
(Mild 590 0.14 | 0.17 —_ — —_ —
oxidation) 850 0.18 | 0.21 — — — —
SS304
(Re-run of mildly
oxidized sample after
high temperature run) 200 0.11 | 0.13 — — — —
SS5304 300 0.15 0.18 0.08 0.09 0.10 0.11
(Sample 1 of 590 0.15 0.18 — — — —
virgin material) 850 0.19 | 0.22 — — — —
S5304
(Sample 2 of
virgin material) 300 0.10 | 0.12 — — — —
Painted
Aluminum Floor Ambient — — —_ 0.86 — 0.81
Steel Test Section
Walls
(Oxidized and Rough) | Ambient — — —_— 0.73 — 0.72
Wood Tunnel Walls Ambient — — — 0.90 — 0.86
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Appendiz C
SURFACE HEAT FLUX MEASUREMENT DETAILS

A primary measurement needed to determine the local heat transfer coefficient
at a given point was the electric power dissipated per unit area by the stainless
steel at that point. The electric power dissipated per unit area at a given point
wag affected by secveral factors: voltage, current, surface area, temperature, and
non-uniformities in the stainless steel thickness. Of the last two factors, surface
thickness variations were found not to be a problem. Thickness variations were
measured to be less than 4+ 1%. The thickness variations were not random either.
One side of the strips, across the width of the strip, was about 2% thinner than
the other side. The nominal thickness of the heating strips was 0.127 mm. The
temperature did, however, affect the local power release by causing variations in
the resistivity along a heating strip as the temperature along a strip varied and by
causing thermal expansion of the heating strips.

Since surface thickness variations are not important the electric power dis-

sipated per unit area is given by:
Gete(z,y) = ‘A“‘AcRc (C-1)

The terms E and [ are the measured RMS voltage drop and current for a given
strip. The term A is the surface area between voltage leads on a strip when cold,
including the folded under edges. The term A, is a temperature related correction
to the surface area, which accounts for thermal expansion of the strip when heated.
The term R, accounts for the variation in the electric power dissipated along a
strip due to temperature variation (i.e., resistivity variation). It corrects the average
power dissipated from a strip, 1A,/ A, giving the local power dissipated at a given
point on a strip.

The area term A is simply the width times the length of the heating strip
between the voltage measuring leads (&23.0m). The term A, is given by

]—2

Ap = [1 + a(T -~ Teotd) (C-2)

The temperature 7 in Eqn. (C-2) is the average strip temperature, and the tem-

perature Tcorq is a reference temperature for the thermal expansion data, 20 C.

171



The term a is equal to 1.866 X 1073. The values of a and T,,4 are taken from
Appendix A, Eqn. (A-11).

The resistance correction term is given by:
Re= 14 "1T — T') 4 (T? — T'?)] (C-3)

The temperature T' is the temperature which gives the average strip resistivity. The

! is the average strip resistivity for a given strip determined from the strip

term r
voltage, current, average temperature, and area measurements. The temperature T
is the local temperature at the point where, gei¢(z, y) is being calculated. Equation
(C-3) is derived from a Taylor series expansion of Eqn. (A-9) about the average strip
resistivity, . The term R, is defined so that the average value of R, for a strip is
1.0. The values of b and ¢ are 0.0830 X 1073 and —21.53 X 107 !4, respectively
(from Eaqn. (A-9)).

The corrections A, and R, range up to 1% and 3% of the average electric
power dissipated on a strip, respectively, at the peak surface temperature of 580 C.

Besides the thickness measurements, the uniformity of power dissipated by a
30 ¢cm long by 14.42 ¢cm wide sample of stainless steel 304 was measured at low
temperature. At low temperature thermal expansion and resistivity variations due
to temperature variations were small and only thickness variations were important.
The sample of the heating strip material was sandwiched between two postage
stamp size heat flux gauges. The heat flux gauges could be moved around the
sample to measure the uniformity of energy released by the sample. The standard
deviation of the measured length-wise and width-wise variation in heat release were
0.5% and 0.9%, respectively, with no detectable trends in either direction.

As a check on the strip voltage and current measurements, the resistivity of
the stainless steel was determined from the strip dimensions and strip voltage and
current measurements made during various heat transfer tests. The resistivity as
a function of temperature based on these calculations is plotted in Fig. C-1. Also
shown are measurements for stainiess steet 303 and 304 from Ref. C.1 and resistivity
measurements made by this author on a 30 ¢ long by 0.3 ¢m wide sample of the
stainless steel heating strip material placed in an oven. The resistivity for the 30 cm
by 0.3 ¢m .sample was determined from a direct measurement of resistance as a

function of temperature. The agreement between the resistivity measurements for

the small sample of stainless steel 304 and those determined from the strips during
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the heat transfer tests is within 1%. Both measurements are about 1-2% above
the resistivity for stainless steel 304 reported in the literature, but below those for
stainless steel 303 [C.1]. The figure gives an independent check on, and verification

of, the voltage and current measurements made on each heating strip.
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Appendix D
LOWER LEADING EDGE OF THE TEST SURFACE

The lower leading edge of the test surface was described in Section 2.2 and is
visible in Figs. 2-3 and 2-5. It consists of 6 cm of unheated insulation which forms
a smooth extension of the heated surface. At the bottom edge of the insulation is
step. The step height is equal to the amount the test surface protrudes into the
test section, about 3 ¢cm. Extending out of the unheated 6 ¢cm of insulation aré four
support struts for the traverse.

The exact nature of the boundary layer starting condition on the lower leading
edge could not be interpreted from the results of the experiment. It is complicated
by the presence of the struts and the smooth unheated extension of the test surface.
To alleviate problems with regard to starting conditions for numerical modeling of
this mixed convection problem being conducted at Stanford University, boundary
layer profiles were taken along the lower edge to supply starting conditions.

The extent of any possible strut effects and other effects of the lower leading
cdge starting condition on the flow and interpretation of results for regions away
from the lower leading edge can be shown to be small. Smoke visualization showed
sorme of the effects of the struts on the free-stream flow. Smoke was introduced
into the flow ahead of the first strut. The smoke was visible in the free-stream in
a cone shaped region extending from the first strut to the top, downstream end of
the first heating strip. The cone shaped region was caused by the turbulent wake
of the struts. This smoke flow visualization indicated that the effect of the struts
on the free-stream flow is limited to a region over the first heating strip.

Heat transfer results which indicate the rossible extent of effects of the lower
leading edge starting condition are shown in Fig. D-1. Figure D-1 shows the strip
average convection heat transfer coeflicients for the 21 heating strips plotted versus
the vertical location of the strip centerline. The heat transfer coefficient has been
normalized by the overall average for the 21 heating strips. The figure shows that for
the forced convection dominated flow, GrH/Re%=O.2, the convection heat transfer
on the bottom strip, the lower 5% of the test surface, is 30% higher than the rest.
The second heating strip up from the bottom also shows slightly higher convection
heat transfer. The increased convection heat transfer on the second strip is largely

on the downstream end of that strip.
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When G'rH/Re% i3 increased to approximately 3.0 or 4.0, the middle of the
average mixed convection heat transfer region, the region of high heat transfer on
the bottom:. of the test surface extends one strip further up the test surface, covering
the lower 10% of the test surface. The heat transfer on the bottom strip is 40%
above the rest of the surface for these conditions. At a Grgy/Re? A 10.0, dominant
free convection, the region of high heat transfer relative to the rest of the surface
occurs only on the first strip, the lower 5% of the surface, and the peak heat transfer
on that strip is only 10% above the rest of the surface. The pure free convection
case, GrH/Re% == 00, shows no region of convection heat transfer on the bottom
of the test surface similar to that seen in Fig. D-1. Ti:e convection heat transfer
has normal laminar, transitional, and turbulent free convection regions.

Figure D-1 shows the effects of the lower leading starting condition are small.
Based on the smoke visualization and heat transfer results, the region affected
is a cone shaped region extending from near the upstream lower corner to the
downstream end of the second or third heating strip up from the bottom of the test
surface. Both the size of the region affected and the magnitude of the effect fade
when GrH/Rei increases above 4.

The small effect of the lower leading edge starting condition for GrH/Rei
less than 3 to 4 can be shown from the boundary layer measurements also. They
show that no significant amount of boundary layer flow from the lower leading
edge reaches more than 2 strips up on the test surface. This was confirmed in
photographs of the hot surface, when glowing red. The streaks on the surface,
streamlines of the constant angle region (see Section 4.2.3), showed very little flow
from down stream of the first strut was carried more than two heating strips up on
the test surface. The constant angle region has the greatest vertical rise of any flow
in the boundary layer.

The statement that the influence of the lower leading edge starting condition
declines rapidly in the vertical direction for high GrH/Re% was obtained by com-
paring the convection heat transfer results for high GrH/Re% to pure free convec-
tion heat transfer results. The pure free convection heat transfer results show fully
turbuler.c free convection heat transfer (i.e., uniform A) by the third heating strip
up for cases above 220 C. For cases with GrH/Re% > 10, all of which are above
200 C, the convection heat transfer looks like fully turbulent free convection by

the second heat strip up. The difference between pure free convection and high
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GrH/Re‘z cases is that pure free convection has laminar and transitional flow on
the first two heating strips (and no forced convection on the vertical edge).

What is happening on the lower leading edge may just be the nature of the flow
in that region or strut etfects or a combination of both. The most likely explanation
is a combination of events. The nature of the flow results in a thinner boundary
layer along the lower leading edge (the effect of buoyancy). The thinner boundary
layer coupled with the turbulent wake of the struts, which may trip the boundary
layer, or at lcast make it more turbulent, causes higher heat transfer. The effects
fade at high Gr;»//Re% because the flow is driven more by forces internal to the
boundary layer, as opposed to the free-stream flow.

This appendix does not explain why the convection heat transfer is high along
the lower leading edge relative to the rest of the test surface. The results presented
do show that the region where the flow and heat transfer appear different than most
of the rest of test surface is approximately the lower 10% of the test surface, from
the first strut to the downstream end of the test surface. The higher heat transfer
in the affected region for a given test has less than a 2% effect on the average heat
transfer.

In addition to lower leading edge effects, Fiig. D-1 shows that the struts on the
top edge have little effect on the convection heat transfer. The average convection
heat transfer is slightly higher on the top heating strip for low G'rH/Re%, but this
is caused by earlier transition to turbulence as shown by the detailed heat transfer
results. The individual regions of turbulent and laminar heat transfer on the top
strip comnpare well with baseline correlations for turbulent and laminar flow. The
effects of the top struts on the heat transfer the top heating strip disappear for
higher GrH/Re:[i.
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Appendix E
HEAT TTRANSKFER DATA AND DATA REDUCTION CODES,
“TEST” AND “REDUCE"

This appendix presents both the heat transfer results and the computer codes,
“TEST” and "REDUCLE", used to reduce the raw heat transfer data. Figure E-1
shows the locations where heat transfer data were taken in a T,,, Uy, operating
domain. Data were taken along lines of nominally constant T, nominally constant
Uso, or nominally constant Gryy /Re‘i. The numbers near each point in Fig. E-1 are
the /D numbers of the tests conducted at that operating point. Table E-1 at the
end of this appendix presents the average test conditions and heat transfer results
for 46 of the tests run. The detailed heat transfer test conditions and results are
presented for cach test on the microfiche included with this appendix. The order
of the data sets on the microfiche is the same as in Table E-1. Two pages of data
arc presented on the microfiche for each test condition. The first page contains the
Tw, Ry Geonv, and the normalized heat transfer coefficient for each of the 105 surface
temperature measurement locations. The normalized heat transfer coefficient is the
local value divided by the average value for that test, times 100. The normalized
heat transfer coeflicient more clearly shows the variation of the convection heat
transfer cocflicient over the test surface for each test condition. These four items are
cach presented in a box which represents a schematic of the surface. The location
of a number in the box is the relative location on the test surface where that value
for the parameter given on top of the box was measured. The buoyant force is in
the upward direction and the forced flow is left to right for each box. Page two
contains the Nugz, Nuy, IRea,,, and the St based on Uy,. They are presented in
the same box format. Both pages have the same information in the page heading.

;I‘hc information in the heading above the boxes and on the left side of the

boxes on each page are the following:

[Lines Above Boxes

I.ine Number

1. Test 7D number; file name; date and time of run; time to acquire data for
the test

2. Wind tunnel conditions: U/g; T, inlet air stratification; barometric pressure;
average wind tunnel wall temperature (non-test surface walls)
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6.-8.

Test surface corditions: average Ty,; average ¢cony; stainless steel ¢ amps
through the three sets heating strips (7 strips in each set which are connected
in series); and total flow through vertical leading edge suction slot

Misc. termnperatures: air temperature in exhaust duct for air removed along
top of test surface; air temperature for air removed at vertical leading edge
suction slot; maximum temperature difference across the thermocouple zone
box; inlet air temperature at the vop of the tunnel inlet; inlet air temperature
at the bottom of the tunnel inlet; reference bath temperature

Misc. temperatures: four temperatures measured by stratification probe at the
elevations given - Environmental wind conditions: wind speed; RMS variation
of the wind; wind direction (0° is approximately North)

Average h; characteristic length, LH, used in average Nu; ratio of the average
Tw and T (absolute temperatures); Rer; Gry; GrH/ReQ; average Nu
based on LH; percent of the total electric power dissipated lost by radiation
from the front of the test surface; percent of the total electric power dissipated
lost by conduction through the insulation on the back of the test surface;

estimate of the percent of the total electric power dissipated being stored in
the insulation

Line Below Boxes

1.

Rey divided by 1000 for column of data above it

Columns on Left Side of Boxes

Column Number

1.
2.
3.

Gry for the center of each heating strip (Example 145 09=145 X 10°)
Voltage drop across each heating strip

Electric power dissipated by each strip per unit area

Column Between Bozxes

1.

Strip Number

The following are some important points about the heat transfer data:

1.
2.

3.

All properties are evaluated at the Too.

The stratification probe temperature at y=412 c¢m is zero because the therm-
ocouple failed.

The leading edge suction rate is zero in cases where the suction rate was set
based on suction fan RPM or pure frec convection cases where it actually
was zero.
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10.

11.

12.

13.

. The reference bath temperature is approximately 100 C for tests where i1t was

placed in a boiling water bath, otherwise it was not used. The reference bath
thermocouple was used to check the thermocouple data acquisition system
periodically.

. Tests with ID’s 456 and 604 have a vertical boundary trip wire at z=0.65 m

which caused the flow to become turbulent at that location.

. Tests with /D’s 553, 548, 543, and 566 have a vertical boundary trip wire at

£=x0.229 m which caused the flow to become turbulent at that location.

. The test with ID 400, a forced convection baseline, has leading suction only

over heating strips 11-21, the top 11 strips. Only data from these strips are
used for 1D 400.

The test with 7D 585 has a transient correction made in the heat transfer
coefficient calculation to account for energy storage in the insulation. The
size of the correction in the energy balance is about 5% of the electric power
dissipated and is given in the heading on that data set. This was done because
the test was not yet at a fully steady state condition when it had to be stopped
for safety reasons.

The tests with 10's 390 and 406 are the free convection baseline heat transfer
tests.

The tests with 7/2's 376, 301, 382, 346, 400, and 553 are the forced convection
baseline heat transfer tests.

The test with 7D 648 has a slightly higher emissivity used in the data
reduction (see Appendix B).

The z-coordinates in meters for columns of data 1 thru 10 are: 0.229, 0.510,
0.792, 1.073, 1.355, 1.673, 1.918, 2.200, 2.481, and 2.763, respectively.

The y-coordinates in meters heating strip centerlines are: 0.072, 0.216, 0.261,
0.505, 0.649, 0.793, 0.938, 1.082, 1.226, 1.371, 1.515, 1.659, 1.803, 1.948,
2.092, 2.236, 2.380, 2.525, 2.669, 2.813, and 2.958, respectively.
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Fig. E-1 Locations of the Heat Transfer Data Sets in a Free-stream Velocity-Wall
Temperature Operating Domain,
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Table E-1

Heat Transfer Test Conditions and Average Heat Transfer Results

1D

390
355
309
376
304
301
456"
382
604"
400
5537
106
581
346
350
654
657
611
5482
572
595
531
364
512
367
537
502
620
5437
643
642
631
626
645
560
186
475
430
469
5667
585
589
493
516
479
6148
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3789.
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Gry
RCL
3.03
2.96
2.96
2.95
2.96
2.95
2.95
2.95
2.95
2.95
2.95
3.03
3.03
3.01
2.97
2.97
2.96
2.96
2.95
2.95
3.03
3.02
3.01
2.99
2,97
2.97
2.96
2.96
2.96
3.03
3.02
3.00
2.97
2.96
3.03
3.03
3.01
2.97
2.97
2.96
3.03
3.03
3.03
3.01
2.97
2.97

'Vertical boundary layer trip wire at z=0.65 m.

?Vertical boundary layer trip wire at z=0.229 m.
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(m)

0.00
0.25
0.36
0.39
0.44
0.75
0.34
0.79
0.89
1.21
1.24
0.00
0.00
0.30
0.47
0.47
0.58
0.87
1.22
1.23
0.00
0.28
0.35
0.48
0.64
0.68
0.84
0.86
1.25

OO0 OO
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RS e N R RS AR R R s

Re;, Gry
(x10~8) (x10712)
0.17 o0
0.16 2.49
0.14 1.10
0.10 0.64
0.14 0.72
0.14 0.26
0,07 0.10
0.08 0.12
0.14 0.18
0.16 0.11
0.15 0.10
0.49 00
0.89 00
0.86 9.61
0.74 3.32
0.80 3.50
0.77 2.27
0.85 1.12
0.92 0.62
0.89 0.59
1.30 o0
1.54 19.82
1.30  10.87
1.50 6.40
1.23 2.95
1.50 3.25
1.40 1.97
1.27 1.71
1.47 0.93
1.42 o)
1.80 21.73
1.73 7.36
1.69 3.53
1.57 1.89
1.78 o0
1.93  25.04
2.01 9.17
2.01 3.20
2.07 3.04
2.02 1.29
1.86 o0
2.30 25.90
2.28 30.23
2.56  10.21
2.32 3.07
2.32 3.06

Nupy

504.
615.
658.
602.
T49.

5 - 1101,

1397.
1219.
1492.
1797.
1876.

728.

934.

910.

965.

98T7.
1068.
1396.
1679.
1807.

979.
1021.

934.
1070.
1076.
1189.
1318.
1366.
1658.
1030.
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1127.
1219.
1383.
1053.
1036.
1075.
1214.
1267.
1517.
1026.
1094.
1068.
1110.
1282.
1216.




Appendix F
BOUNDARY LAYER DATA AND DATA REDUCTION CODE, “BLTEST"

This appendix presents both the boundary layer results and the computer code,
“BLTEST", that was used to reduce the raw boundary layer data. The property
routines used by “BLTEST" are the same as those in Appendix E.

The locations where boundary layer data were taken in a Ty, Uy, operating
domain are shown in Fig. F-1. Each point represents several boundary layer profiles
(as indicated in the figure) taken at various z and y locations on the test surface at
the given Ty, Uss test condition. The number near each point in Fig. F-1is the /D
number for the companion heat transfer data set taken along with the boundary
layer data sets at that test condition. The companion heat transfer data set is in
Appendix E.

Table -1 presents identification information, the test conditions, and §; for
cach set of data (velocity, low angle, and temperature profiles) taken at a given
r and y location on the test surface. The detailed boundary layer results and test
conditions are presented for cach set of data at a given z and y location on the
microfiche included with this appendix, The order of the data sets on the microfiche
is the same as in Table I'-1. The data sets are broken into groups of data taken at
each Ty, Uy test condition. The groups are presented in order of increasing T\,.
The individual data sets at a given Ty, Uy are presented first in order of increasing
y and second in order of increasing z.

On the microfiche, one page of information is presented for each ID" given in
Table F-1, a total of 104 data sets. The information is divided into three groups
for each set of data. The first group contains the test conditions and identification
information. These are (in the order presented on each page on the microfiche):
the companion hecat transfer file name and /D; the ID" of the data set; the z and
y location of the data set (generally over a surface thermocouple location given in
Fig. 2-11); the number of points in the data set temperature, velocity, and flow
angle profiles; the test surface GrH/Rei; Reyz; Gry; whether the flow was laminar,
transitional, or turbulent; the barometric pressure; the tunnel-Q; U, Boo, and Teo
at the z and y location of the profile; the mean value of T\, — Too; Ty at the z

and y location of the profile; the mean tunnel wall to free-stream temperature
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difference; the emissivity of the stainless steel; the environmental wind speed; the
RMS variation of the wind speed; and the wind direction.

The properties in Re; and Gry are evaluated at the free-stream condition.
The nature of the flow, whether it was laminar, transitional, or turbulent, was
determined froin the heat transfer coeflicient data as described in Section 4.3. The
average Ty, is an average of the 105 test surface temperature measuremcnts taken
at the locations shown in Fig. 2-11. The mean tunnel wall temperature is an
average of the various measurements of tunnel wall temperature surrounding the
test surface. These previous two mean quantities and the stainless steel emissivity
are used in the data reduction of the boundary layer temperature measurement.
The environmertal wind conditions were used to determine when testing ha‘l to be
stopped due to the adverse influence of winds on the tunnel performance.

The second group of information on each page is the boundary layer profiles.
Presented are z, z/6;, Q, Q/Uco, 4, u/Uxo, v, v/Uq, B, tan(B), T, 6, 4, 6;, Tp,, and
13, for each point in the boundary layer profile at a given location.

The third group of information on each page is integral parameters obtained
from integrating the boundary layer profiles. The integral parameters presented are

defined as follows:

mfz == fa (PooUco — pu)dz (F-1)
m/fy = ff (— pv)dz (F-2)
Mfew = [2 pul u)dz (F-3)
Mfzy = f{f pv UOO — u)a’z (F-4)
Ml = J (= — ) (P-5)
Mfyy = f05 (F-6)
. = foé cu(i — too)dz (F-T)
ify = ff pv(i — ip0)dz (F-8)
b¢ = foé (i — to0)/ {1y — 100)d2 (F-9)

For the first 11 ID"s, which are for a cold test surface, and ID"'s 115 and
116, which for the free convection tests, some of the above information is not given,

since it is not appropriate for these two-dimensional cases.
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DATA (1G—14 Profiles)

D BOUNDARY LAYER
DATA (3-5 Profiles)
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100

fig. F-1 Locations of the Boundary Layer Proflles in a Free-stream Velocity-Wall
Temperature Operating Domain.
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Table F-1

Test Conditions and Thermal Boundary Layer Thicknesses for the Boundary

»

ID

39
38
40
37
35
33
34
105
106
36
147

46
45
42
47
30

142
141
139
140
136
133
134
143
135

145
146

61
59
60
58
57
56
51
52
53
o4
55

75
74
Tl
72
73
70

ID

cold
cold
cold
cold
cold
cold
cold
cold
cold
cold
cold

604
604
604
604
604

654
654
654
654
654
651
654
654
654

557
657

611
611
611
611
611
611
611
611
611
611
611

620
620
620

620

620
620

Flow

laminar

laminar

laminar

turbulent
turbulent
turbulent
turbulent
turbulent
turbulent
turbulent
turbulent

laminar
Jaminar
turbulent
turbulent
turbulent

laminar
Jaminar

transitional
transitional

turbulent
turbulent
turbulent
turbulent
turbulent

turbulent
turbulent

laminar

transitional
transitional

turbulent
turbulent
turbulent
turbulent
turbulent
turbulent
turbulent
turbulent

laminar
laminar

transitional
transitional
transitional

turbulent

Ty U To
(C) {m/s) (C)
15, 4.4 15.
15. 4.3 14.
15. 4.3 15.
15. 4.5 15.
15. 4.4 15.
16. 4.5 15.
16. 4.5 15.
29. 4.6 17.
21. 4.6 19.
15. 4.5 15.
35. 4.4 25.
46. 4.2 15.
47. 4.2 15.
16. 4.4 16.
47. 4.5 14.
53. 4.5 16.
202. 2.5 19.
214, 24 19.
207. 2.5 17.
204. 2.5 18.
211. 2.6 17.
194, 2.3 17.
211, 2.6 17.
232. 2.6 20.
221. 2.6 17.
241. 3.2 23.
235. 3.2 23.
204, 4.2 16.
196. 4.5 16.
207. 4.4 16.
192. 4.5 16.
216. 4.5 16.
222. 4.6 16.
226. 4.5 16.
229. 4.5 17.
227. 4.5 16.
235. 4.6 16.
235. 4.6 16.
329. 4.3 18.
337. 4.2 17.
310. 4.5 17.
319. 4.4 16.
319. 4.4 17.
308. 4.5 17.

Layer Profiles
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z
(m)
0.229
0.229
0.229
1.637
2.481
2.481
2.481
2.481
2,481
2.481
2.763

0.229
0.229
1.637
2,418
2.763

0.229
0.229
1.073
1.073
1.918
2.763
2.763
2.763
2.763

2.763
2.763

0.229
1.073
1.073
1.918
1.918
1.918
2.481
2.481
2.763
2.763
2.763

0.229
0.229
1.073
1.073
1.073
1.918
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Table F-1 (cont.)

Test Conditions and Thermal Boundary Layer Thicknesses for the Boundary

ID

69
68
67
64
63

65

66

115
116

112
113
114
111
110
109
103
104
107
108
102
101
100

99

98
97
95
96
91
93
92
88
89
90
91

87
86
83
84
85
82
81
80
76
7
78
79

ID

620
620
620
620
620
620
620

643
643

642
642
642
642
612
642
612
642
642
642
612
642
642
642

631
631
631
631
631
631
631
631
631
631
631

626
626
626
626
626
626
626
626
626
626
626
626

Flow

turbulent
turbulent
turbulent
turbulent
turbulent
turbulent
turbulent

turbulent
turbulent

laminar
laminar
laminar

transitional
transitional
transitional

turbulent
turbulent
turbulent
turbulent
turbulent
turbulent
turbulent
turbulent

laminar
laminar

transitional
transitional

turbulent
turbiulent
turbulent
turbulent
turbulent
turbulent
turbulent

laminar
laminar

transitional
transitional
transitional

turbulent
turbulent
turbulent
turbulent
turbulent
turbulent
turbulent

Ty,

(C)
347.
341,

336.
312.
343.
363.
354.

426.
426.

446,
451,
445,
406.
414.
418,
396.
408,
409.
408,
405.
402,
409.
406.

422.
418.
389.
401.
395.
410.
409.
304,
416.
417,
410.
405.
424.
384.
401.
397.
375.
416.
419.
386.
411.
432.
423.

Layer Profiles
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(€)
16.
16.
16.
16.
17.
16.
17.
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28.
37.

15.
15.
15.
16.
16.
15.
17.
16.
17.
16.
16.
16.
16.
16.

17.
17.
16.
16.
16.
16.
16.
16.
17.
16.
16.

17.
17.
17.
17.
17.
17.
17.
17.
18.
17.
18.
17.

z
(m)
1.918
1.918
1.918
2.763
2.763

2.763
2.763

1.918
1.918

0.229
0.229
0.229
1.073
1.073
1.073
1.918
1.918
1.918
1.918
2.481
2.481
2.481
2.481

0.229
0.229
1.073
1.073
1.918
1.918
1.918
2.763
2.763
2.763
2.763

0.229
0.229
1.073
1.073
1.073
1.918
1.918
1.918
2.763
2.763
2.763
2.763

y
(m)
1.082
1.803
2.669
0.216
0.505
1.803
2.669

2.092
2.524

0.361
1.370
2.669
0.216
1.370
2.669
0.216
1.371
1.371
2.669
0.216
0.938
1.803
2.669

1.226
2.669
0.216
2.669
0.361
1.515
2.669
0.216
1.082
1.947
2.669

0.649
2.380
0.216
1.226
2.380
0.216
1.226
2.380
0.216
0.793
1.659
2.524

“L%)

~-1-1-1-1~11
Pt ek ek ek pd et S

88

21.73
21.73
21.73
21.73
21.73
21.73
21.73
21.73
21.73
21.73
21.73
21.73
21.73
21.73

7.36
7.36
7.36
7.36
7.36
7.36
7.36
7.36
7.36
7.36
7.36

3.53
3.53
3.53
3.53
3.53
3.53
3.53
3.53
3.53
3.53
3.53
3.53

NP

20
18
19
15
18
20
19

19
21

11
12
13
11
13
18
18
19
18
20
18
20
22
24

10
11
14
14
12
18
18
26
18
19
19

10
12
11
12
12
21
18
18
21
21
18
18

bt
{cm)

0.71
0.71
0.68
0.57
0.77
0.91
1.04

1.20
1.37

0.40
0.30
0.34
0.49
0.69
0.92
0.51
1.15
1.32
1.61
0.54
1.04



Table F-1 (cont.)

Test Conditions and Thermal Boundary Layer Thicknesses for the Boundary

D"

119
118
117

132
128
129
130
127
126
125
122
121
123
124

ID

645
€45
645

648
648
648
648
648
648
648
648
648
648
648

Flow
turbulent
turbulent
turbulent

laminar

transitional
transitional
transitional

turbulent
turbulent
turbulent
turbulent
turbulent
turbulent
turbulent

Ty
(C)

429.
447.
436.

562.
553.
543.
538.
530.
553.
554.
538.
553.
5TS.
548.
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oc

o N A e e
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Layer Proflles

T
(C)
21,
21,
20,

18.
17.
17.
17.
18.
17.
16.
17.
18.
17.
16.

T
(m)
2.763
2.763
2.763

0.229
1.073
1.073
1.073
1.918
1.918
1.918
2.763
2.763
2.763
2.763

y
(m)
0.505
1.803
2.669

0.938
0.216
1.226
2.380
0.216
1.226
2.380
0.216
0.793
1.659
2.524

o

(em)

0.77
0.94
1.07

10.23

0.53
0.41
0.50
0.59
0.78
0.87
0.53
1.05
1.05
1.08
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