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## ABSTRACT

Free and mixed convection in a strongly-heated rectangular open cavity have been investigated experimentally, to observe the effects of cavity shape and inclination, and of ambient wind, on the velocity and temperature distribution.

The long edges ( $c=0.533 \mathrm{~m}$ ) of the cavity were horizontal, and parallel to an axis around which the cavity could be rotated. The aperture plane was either vertical $\left(\alpha=0^{\circ}\right)$, or inclined downward at $\alpha=20^{\circ}$ or $\alpha=45^{\circ}$. The height of the aperture, $b$, was always 0.0947 m , while the depth of the cavity, $a$, was set so that $a / b=0.5,1.0$, or 1.46 . The bottom and back walls were electrically heated - the top wall was indirectly heated by conduction, radiation and convection. The average wall temperature, $T_{c}$, and the ambient temperature $T_{\infty}$ were used to defined the dimensionless overheat and Grashof numbers, typical values of which were $\left(T_{c}-T_{\infty}\right) / T_{\infty}=1.21$, $\mathrm{Gr}=\mathrm{g}\left(\mathrm{T}_{\mathrm{c}}-\mathrm{T}_{\infty}\right) \mathrm{b}^{3} / \nu_{\infty}^{2} \mathrm{~T}_{\infty}=4.2 \times 10^{7}$. The Prandtl number was that of air, $\operatorname{Pr} \approx 0.7$.

In the studies of $m i x e d$ convection, the axis of rotation was horizontal and normal to the ambient wind. When the aperture faced directly upstream, $\alpha=0^{\circ}$. The Reynolds number, $\operatorname{Re}=b U_{\infty} / \nu_{\infty}$, was varied from $\operatorname{Re}=120-1100$, in which range free convection was dominant, to $\operatorname{Re}=2000-8740$, in which range forced convection was dominant.

For both free and mixed convection, wall and gas temperature were measured with thermocouples, and shadowgraph pictures were taken. For pure free convection, three time-averaged velocity components, the corresponding normal Reynolds stress components, and one off-diagonal Reynolds stress component were measured with a two-color laser-Doppler velocimeter. The LDV operated in the backscatter, counter mode, and was mounted on a motorized tra-
versing table. A PDP-11/34 minicomputer controlled the sequence of automatic data acquisition, the statistical data reduction and its storage. Statistical results are presented numerically and graphically for two averaging procedures. Physical interpretations and computed rates of heat transfer are based on the procedure which seems to us most likely to remove "velocity bias" from the averages.

The principal quantitative result for free convection is that the rate of convective heat loss across the cavity aperture plane is reduced both by increasing $a / b$ and by increasing $\alpha$. When $\alpha=0^{\circ}$, the Nusselt number, $N u=\dot{Q}_{b} /\left(k_{\infty} c\left(T_{c}-T_{\infty}\right)\right)$, is reduced from 54 to 27 as $a / b$ is increased from 0.5 to 1.0. If, with $a / b=1.0, \alpha$ is increased to $45^{\circ}$, the Nusselt number drops again, to 17.

A wealth of qualitative observations is recorded and discussed. The most striking observation was the appearance of a periodic oscillation of frequency $2-5.5 \mathrm{~Hz}$, which appeared when $\mathrm{Gr} / \mathrm{Re}^{2} \geqslant 200, \alpha=0-20^{\circ}, \mathrm{a} / \mathrm{b}=0.5$ and 1.0. Other observations document some of the complexities that must be accounted for in any attempt to construct a successful theoretical model of the time-averaged flow.
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## Problem Motivation and Research Goals

The study of convective heat losses from central solar energy receivers was instituted by the Department of Energy when it was concluded (1) that there was no practical way to eliminate these losses (for example, by admitting the sunlight to the energy absorbing surface through a totally transparent window enclosing an evacuated space), and (2) that the losses could be economically significant.

A survey of the technical literature and of expert opinion revealed that very little was known about free convection from such large and very hot bodies. Prototype Grashof numbers, based on ambient temperature properties, would far exceed values readily obtainable in model studies which employ air, and the dimensionless surface overheat, $\Delta T / T_{\infty}$, would greatly exceed the values typical of most previous controlled experiments. The modification of strong free convection by ambient winds, and by the configuration of the solar receiver, are likewise subjects on which little past experience can be brought to bear.

Research sponsored under the Convective Loss Program, and related research concerned with natural and man-made fires, is beginning to elucidate these unfamiliar phenomena and to develop tools for experimental observation and theoretical description. However, as was clearly revealed at the July 1982 Natural Convection Workshop sponsored by NSF, the body of relevant knowledge is still small and the knowledgeable workers are few. To some extent, particularly in programs of experimental observation, recent work has identified difficulties without as yet showing how to circumvent them. Nevertheless, considerable relevant progress has been made, and this report provides an extensive description and evaluation of our contribution to this progress.

Our overall goals have been to develop computational methods appropriate for laminar and turbulent buoyant flow, in situations to which neither the boundary-layer approximation nor the Boussinesq approximation apply, and to perform small-scale laboratory experiments involving a simple heated cavity configuration in both free and mixed convection. The computational study is being documented in detail in a separate report. The experimental aspects of the research program are presented here.

The direct objectives of the experimental work were two:

1) to begin to develop a useful taxonomy of buoyant cavity flows, identifying characteristic phenomena which may be expected to appear in recognizable form whenever certain ranges of dimensionless parameters and geometrical configurations are encountered,
2) to provide data adequate for testing computational methods under varied and relevant circumstances.

The experimental work has had the necessary concomitant objective of advancing the art of measurement of flows that are:

1) easily disturbed by intrusive techniques.
2) highly unsteady, turbulent and non-uniform.
3) thermodynamically complex and, to a degree, hostile.

## Measurement Techniques and Errors

Our selection of quantities to be measured, and of techniques of measurement, represents a compromise between the desire to establish a data base which would be maximally helpful to our efforts in theoretical modeling of buoyant turbulent flows, or which would be most revealing for taxonomical purposes, and the costs and development time of promising techniques for which we were not already equipped and experienced.

Wishing to establish a correspondence between quantitative local measurements and the corresponding synoptic picture, we have made extensive use of shadowgraph photography, obtaining high-speed ( $10^{-3} \mathrm{sec}$ ) snapshots, movies and, for periodically oscillating flows, stroboscopically "frozen" time exposures.

For local velocity measurements, we rely on laser Doppler velocimetry (LDV), operating in the "single-particle" or "counter" mode. This work constitutes an application of LDV to a task of unprecedented complexity, because four difficulties must be simultaneously confronted. These are:

1) A very low data rate ( $10-100 \mathrm{~Hz}$ ), arising from the difficulty of introducing a high density of uniformly sized scattering particles without disturbing the flow. This results in very sparse sampling of the history of velocity in the measuring volume, and raises difficult questions concerning how well the mean and other low moments of the sample represent the corresponding properties of the complete history. Studies of the "velocity bias" which may originate in this sparse sampling are proceeding in several laboratories, but no definitively optimal "correction" for the bias has been found, or is likely to be found until the statistics of the flow, which the measurements are supposed to reveal, become known.
2) Proportionally very large velocity fluctuations, with frequent reversals of the measured component of velocity. This difficulty is largely circumvented by shifting the frequency of one of the laser beams.
3) Difficulty in achieving uniform seeding of all air within the cavity, where the seeding source must of necessity be kept far from the cavity and we must trust to luck that particles so introduced are
uniformly distributed. If the seeding is non-uniform, the LDV can record an unintended "conditional average" at a point visited intermittently by seeded and unseeded flow.
4) Relatively large variations of index of refraction in the nonuniformly heated air. These can cause both uncertainty in the exact mean location of the measuring volume, and a spurious indication of local velocity fluctuations due to "dancing" and the consequent phase shift between a pair of laser beams.

Because of their possible detrimental impact on the quality of the LDV measurements obtained in this study, the above and related sources of error are discussed, and when possible estimated, in the report.

For local temperature measurements, we use an intrusive technique, introducing relatively fine ( $75 \mu \mathrm{~m}$ dia) chromel-alumel thermocouple wires in the flow. Actually, the disturbance of the flow by these wires, which typically have a Reynolds number less than 1 , is certain to be negligible, but the information that can be gained from the thermocouple signals is limited by the relatively low rates of convective heat transfer between the wire and the air. In addition, positioning error, conduction end losses and radiation heat transfer all affect the quality of the measurements. These error sources and estimates of their respective magnitudes are evaluated in the report.

## Impact of this Study

While this investigation has proceded in parallel with several other recent studies on buoyancy-affected cavity flows (appropriately referenced in the report), it differs markedly from all of them in various respects.

From the start, emphasis was placed on understanding the effects which changes in cavity cross-section and orientation would produce in free or mixed convection flows. In this respect, the flow visualization observations and
corresponding temperature measurements, have'proved invaluable. Earlier attempts by others to use the LDV technique for measuring air flows in heated cavities were limited to low temperature differences and laminar flow regime, and were poorly documented. This study demonstrates and carefully documents the applicability of the technique to high temperature differences in the turbulent flow regime. The quality of the measurements obtained for mean velocity and turbulent stress components makes the data base very useful for advancing and testing new concepts in turbulence modeling.

The need to accomplish the objectives of this investigation in a reasonable amount of time and at affordable cost dictated the construction of a cavity test section which would fit in the plenum chamber of the subsonic wind tunnel of the Department of Mechanical Engineering, University of California, Berkeley. The test section was designed to emphasize the mean two-dimensional features of the flow. Because the Grashof number in the experiment reported here is only $\mathrm{Gr} \sim 10^{7}$, compared to $\mathrm{Gr} \sim 10^{14}$ in projected solar receiver applications, emphasis must be placed on qualitative uses of the present results when seeking analogies between configurations. In the two cavity studies known to us where relatively large Grashof numbers have been attained, no information was obtained concerning the influence of cavity aspect ratio or turbulence on the flow. In neither of these studies were detailed LDV measurements obtained nor was the mixed convection regime investigated. To a large extent then, the Grashof number limitation in the present work is offset by the more detailed nature of the information obtained, which is lacking in the other investigations.

## NOTATION

A
 cavity Grashof number for the configuration of

Fig. 1; alternative definitions given in text
h
$k$
$L$

M
$\dot{m}_{b}$ mass flow of air
$N$ number of measurements in a population sample
$N_{f} \quad$ number of interference fringes crossed by a particle
$\mathrm{Nu} \quad\left(\equiv \frac{h b}{k_{\infty}}=\frac{\dot{Q}_{b} / c}{k_{\infty}\left(T_{c}-T_{\infty}\right)}\right) \quad$ aperture plane Nusselt number
pressure ( $\equiv \frac{\mu{ }^{\prime} C_{p}}{k}$ ) Prandtl number aperture plane heat flow due to convection heat flow from walls to air within cavity
q

R

Ra $\quad(\equiv$ Gr Pr) Rayleigh number
$\operatorname{Re} \quad\left(\equiv \frac{b U_{\infty}}{v_{\infty}}\right)$ cavity Reynolds number particle radius

St particle Stokes number; also Strouhal number; both defined in text
$T$ temperature; generally an average value; $T_{\infty}$ at ambient conditions
Tbac average temperature of cavity back wall
Tbot average temperature of cavity bottom wall
$T_{C} \quad$ characteristic cavity wall temperature (defined in text)
$T_{\text {top }}$ average temperature of cavity top wall.
$T_{w}$
$\Delta T$
$t$ time

U $x$-direction velocity component in Fig. 1; mean value defined in text
$U_{\infty} \quad$ mean velocity of wind approaching cavity
$U_{i} \quad i t h$ realization of $U$ in a measurement sample
$\because \quad$ velocity vector
u characteristic velocity; also denotes instantaneous value of velocity
$u_{f}(t)$ fluid velocity at time $t$
$u_{p(t)}$ particle velocity at time $t$
$x-y$ shear stress component; notation $\overline{u^{\prime} v^{\prime}}$ also used in
some figures
ith realization of $V$ in a measurement sample

## Greek Letters

$\alpha \quad$ cavity inclination angle with respect to vertical (gravity) direction in Fig. 1
$\beta \quad\left(\equiv \frac{1}{T}\right)$ coefficient of volume expansion, in this study taken as $\left(1 / T_{\infty}\right)$; also denotes wind orientation angle with respect to cavity in Fig. 1 $\left(\equiv c_{p} / c_{v}\right)$ specific heat ratio
half angle between a pair of intersecting laser beams
particle residence time in optical probe volume characteristic length for conduction and viscous dissipation fringe spacing in optical probe volume index of refraction of air $\left(\equiv \frac{T-T_{\infty}}{T_{c}-T_{\infty}}\right)$ dimensionless temperature laser beam radiation wavelength
viscosity
kinematic viscosity; $\nu_{\infty}$ at ambient conditions
$\rho$
$\rho_{p} \quad$ density of seeding agent particles
$\sigma \quad$ standard deviation
т characteristic time; also time constant of thermocouple wire
$\Phi \quad$ viscous dissipation function
$\omega$ frequency
$\omega_{i} \quad$ velocity weighting factor

Subscripts

| c | cavity or cavity value |
| :--- | :--- |
| i | ith realization of a statistical event |
| in | moving into the cavity |
| 0 | reference value |
| out | moving out of the cavity |
| p | particle phase |
| w | generally denotes wall value <br> $x$ |
| x-coordinate direction |  |
| $\infty$ | y-coordinate direction |
| refers to ambient conditions |  |

Superscripts
1 denotes fluctuating component (used mostly in figures)

- mean value or time average


## Symbols

$\Delta \quad$ difference or increment
| absolute value
~ vector quantity

## 1. INTRODUCTION

### 1.1 Problem Background and Research Objectives

Natural or free convection flows are induced by the action of gravity on fluids of horizontally varying density. Most commonly, the density variations are associated with heat transfer.

When the temperature variations that initiate and sustain the flow are small enough, the temperature dependence of transport properties and the divergence of the velocity field are negligible. Then the dimensionless parameters that determine dynamic similarity are only two: the Grashof number and the Prandtl number. In particular, the transition between laminar and turbulent flow is associated, for each boundary geometry and Prandtl number, with a critical range of the Grashof number.

In the experiments reported here, the dimensionless overheat ratio, $\Delta T / T_{\infty}$, is large enough so that the above-mentioned phenomena could be significant. They are not expected to give rise to qualitative modifications of the flow or heat transfer, but may produce quantitatively important changes in critical Grashof numbers, or in the values of Nusselt number to be expected for given Grashof and Prandt1 numbers.

The fluid mechanics of buoyancy-affected flows has long been a subject of interest to scientists and engineers; see Turner [1973]. In particular, the enhancement and suppression of flow instabilities by buoyant forces have interested meteorologists for decades, and environmental engineers more recently. In various fields of engineering there have been sustained efforts to measure, understand and make predictable the behavior of flows with buoyant effects. This is because many transport processes of engineering interest are influenced by buoyant forces, and frequentiy it is of special concern to control the rates of thermal energy transport arising in them. Examples are:
air conditioning of buildings; fire spread in rooms and corridors; cooling of electronic components or of turbine blades in combustors.

Solar central receivers have been proposed as potential energy conversion devices for large amounts of process heat, or for electric power generation; see Siebers et al [1979]. The concept underlying a solar receiver is the redirection of solar insolation to an absorbing heat transfer surface by means of a heliostat field. A working fluid is pumped through this surface to a desired location for further useful energy conversion.

Central receivers can be broadly divided into two categories: the cavity-type receiver (internal receiver), and the external receiver. The external receiver collects radiation on surfaces directly exposed to the surroundings. By contrast, radiation to a cavity-type receiver is directed onto interior surfaces through an opening or aperture. In either case, the thermal efficiency of a receiver will depend strongly on the receiver heat losses due to conduction along the receiver walls, free-forced convection to the ambient air, and reflection and re-radiation to the surroundings. Among these three modes of heat loss, conduction, reflection and radiation can (in principle) be adequately analyzed by current state-of-the-art knowledge. However, convection losses, especially in cavity flows, are very poorly documented; see the review by Humphrey, et al [1980].

In particular, little is known about the effects of relatively complex boundary geometries, large overheat ratios, extremely high Grashof numbers, and the interactions between the buoyancy-driven flow and naturally occuring winds.

The great cost and difficulty of field experiments, in which all complicating factors could be simultaneously present, motivates an effort to improve
our understanding of basic transport mechanisms in somewhat simplified circumstances. Thus, in this study, the shape and orientation of the heated cavity are designed to encourage a flow that is two-dimensional in a timeaveraged sense, and to provide surroundings that are either quiescent or in steady uniform motion, while the dimensionless overheat ratio is allowed to be large enough to be independently important.

The specific objectives of the work are two: (1) to explore and document phenomena related to the cavity geometry and to a limited class of interactions between free- and forced flows; and, (2) to establish a data base of velocity and temperature measurements, which could serve simultaneously to guide and to test the development of improved numerical models of this class of flows.

### 1.2 Literature Review

There is an abundance of literature on the topics of free and mixed convection. A substantial portion of this information deals with the flat plate configuration (vertical, horizontal or inclined) and the enclosure configuration for different orientation angles. A recent review of the literature corresponding to these two shapes has been tabulated by Humphrey et al [1980]. Their main observations are summarized below.

The bulk of the studies are for two-dimensional (2-D) laminar and/or turbulent flows, but 3-D flows and transition to turbulence have also been documented. In various studies due consideration has been given to the relative influence on flow stability of the heated surface orientation with respect to gravity.

With few exceptions, the analytical, numerical and experimental investigations deal with circumstances well described by the Boussinesq approxima-
tion. (See, for example, Gray and Giorgini [1976] for a detailed discussion of this approximation.)

Since the pioneering analysis of laminar free convection past a vertical plate, (Ostrach [1953]), considerable progress has been made in the numerical description of laminar flows past plates and within enclosures. Progress has been made, too, in the computational modeling and empirical representation of buoyant turbulent flows. (See, for example, George and Capp [1979].)

### 1.2.1 Forced convection in the cavity configuration

High Reynolds number flows in the cavity configuration, induced by the shear of an externally applied flow field over the cavity opening, have been of considerable interest for some time, particularly in aeronautical engineering applications. Many of the studies address high Mach number conditions ( $M$ > 1.5 ), in which pressure fluctuations and cavity resonance effects were the issues of main concern. In this regard, the following are noteworthy contributions: Larson [1959], Charwat et al [1961-a,b], Nicoll [1964], Rossiter [1964], Hahn [1969], McGregor and White [1970], White [1971]. At low Mach numbers ( $M \leqslant 0.3$ ) there have been a corresponding number of contributions. These include the notable flow visualization study by Maull and East [1963], the experimental and analytical studies by Haugen and Dhanak [1966, 1967] on cavity size effects on heat transfer and fluid flow, the heat transfer and air flow transverse rectangular notch study by Fox [1965], the turbulent flow and heat transfer predictions by Chin et al [1972], and the laminar flow heat transfer predictions of Humphrey and Jacobs [1981] for inclined channels with cavities of different orientation.

A review of separated and reattaching flows with heat transfer has been made by Chilcott [1966]. More recent topics on heat transfer in recirculating
flows are contained in Launder and Humphrey [1980]. The problem of obtaining numerical solutions of laminar separated flows has been addressed by Roache and Muller [1970], while the more general problem of assessing numerical schemes for predicting recirculating flows in cavities has been reviewed by 01son and Tuann [1978].

### 1.2.2 Free and mixed convection in the cavity configuration

In contrast to the above, free and mixed convection flows in the cavity configuration have received sparse attention. Laminar flow free convection in very deep cavities ( $a / b \gg 1$ in Fig. 1) has been studied by, for example, Bejan and Kimura [1981], and Bejan and Tien [1978]. However, these flows are dominated by the very large aspect ratios of the cavity and as a consequence are of limited interest to the present problem. Recent studies of free convection in the shallow cavity configuration ( $a / b<3$, approximately) have been motivated by: interest in the fire and smoke spread problem (Ku et al [1976], Mao et al [1982] and Markatos et al [1982]); the convective cooling of electronic components (Humphrey and Jacobs [1981]); and the need to evaluate convection losses from central solar receivers (discussed below). The only study identified by the present authors in the mixed convection regime is that by Orlandi et al [1978] concerning buoyancy-affected atmospheric flows in valleys.

Among the early contributions to the problem of evaluating free convection heat transfer from relatively shallow cavities are the numerical studies by Eyler [1980], Le Quere et al [1981] and Penot [1982]. These authors have made 2-D predictions of the flow and thermal fields in rectangular cavities for various combinations of Grashof number and cavity orientation. The procedure of Le Quere et al [1981], unlike the other two, was not subject to the Boussinesq approximation.

Experimental contributions to the problem of free convection in shallow cavities have also emerged recently. Chen et al [1983] report the low frequency pulsating nature of buoyancy-driven $2-D$ cavity flows for $\Delta T / T_{\infty} \simeq 0.44$ using the experimental system described in this work. Humphrey et al [1981] provide flow visualization and temperature measurements for the same configuration at $\Delta T / T_{\infty}=1.37$. Sernas and Kyriakides [1982] investigated the 2-D flow of air in a cavity with $a / b=1$ and $G r=10^{7}$. They made limited laser-Doppler velocimeter (LDV) measurements of velocity and determined the heat transfer rates at the back and top walls (the bottom wall was maintained at ambient temperature). Hess and Henze [1981] performed several interesting experiments using flow visualization and the LDV technique in a 3-D cavity. The use of water as a fluid medium allowed them to attain Rayleigh numbers ranging from $2 \times 10^{10}$ to $2 \times 10^{11}$, and permitted the study of transition to turbulence at relatively low values of $\Delta T / T_{\infty}$. In their study, only the back wall of the cube was heated. As in the work by Sernas and Kyriakides [1982], fairly thin, streamlined, boundary layer flows were observed at the walls, but at $\operatorname{Ra}=7 \times 10^{10}-9 \times 10^{10}$ the flow became turbulent. In their experiment, Hess and Henze [1981] investigated the effects on fluid motion and heat transfer of constricting the flow entering and leaving through the cavity aperture plane.

In consecutive investigations using the same apparatus, Penot [1981] and Mirenayat [1981] have studied the free convection of air in a cubical cavity, all five solid walls of which were heated to the same temperature. Flow visualization and limited measurements using the LDV technique were performed. However, very extensive measurements of heat transfer were made as a function of Grashof number and cavity orientation. Mirenayat [1981] defined an overall
heat transfer coefficient as $h_{c}=\dot{Q} / 5 L^{2} \Delta T$, where $5 L^{2}$ is the total heated area with heat flow $\dot{Q}$ induced by the temperature different $\Delta T=T_{c}-T_{\infty}$. The Nusselt number was then defined as $\mathrm{Nu}=h_{c} \mathrm{~L} / \mathrm{k}_{\infty}$, and a correlation was reported in the form

$$
\begin{equation*}
N u=a G r^{b} \tag{1-1}
\end{equation*}
$$

with the Grashof number given by

$$
\begin{equation*}
G r=\frac{g \beta\left(T_{c}-T_{\infty}\right) L^{3}}{\nu_{\infty}^{2}} \tag{1-2}
\end{equation*}
$$

Here, $a$ and $b$ denote parameters depending on the cavity inclination angle $\alpha, L$ is the cube side and $\beta=1 / \top_{\infty}$. Typically, $0.03 \leqslant a \leqslant 0.12$ and $0.30 \leqslant b \leqslant 0.37$, strongly supporting the $1 / 3$ power dependence of Gr proposed by Mirenayat [1981] over the Gr range investigated ( $10^{7}<\mathrm{Gr}<10^{10}$ ).

Kraabel [1983] has also investigated the free convection of air in a cubical cavity. The large characteristic dimension of the cavity ( 2.2 m ) permitted obtaining values of Grashof as large as $1.2 \times 10^{12}$ for overheat ratios ranging between $\Delta T / T_{\infty}=0.39$ and 2.55 approximately. All five solid walls were heated. Measurements in the aperture plane were used to determine the air temperature, velocity, enthalpy flux and radiative heat flux distributions. From these data convective (and radiative) heat losses from the cavity were found. The sum of these agreed well with the measured electric power used to heat the cavity, when small corrections to the latter were made to account for heat leaks to the insulation backing up the solid walls.

Kraabel [1983] defined Nusselt and Grashof numbers by the same formulas as did Mirenayat [1981], and found the correlation

$$
\begin{equation*}
\mathrm{Nu}=0.088 \mathrm{Gr}^{1 / 3}\left(\frac{T_{c}}{T_{\infty}}\right)^{0.18} \tag{1-3}
\end{equation*}
$$

over the range $10^{7} \leqslant \mathrm{Gr} \leqslant 1.2 \times 10^{12}$. This is for the inclination angle $\alpha=0^{\circ}$, the only case Kraabel could test, and the correlation agrees well with that of Mirenayat [1981], who found $a=0.093$ and $b=0.33$ for $\alpha=0^{\circ}$. Both sets of data imply, because $\mathrm{Gr}^{1 / 3}$ is linearly proportional to $L$, that the average heat transfer coefficient is independent of cavity size.

The above investigations have all been performed for purely free convection flows. No relevant work was found in the literature pertaining to the mixed convection regime.

### 1.2.3 Studies of related interest

Because the elemental component of the heated cavity configuration is the flat plate, it seems reasonable to expect that some of the features of heated cavity flows will be similar (or due) to some of those associated with the flat plate configuration. The same logic leads us to expect similarities between the flows in cavities and the flows in enclosures (sealed cavities). For these reasons, it seems appropriate to review some specific investigations dealing with the flat plate and enclosure configurations which may be especially meaningful to this work.

## Flat Plates

Rotem and Claassen [1969] performed theoretical analysis and flow visualization of the free-convection flow of air over horizontal flat plates with the heated surfaces facing up. In each case the experimental flow was symmetrical and consisted of two boundary layers starting at the opposing edges of a plate. The boundary layers met at the plate center from where the fluid rose in a thermal plume. At a certain distance, $x$, from the plate edge,
correlated by $\mathrm{Gr}_{x}^{1 / 3} \approx 80$ to 100 , the gravitationally unstable boundary layers broke down, and intermittently rising buoyant plumes broke away- to merge into the general central plume mentioned above. The technique of flow visualization did not reveal whether this phenomenon was two-dimensional, but that seems unlikely. By comparing with the work of Tritton [1963], the authors concluded that the point of instability moves away from the lower edge when the plate is inclined to the horizontal.

Pera and Gebhart [1973] observed the flow above nearly-horizontal heated plates which formed a symmetric low-pitched roof resting on a horizontal plane at ambient temperature. The buoyancy-induced flow approached the heated plates horizontally, with no threat of separation at the leading edge of the plates, whereas the flows of Rotem and Claassen [1969] swept up past the leading edges, from below.

Pera and Gebhart used glass side walls to promote two-dimensional base flows, and introduced two-dimensional disturbances with a vibrating ribbon. Nevertheless, they observed a highly three-dimensional evolution of these disturbances in a region where the buoyant fluid erupted away from the plate. In many respects their findings corresponded to those of Rotem and Claassen [1969], and these two investigations have greatly influenced our interpretation of the flows we see near the bottom wall of the open cavity.

Several authors, including Pera and Gebhart [1973], have investigated the instability of buoyant laminar flows along inclined plates. The theoretical work (e.g. Pera and Gebhart [1973], Chen and Tszoo [1982]) has focussed on disturbances that are either two-dimensional in space and oscillatory in time, or three-dimensional in space and steady in time. The latter class has high amplification rates when the plate is nearly horizontal, the former when the
plate is nearly vertical. Over a wide range of angles, the two classes coexist, and presumably interact when they reach finite amplitudes. Many interesting studies, both theoretical and experimental, have contributed to our understanding of these flows. These include, for example, the work of Gebhart [1969] and Gill and Davey [1969] using linear stability, Lloyd and Sparrow [1970] and Lloyd et al [1972] employing an electrochemical technique, and Jaluria and Gebhart [1974] employing hot wire anemometers. The flow past heated inclined flat plates has also been investigated by Rich [1953], Kierkus [1968], V1iet [1969], Lloyd et al [1972] and V1iet and Ross [1975].

There are many studies on the free convection flow past vertical flat plates. Among the early experimental works are the contributions by Goldstein and Eckert [1960], Warner and Arpaci [1968], and Lock and Trotter [1968]. More recent experimental turbulent flow studies using the LDV technique have been conducted by Cheesewright and Ierokipiotis [1981] for a $\Delta T / T_{\infty}$ of about 0.20 , and by Cairnie and Harrison [1982] for $0.26<\Delta T / T_{\infty}<1.28$. Cheesewright and Doan [1978] have performed a fairly detailed study of space-time correlations using the hot wire technique.

In a rather unique investigation, Siebers et al [1983] have measured the free-convection heat transfer coefficient and temperature profiles for the flat plate configuration for $1.7 \times 10^{11}<\mathrm{Gr}<1.8610^{12}$ with $0.14<\Delta T / T_{\infty}<1.73$. They found

$$
\begin{equation*}
N u_{x}=0.098 G r_{x}^{1 / 3}\left(\frac{T_{w}}{T_{\infty}}\right)^{-0.14} \tag{1-4}
\end{equation*}
$$

where: $x$ is distance from the bottom of the plate, $N u_{x}=h x / k_{\infty}$ and $G r_{x}=\operatorname{gg}\left(T_{W}-T_{\infty}\right) x^{3} / \nu_{\infty}{ }^{2}$. Equation (1-4) shows that the local heat transfer
coefficient is independent of position, so that the average $h$ is independent of plate size. The residual dependence on $T_{W} / T_{\infty}$ differs from that found by Kraabel, for as yet unknown reasons.

Theoretical analyses of vertical flat plate flows have been performed by, for example, Ostrach [1953] and Hasan and Eichhorn [1979] for the laminar regime, and by Eckert and Jackson [1951], Bayley [1955], Oosthuizen [1967] and Kato et al [1968] for the turbulent regime. The calculations by Hasan and Eichhorn [1979] show that while there is an appreciable effect of plate inclination on the velocity field, the corresponding influence on the temperature field is weak. Numerical predictions using eddy viscosity models of turbulence have been made by Mason and Seban [1974], Cebeci and Khattab [1975], and Siebers [1979]. Predictions based on the low Reynolds number $k-\varepsilon$ turbulence model of Jones and Launder [1972] have been made by Plumb and Kennedy [1977] and Lin and Churchill [1978]. In general, both the theoretical analyses and the numerical procedures show good agreement with experiment.

## Enclosures

Thermally driven flows in enclosures have been investigated extensively; experimentally, analytically and numerically. Among the classical contributions to the problem are the laminar and turbulent investigations by Elder [1965-a,b] revealing multi-cellular motions. Stability considerations nave been addressed by, for example, Vest and Arpaci [1969], Gill [1970] and Korpela et al [1973]. Recently, LDV measurements in turbulent regime have been made by Schmidt and Wang [1982]. Inclined enclosures have been investigated experimentally by Arnold et al [1976] and Randall et al [1979]. The effect of varying enclosure aspect ratio has been evaluated by MacGregor and Emery [1969] and more recently by Duxbury [1979], who also provides detailed
visualization of the air flow. The effects of including partitions in an enclosure flow have been investigated by Bauman et al [1980] and by Nansteel and Greif [1981] using flow visualization and heat transfer measurement techniques.

Numerical predictions in the laminar flow regime have been made by Pepper and Harris [1978], Jones [1979], Mallinson and de Vah1 Davis [1977], Kublbeck et al [1980], and by Forester and Emery [1972] without invoking the Boussinesq approximation. Numerical predictions in turbulent flow regime have been performed by Fraikin et al [1980], Salcudean and Abdelrehin [1980], Hjertager and Magnussen [1976]. In these studies two types of $k-\varepsilon$ models were used corresponding to high and low Reynolds number formulations respectively. Within the context of the Boussinesq approximation, Fraikin et al [1980] included buoyancy effects in the modeled equations for kinetic energy of turbulence and its rate of dissipation. Predictions to date appear to be restricted to values of $\mathrm{Gr}<10^{9}$ approximately, and low $\Delta T / T_{\infty}$ ratio (Boussinesq approximation).

### 1.3 Analytical Approximations Applicable to this Work

Although this is a report of laboratory measurements, the interpretation of some of the data requires justification of underlying theoretical approximations. This has been given elsewhere (Le Quere, et al [1981]) but is included here for ready reference.

The main point to be established is that, under the conditions of our experiment, we can neglect the terms on the right hand side of the energy equation

$$
\begin{equation*}
\nabla \cdot(\rho h \underset{\sim}{u}+q)=-\frac{\partial}{\partial t}(\rho h)+\frac{D p}{D t}+\Phi \tag{1-5}
\end{equation*}
$$

Our arguments will rely on the perfect-gas relationship $\rho \mathrm{h}=\gamma \mathrm{p} /(\gamma-1)$, where the ratio of specific heats, $\gamma$, is assumed constant. Then equation (1-5), which is exact, can be reformulated as

$$
\begin{equation*}
\frac{\gamma}{\gamma-1} p(\nabla \cdot \underline{u})+(\nabla \cdot q)=-\frac{1}{\gamma-1} \frac{D p}{D t}+\Phi, \tag{1-6}
\end{equation*}
$$

which is exact for a perfect gas. Our aim is to show that (1-6) is accurately approximated by

$$
\begin{equation*}
\frac{\gamma}{\gamma-1} p_{\infty}(\nabla \cdot \underline{u})+(\nabla \cdot \underline{\sim})=0 . \tag{1-7}
\end{equation*}
$$

The first step is to show that $p$, as a coefficient of $\nabla \cdot \underset{\sim}{u}$, can be approximated by the constant atmospheric pressure, $P_{\infty}$. For this, we assume that any deviation from $p_{\infty}$ is no bigger than $\rho u^{2}$, where $\rho$ and $u$ are typical density and speed values. We take:

$$
\begin{aligned}
& \rho=0.6 \mathrm{~kg} / \mathrm{m}^{3} \text { (half of standard atmospheric density); } \\
& u=0.8 \mathrm{~m} / \mathrm{s} \text { (the highest speed observed in any of the present tests); } \\
& p_{\infty}=10^{5} \mathrm{~N} / \mathrm{m}^{2} .
\end{aligned}
$$

We then calculate $\rho u^{2} / p_{\infty} \approx 4 \times 10^{-6}$, clearly negligible in this context. A similar ratio arises if we ask whether $p_{\infty}$ varies significantly with elevation over the small height of the test cavity.

The second step compares $\Phi$ to $\nabla \cdot q$. We estimate $\nabla \cdot \underset{\sim}{q} \approx k \Delta T / \delta^{2}$ and $\Phi \approx \mu u^{2} / \delta^{2}$, assuming that the characteristic length, $\delta$, is the same for both conduction and viscous dissipation. This is certainly true in laminar flow, because the Prandtl number is nearly unity - and it seems likely to be true also in turbulent flow, because heat conduction is intimately connected with
the baroclinic generation of vorticity, and the scale of the vortices is the smallest scale on which dissipation is likely to be strong. Thus we accept

$$
\Phi /(\nabla \cdot q) \approx \mu u^{2} / k \Delta T .
$$

We use $\mu \approx 3 \times 10^{-5} \mathrm{~kg} / \mathrm{mos}, k \approx 0.05$ Watt $/ \mathrm{m} \mathrm{K}, \Delta T \approx 380 \mathrm{~K}$ and $u \approx 0.8 \mathrm{~m} / \mathrm{s}$, getting $\Phi / \nabla \cdot \underset{\sim}{\sim} \approx 10^{-6}$, again quite small.

Finally, we estimate Dp/Dt very generously, supposing that the largest expected $\Delta p$ disappears entirely in a millisecond.

$$
D p / D t=\rho u^{2} / \tau .
$$

Using $\rho=0.6 \mathrm{~kg} / \mathrm{m}^{3}, u=0.8 \mathrm{~m} / \mathrm{s}, \tau=10^{-3} \mathrm{sec}$, we find $\mathrm{Dp} / \mathrm{Dt} \approx 4 \times 10^{2}$ Watts $/ \mathrm{m}^{3}$. On the other hand, we make a stingy estimate of $(\nabla \cdot q)$, using $\delta \approx 0.01 \mathrm{~m}$ (nearly the largest observed thickness of the heated layers in our tests). This gives $\nabla \cdot q \approx 2 \times 10^{5}$ Watts $/ \mathrm{m}^{3}$. Thus $\frac{1}{\gamma-1} D p / D t \div(\nabla \cdot q)$ seems sure to be less than $5 \times 10^{-3}$, once more safely small, and the accuracy of equation (1-7) is established.

The qualitative implication of equation (1-7) is that we should not expect to see new flow features, such as shock waves or acoustic resonances, simply because $\Delta T / T_{\infty} \geq 1$. Where the conductive heat flux converges, thermal expansion causes simultaneous divergence of the velocity field. Elsewhere the velocity field is solenoidal.

A quantitative application of (1-7) suggests that the net heat loss from the cavity can be experimentally estimated by measuring the average normal velocity component in the aperture plane. We integrate (1-7) over the volume enclosed by the cavity walls and the aperture plane and denote by $\dot{Q}_{W}$ the heat flux into that volume from the solid walls. The result is

$$
\begin{equation*}
\dot{Q}_{w}=\iint_{A_{0}}\left(\frac{\gamma}{\gamma-1} p_{\infty} V-k \frac{\partial T}{\partial y}\right) d A \tag{1-8}
\end{equation*}
$$

where $A_{0}$ is the aperture plane surface, normal to the $y$-axis.
To reduce this to a formula involving $V$ alone, we need to show that the net heat conduction across $A_{0}$ is negligible. Because of the geometrical complexity of the velocity and temperature fields, no simple order-ofmagnitude estimate is likely to be accurate. We use, instead, finitedifference calculations - made for laminar and turbulent flows at $G r \simeq 4 \times 10^{7}$ by W. -M. To [1984], using the scheme of Le Quere et al [1981]. These show, for the geometries of present interest, that no more than $2 \%$ of the total heat transfer is due to molecular conduction across the aperture plane. We assume that this fraction is a decreasing function of Grashof number.

Our working approximation is thus $\dot{Q}_{W} \simeq \dot{Q}_{b}$, the convective heat flow, given by

$$
\begin{equation*}
\dot{Q}_{b}=\frac{\gamma}{\gamma-1} P_{\infty} \iint_{A_{0}} \int V d A \tag{1-9}
\end{equation*}
$$

With a dubious assumption of strictly two-dimensional flow, we have reduced (1-9) to

$$
\begin{equation*}
\dot{Q}_{b}=\frac{\gamma}{\gamma-1} p_{\infty} c \int_{0}^{b} V d x \tag{1-10}
\end{equation*}
$$

and use this to compute the heat transfer results that are discussed in Section 3. An interesting special feature of equation (1-10) is the linear dependence of $\dot{Q}_{b}$ on $V$. This implies that the time-averaged value of $\dot{Q}_{b}$ in turbulent flow is given by ( $1-10$ ), with $V$ replaced by its mean value.

Our data have been reduced to a Nusselt number, using the aperture plane area, $b c$, in the definition of the heat transfer coefficient; and the aperture height, $b$, as the reference length in the connection between heat transfer coefficient and Nusselt number. Thus, we write

$$
\begin{equation*}
N u=h b / k_{\infty} \tag{1-11}
\end{equation*}
$$

with

$$
\begin{equation*}
h=\frac{\dot{Q}_{b}}{b c\left(T_{c}-T_{\infty}\right)} \tag{1-12}
\end{equation*}
$$

### 1.4 Some Experimental Considerations and the Scope of this Investigation

The literature review shows that in spite of the fact that the heated cavity problem is one of considerable interest, there is little in the way of detailed flow visualization and velocity measurements. Attention has been focused mostly on determining the heat transfer characteristics of fairly complex three dimensional (3-D) configurations; Penot [1981], Mirenayat [1981], and Kraabel [1982]. Exceptions are the studies of Hess and Henze [1981] and Sernas and Kyriakides [1982]. However, due to the boundary conditions in the latter two flows, neither of these investigations revealed significant turbulent motions in the bulk flow.

To reduce the amount of measurement needed for an adequate description of time-average velocity and temperature fields, while still retaining enough geometrical complexity to engender a phenomenologically rich flow, we chose to make our cavity relatively long in the horizontal dimension, $c$, of the aperture plane. It was hoped that a ratio $c / b>5$ would suffice to make the timeaveraged flow nearly independent of $z$, so that it could be adequately
characterized by measurements taken at midspan. This would also ease the interpretation of shadowgraph pictures. While a two-dimensional mean flow does not present all the challenges to a numerical simulation scheme, which could appear in a real cavity-type solar receiver, it was expected to produce plenty for an initial investigation. To be sure of this, we arranged to vary the relative depth, $a / b$, and inclination, $\alpha$, of the cavity.

The practical problem that motivated this study encouraged us to concentrate our observations on flows in strongly-heated cavities ( $T_{c} \approx 400^{\circ} \mathrm{C}$ ), so that the related numerical simulation must deal with velocity divergence, temperature-dependent transport properties, and turbulence. A compromise between the desire for high Grashof numbers, and the cost and inconvenience of work with a very large cavity, determined a cavity size for which the maximum Grashof number, $\mathrm{Gr}=\mathrm{g}_{\infty}\left(\mathrm{T}_{\mathrm{C}}-\mathrm{T}_{\infty}\right) \mathrm{b}^{3} / \nu_{\infty}{ }^{2}$, was about $4.2 \times 10^{7}$. The Prandtl number was that of air, $\operatorname{Pr} \approx 0.7$.

Mixed convection experiments were planned for execution in a subsonic wind tunnel which constrained $|\beta|=90^{\circ}-|\alpha|$ in Fig. 1. The wind tunnel speed was variable, allowing a range of Reynolds number to be explored. Whereas the wind tunnel experiment would be well protected from variations in conditions of temperature and air drafts, precautions would be necessary to ensure that the free-convection experiments would also be uninfluenced by variations in ambient conditions.

Flow visualization, measurements of mean temperature and, for free convection regime, detailed measurements of velocity and of the flow turbulence characteristics would be required. Because of its simplicity, and because of the qualitative nature of the visualized results, the shadowgraph technique was chosen for flow visualization. The technique is described in Holman
[1978]. Measurements of temperature would be obtained with a thermocouple rake containing twelve, unevenly spaced, Chromel-Alumel thermocouples, aligned along the aperture plane of the cavity. Measurements of mean velocity and of the flow turbulence characteristics were planned using the laser-Doppler velocimetry (LDV) technique. The technique is non-intrusive, and seemed, after a preliminary consideration of the possibilities of hot-wire anemometry, to be almost the only technique suitable to this application. Various difficulties due to refraction of the laser beams, inhomogeneous seeding of the lightscattering particles, and sparse sampling of the velocity history, were anticipated but expected to be tolerable. Each of these difficulties had been noted and discussed in the literature, as will be detailed here, in Section 4.

As discussed in Section 1.3, integration of velocity component measurements normal to the cavity aperture plane in free convection regime will give an approximation to the convective heat loss from the cavity. The precision of this approximation will be determined by that of the LDV data. The accuracy will depend on that of the LDV data, and on the accuracy of the assumption of statistically stationary, two-dimensional flow. A careful error analysis, will obviously be required.

Data acquisition for an experiment as complex as this, even though it was planned to be as simple as possible, would have to be automated. To this end, a PDP $11 / 34$ minicomputer was used, both to acquire and subsequently reduce the data by statistical methods.

### 1.5 Report Outline

The remainder of this report is divided into five sections. Section 2 deals with the experiment. It provides a description of the test section, the measurement instrumentation, and the experimental procedures. Section 3 con-
tains the results and discussion of this study, pertaining to the free and mixed convection experiments. Section 4 contains error analyses of the velocity and temperature measurement techniques. Conclusions and recommendations are presented in Section 5. The Appendices provided in this report contain the original and statistically processed experimental data for future reference, as well as computer listings of the software used to control the data acquisition and its statistical reduction.

## 2. THE EXPERIMENT

### 2.1 Description of the Apparatus

### 2.1.1 Test section and temperature control

Detailed descriptions of the experimental apparatus and method for temperature control have already been given by Humphrey et al [1980]. An extended summary of the descriptions is provided here.

Schematic views of the test section are shown in Fig. 1. Photographs of the test section and its steel support structure are shown in Figs. 2. Detailed side and front views of the test section, with linear dimensions given in inches, are shown in Figs. 3.

Three copper slabs and two borosilicate glass end-plates delimit the flow region referred to as the "cavity" in this work. Two of the slabs, the bottom and back walls in Fig. l-b, consisted of pairs of copper plates having a total thickness of $1 / 8 \mathrm{in} .(2.86 \mathrm{~cm}$.$) between which Incoloy strip heaters$ were sandwiched for electrical heating (see Fig. 3-a). The third slab, the top wall in Fig. l-b, consisted of a single plate $1 / 4 \mathrm{in}$. thick ( 0.64 cm. ) which was not heated electrically. The glass end plates were $1 / 8 \mathrm{in}$. thick ( 0.32 cm. ) and allowed visualization of the flow along the spanwise coordinate of the cavity (z-direction in Fig. 1-a).

The copper slabs were supported in an aluminum frame by means of $1 / 4 \mathrm{in}$. ( 0.64 cm. ) steel bolts. Fiberfrax Duraboard insulation was placed between the copper slabs and the aluminum frame to diminish heat losses through conduction (see Fig. 3-a). Conduction losses through the steel bolts to the aluminum frame were inevitable but were offset by increasing the power level to the heaters.

A total of 42 Chromel-Alumel (K-type) thermocouples ( 0.006 in. diameter, $152 \mu \mathrm{~m}$ ) were placed in the cavity to monitor the copper slab temperature distributions. The thermocouples were arranged in cruciform arrays, 14 per slab, as shown in Fig. 4. Each thermocouple was inserted through the back of its respective copper slab, to within $1 / 32 \mathrm{in}$. ( 0.80 mm .) of the surface in contact with the air in the cavity. Each thermocouple wire pair was embedded in MgO packing contained in a stainless steel cladding. Each thermocouple pair was wired to a Type-K terminal block connector. Chromel-Alumel extension wires were used to connect the terminal blocks with Multiplexer boards in an Auto Data Nine data recorder.

Each Multiplexer board contains ten ports, to which the thermocouple wires were connected. The Auto Data Nine has a built-in microprocessor with compensation circuits to display the voltage from the thermocouple wires directly in millivolts or in pre-chosen units of temperature on a videoscreen. Temperature readings can also be printed by a strip-paper recorder. In the present work three multiplexers were used for a maximum of 30 thermocouple wires at a time. Readings were taken sequentially at the rate of one thermocouple channel per second. The readings were made in degrees centigrade and were rounded off to the nearest integer value.

Five control units were used to power the strip heaters embedded in the cavity back and bottom copper walls, as shown in Fig. 5-a. Four units controlled two heaters each, and the fifth unit controlled one heater. Each control unit (see Fig. 5-b) consists of an RFL model $76 \mathrm{~K}-1$ temperature controller, an RFL temperature indicator and a thermocouple wire. The temperature controller is a time proportional controller on the zero-crossing firing of a triac. Electrical power was fed to the heaters (rated at 1000

Watts/heater at 240 V ) until pre-selected temperature levels were attained at five monitoring stations, distributed on the three copper walls. The temperature settings were controlled to within $\pm 0.1^{\circ} \mathrm{C}$.

Measurements from the 42 wall-embedded thermocouples showed very even distributions of temperature on each copper wall. The maximum spanwise temperature gradient observed in the course of experimentation was less than $10^{\circ} \mathrm{C} / 0.5 \mathrm{~m}$ for a typical wall temperature of $400^{\circ} \mathrm{C}$. Variations transverse to the walls, along the $y$ coordinate in Fig. l-b, were always less than $5^{\circ} \mathrm{C} / 0.1 \mathrm{~m}$ at a wall temperature of about $400^{\circ} \mathrm{C}$. Thus, very uniform temperature distributions could be set at the bottom and back walls in the cavity, ranging from ambient condition to about $400^{\circ} \mathrm{C}$, the maximum value imposed in practice.

The top wall in the cavity was heated by conduction, along the line of contact with the back wall, by radiation exchanges with the bottom and back walls, and by convection from the heated air moving in the cavity. Experiments were performed only when all three walls had attained a steady state condition, as indicated by time-recordings of temperature from the thermocouples embedded in the walls. The maximum temperature ever attained by the top wall during the course of experimentation was $T_{\text {top }} \approx 340^{\circ} \mathrm{C}$, corresponding to back and bottom wall temperatures of $T_{\text {bac }} \simeq 420^{\circ} \mathrm{C}$, and $T_{\text {bot }} \simeq 400^{\circ} \mathrm{C}$, respectively.

A characteristic cavity wall temperature was defined by:

$$
\begin{equation*}
T_{c}=\frac{1}{3}\left(T_{\text {bot }}+T_{\text {bac }}+T_{\text {top }}\right) \tag{2-1}
\end{equation*}
$$

Printed time records were made of the temperature distribution of each wall from which the individual wall averages ( $T_{\text {bot }}, T_{\text {bac }}, T_{\text {top }}$ ) and $T_{c}$ were
obtained. The relatively fast response of the control units to changes in temperature at the monitoring locations constrained time variations about an average wall temperature to less than about $\pm 0.33^{\circ} \mathrm{C} / \mathrm{min}$. No problems were experienced with the long-term temperature stability of the test section.

The cavity aspect ratio, $a / b$, was continuously variable between 0 (flat wall condition) and 1.56 (the deepest cavity condition). The aspect ratio was changed by displacing the back wall copper slab. This slab was connected to a chain and sprocket assembly by means of two $1 / 2 \mathrm{in}$. ( 1.27 cm.$)$ steel bolts; see Fig. 3-a.

The entire test section was supported from a Unistrut frame, as shown in Figs. 2. The inclination angle of the test section, and hence the orientation of the cavity with respect to gravity, was continuously variable between - $60^{\circ}$ and $60^{\circ}$ (see Fig. 1-b). Inclination of the cavity was achieved by means of a winch and pulley arrangement. This mechanism guided a steel cable connected to a steel harness. The harness pivoted on brackets mounted on the end walls of the aluminum frame (see Figs. 2). The Unistrut frame was placed on four casters to facilitate the displacement of the entire apparatus in the laboratory.

### 2.1.2 Air temperature measurements in the cavity aperture plane

Twelve Chromel-Alumel thermocouple wires of diameter 0.003 in . ( $76 \mu \mathrm{~m}$ ) were used to measure the mean temperature of the air in the cavity aperture plane. The thermocouple wires were tautly strung on a steel harness (shown in Figs. 6) which, when mounted onto the test section aluminum frame, positioned the thermocouple beads to within $\pm 5 \mathrm{~mm}$ of the test section symmetry plane, and to within $\pm 1 \mathrm{~mm}$ of the aperture plane of the cavity. The wires were kept in place by fitting them into cut-out slots on cylindrical Teflon
bars located at either end of the harness. There were 50 cut-out slots on each bar which permitted unequal spacing of the thermocouples in the aperture plane. The slots were spaced at intervals of $0.1 \mathrm{in} .(2.54 \mathrm{~mm}$.). Bent paper clips provided the necessary tension to keep the wires from sagging due to expansion at high temperatures. The accuracy of location is discussed further in Section 4.

Chromel-Alumel extension wires were connected between the terminal blocks mounted on the side of the harness and the Auto Data Nine used for analog to digital recording of temperature. For each experiment, between 50 to 100 individual measurements of temperature were made per wire location. From these samples, statistical means and standard deviations were determined. Errors associated with these procedures are discussed in Section 4. 2.1.3 Wind tunnel facility and wind speed measurement

The subsonic wind tunnel facility located in Hesse Hall, University of California at Berkeley, was used for investigating the mixed convection flow regime in the cavity. Flow visualization and temperature measurements for pure free convection were also performed in the tunnel. The tunnel is an open-loop with a $10 \times 10 \mathrm{ft}^{2}\left(3.05 \times 3.05 \mathrm{~m}^{2}\right)$ cross-section in the stagnation chamber and a $32 \times 32 \mathrm{in}^{2}\left(0.81 \times 0.81 \mathrm{~m}^{2}\right)$ cross-section in the downstream section. The contraction ratio is $14: 1$. The facility and its performance characteristics have been reported by Laitone and Laitone [1983].

The flow of air in the wind tunnel is driven by a "squirrel-cage" blower. Speed control is obtained by varying the blower speed, and by dumping various proportions of the blower discharge before it enters the wind tunnel. The mean airspeed in the stagnation chamber is deduced from the pressure drop between stagnation and test chambers, with application of Bernoulli's equation
and a one-dimensional continuity equation. The pressure difference is sensed with an AVA Betz water manometer. The formula is

$$
\begin{equation*}
U_{\infty}=0.289 \sqrt{\Delta h} \quad[\mathrm{~m} / \mathrm{sec}] \tag{2-2}
\end{equation*}
$$

with $\Delta h$ expressed in $m$ of water. The effective least count of the manometer is 0.02 mm , so the least speed that can be measured with $\pm 10 \%$ precision is $0.09 \mathrm{~m} / \mathrm{sec}$. The maximum air speed employed was $1.4 \mathrm{~m} / \mathrm{s}$.

The cavity and its support structure were placed inside the stagnation chamber. For this, the tunnel was modified by cutting out a space and placing a door in order to allow access to the stagnation chamber when required. Figure 7 shows a schematic view of the test section located in the stagnation chamber. The drawing is roughly to scale. When placed horizontally ( $\alpha=0^{\circ}$ ), the test section obstructed an area of $253 / 4 \times 1547 / 64 \mathrm{in}^{2}\left(0.65 \times 0.4 \mathrm{~m}^{2}\right)$. This reduction in flow cross-section represents $2.8 \%$ of the stagnation chamber cross-section and produced negligible effects on the distribution of air velocity approaching the test section. Indeed, a person could stand in the stagnation chamber a few feet from the cavity with no observable effect on the flow near the cavity.

### 2.1.4 Flow visualization

Borosilicate glass end plates contained the flow of air in the cavity while allowing optical visualization in the spanwise direction (z-direction in Fig. 1). The shadowgraph technique (illustrated schematically in Fig. 8) was the principal method used for flow visualization. Smoke generated from the tips of $\mathrm{TiCl}_{4}$ sticks (due to the formation of microscopic water droplets, induced by the hygroscopic action of the HC 1 produced through a decomposition reaction) was also used. In several experiments where shadowgraph visualiza-
tion showed strong periodic pulsations in the cavity flow, a General Radio 1531-A Stroboscopic light was used to determine the pulsation frequencies. This was done by continuously adjusting the light source pulsing frequency until the structures in the flow had been "frozen" in place.

The flow-visualization studies were exploratory and largely qualitative. They allowed quick identification and approximate location of various flow features. Because of this modest aim, comparatively simple light sources were used and no great effort was made to obtain an exactly parallel beam of illumination. As a result, the shadowgraph image, formed on a sheet of vellum which covered one window of the wind tunnel or was held in a frame when the cavity was in the room, was somewhat fuzzy. The image was also quite sensitive to the exact placement of the light source (either a 1000 -Watt Argon-Xenon lamp with collimating lens, or a 300 -Watt Kodak slide-projector lamp). The lamp was always placed so that the optical axis coincided roughly with the z-axis of our coordinate system.

Stills and movie films were made of free and mixed convection flows for a variety of experimental conditions. The stills were taken with an Autoreflex A Konica camera and the movies were made with an electrically driven Paillard Bolex H 16 camera. In all cases, Tri-X 400 ASA Kodak film was used. The results are presented and discussed in Section 3.

### 2.1.5 Laser-Doppler velocimeter (LDV) and related instrumentation

In free-convection flow, simultaneous two-component measurements of mean velocity and turbulent stresses were made using the laser-Doppler velocimeter technique in backscatter mode; see Drain [1980] and Durst et al [1976]. For measurements inside the cavity, where data rates were low, the one-component mode was used.

The velocimeter and some of its associated instrumentation are shown in Figs. 9. The velocimeter comprised a 2 Watt Lexel Argon-Ion water-cooled laser, a mirror stage for reflecting the laser beam $180^{\circ}$ into the velocimeter optics, and the optics. The optics were of the DISA 55 X Modular Series and consisted of: two separately adjustable $1 / 4$-wavelength retardation plates; a 50:50 neutral beam splitter; a 55 N 10 Bragg cell section (with corresponding electronic downmixers); a color beam splitter; a backscatter unit (containing a mirror inclined $45^{\circ}$ with respect to the velocimeter optical axis, and serving to support at right angles to the optical axis the photomultiplier optics consisting of: a color separator; two interference filters; and two RCA-4526 photomultiplier tubes); a pinhole section, a beam translator; a beam expander; and a 505 mm achromatic focusing lens.

The velocimeter optical probe volume was formed by the intersection of two pairs of beams at right angles, one beam being common to each pair and containing both radiation wavelengths: 514.5 nm (green), and 488 nm (blue). In this way two sets of fringes were formed at right angles. Table 2.1 provides a listing of the relevant optical parameters for each wavelength as used in the experiment.

The laser and velocimeter optics were mounted to the top of a thick aluminum table, which was itself firmly bolted to an $x, y, z$ traversing mechanism. The traversing mechanism could displace the table top $\pm 7.5 \mathrm{~cm}$. in $5 \mu \mathrm{~m}$ increments along any of the coordinate axes by means of three linearly encoded stepping motors interfaced with a PDP 11/34 minicomputer. The minicomputer functioned as the central data acquisition and reduction controller. In addition to directing the spatial sequence of an experimental run, the computer was programmed to conduct the acquisition, statistical processing and storage
of Doppler data validated and measured by two DISA 55L96 Doppler signal processors.

The minicomputer has a 256 K 16 bit random access memory and is equipped with dual hard RL01 magnetic disc drives (5 Mbytes each). Various input and output devices are interfaced with the minicomputer through UNIBUS lines. The minicomputer interacts with these devices by means of system or user-written control programs. Commands from a console terminal or other input devices go through the UNIBUS lines directly to the minicomputer to perform the sequence of table movements, data acquisition, data statistical processing, data storage, and data printing, etc. Further discussion on the use of the computerized data acquisition and processing system is given in Section 2.2.2 below.

### 2.2 Experimental Conditions and Procedure

This section describes the conditions and methodology followed for conducting mixed and free convection experiments.

Most of the flow visualization and temperature measurements were performed inside the subsonic wind tunnel in Hesse Hall. Practical considerations precluded moving the rather bulky and very sensitive LDV/minicomputer system from its permanent location to Hesse Hall, in order to conduct velocimetry experiments in the wind tunnel. Instead, the more portable test section and its support structure were moved to the 5 th floor of Etcheverry Hall, the location of the computerized LDV data acquisition system. Unfortunately, this limited LDV measurements to the free convection regime.

It should be remarked that, in principle, there is no reason why LDV 'experiments should not be possible in the wind tunnel. However, there are specific reasons why these would be difficult to perform. The long path
lengths required of the laser beams to access the interior of the wind tunnel, index of refraction variations due to large temperature changes, and low data rates due to the difficulty of seeding large volumes of air, contribute to the difficulties of performing accurate LDV measurements in a reasonable amount of time.

### 2.2.1 General considerations for mixed and free convection experiments

When the cavity was in the wind tunnel, its axis of rotation was horizontal and perpendicular to the direction of the air flow. It was placed slightly to one side of the tunnel centerplane, about 0.5 meters downstream of the last wind tunnel screen. Although thermal radiation from the cavity undoubtedly transferred heat to the screens, this resulted in no measurable preheating of the air approaching the cavity.

The flow in the test section of the wind tunnel, when the stagnation chamber is unobstructed, is very uniform and quiescent, with an approximate turbulence level, $\left(\overline{u^{2}}\right)^{1 / 2} / U_{\infty} \simeq 2 \times 10^{-4}$. One can argue that the contraction ratio, $R=14$, reduces the turbulence level by a factor $\approx R^{2}$, so in the stagnation chamber we can expect $\left.\overline{\left(u^{2}\right.}\right)^{1 / 2} U_{\infty} \simeq 0.04$.

The bulk of the mixed and free convection experiments were performed for average wall temperature conditions differing only slightly from the following values:

$$
\begin{align*}
\mathrm{T}_{\text {bot }} & \simeq 673 \mathrm{~K}\left(400^{\circ} \mathrm{C}\right) \\
\mathrm{T}_{\text {bac }} & \simeq 673 \mathrm{~K}\left(400^{\circ} \mathrm{C}\right)  \tag{2-3}\\
T_{\text {top }} & \simeq 611 \mathrm{~K}\left(338^{\circ} \mathrm{C}\right) \\
T_{\infty} & \simeq 295 \mathrm{~K}\left(22^{\circ} \mathrm{C}\right)
\end{align*}
$$

For these values:

$$
\begin{align*}
T_{c} & \simeq 652 \mathrm{~K}\left(379^{\circ} \mathrm{C}\right) \\
\Delta T / T_{\infty} & =\left(T_{C}-T_{\infty}\right) / T_{\infty} \simeq 1.21  \tag{2-4}\\
G r & =\left(g \Delta T b^{3}\right) /\left(T_{\infty} \cup_{\infty}^{2}\right) \simeq 4.2 \times 10^{7}
\end{align*}
$$

The actual experimental conditions for specific combinations of cavity aspect ratio and inclination angle are shown in figures and data listings provided in this work, and in Table 3.1. Typically, variations in corresponding average wall temperatures between runs were less than about 4\%, leading to similar values in the variations of $\Delta T / T_{\infty}$ and Gr between runs. Table 3.1 shows that $\mathrm{Gr} / \mathrm{Re}^{2}$ was varied between 0.55 and a number which ranged from 110.4 to 718.9 for experiments in the mixed convection regime. The Reynolds number, $R e=b U_{\infty} / \nu_{\infty}$ was varied between 0 (pure free convection) and 8740, corresponding to the highest velocity investigated in the mixed convection regime.

Whereas the free convection experiments conducted in the wind tunnel were protected from variations in ambient conditions, particularly air drafts, special care was taken to minimize the influence of disturbances in the LDV experiments performed outside of the wind tunnel in free convection regime. To achieve this, a heavy semi-permeable canvas cloth was draped around a boxlike frame surrounding the test section and its support structure. The frame had a base of cross-section $1.5 \times 1.5 \mathrm{~m}^{2}$. A 0.3 m gap between the floor and the bottom edge of the cloth allowed the entry and flow of air vertically upwards, past the test section. Two small holes in the sides of the canvas permitted optical access for LDV measurements and shadowgraphs at the level of the cavity. In addition to this precaution, the ventilation in the room where the test section was located was shut off prior to and during the LDV experiments. Similarly, doors and windows in the room were kept closed, and move-
ments of the experimenters in the immediate vicinity of the cavity were kept to a minimum during measurement. The room was large enough so that stratification of air in the surroundings was negligible during the course of an experimental run. Subsequently, measurements and flow visualization showed that the large buoyant forces set up in the cavity rendered the flow fairly insensitive to residual perturbations in the surroundings and the possible influence of the canvas cloth.

Before an experimental run, the cavity inclination angle and aspect ratio were set to the desired values. The cavity was brushed clean of copper oxide scale formed from previous runs. Power was then applied to the strip heaters until steady state conditions had been achieved, as indicated by the measurements of temperature at the cavity walls. This warm-up period lasted about $21 / 2$ to 3 hours.

For the studies in the wind tunnel, changes in wind speed had little effect on the surface temperatures of the cavity, the gas temperatures responded swiftly to changes in wind speed, and the photographs and temperature data could be taken as soon as the new wind speed was stabilized and measured. Each of the twelve aperture plane thermocouples was read 100 times at one-second intervals, so the time for each run was approximately 25 minutes. Runs in which LDV data were gathered were much more time-consuming, typically lasting five hours. The long-term stability of the temperature control system, and - to a lesser degree - the constancy of ambient conditions, were obviously important. These long tests were ordinarily run at night.

In mixed convection, an experimental run consisted in making measurements of temperature and photographing the flow for a range of $\mathrm{Gr} / \mathrm{Re}^{2}$, using the
techniques of Section 2.1. In free convection, a run consisted in making detailed measurements of the mean velocity and turbulent stress components of the flow at various locations, including the cavity aperture plane. Special considerations relating to the LDV technique are described in the next section.

### 2.2.2 Special considerations for LDV measurements in free convection

## Alignment

Prior to its use, the LDV optical system was aligned internally to permit simultaneous measurement of two velocity components in the back-scatter mode. The alignment instructions provided by the LDV manufacturer (DISA), and those recently documented by Turi [1981] for the present system, served for this purpose.

The optical system was then aligned relative to the cavity test section. The optical probe volume formed by the intersection of the converging laser beams was centered on the top (or bottom) corner of the cavity aperture, on the cavity symmetry plane. For heated wall conditions, the control volume could be placed to within $\pm 0.3 \mathrm{~mm}$ in the $x$ and $y$ directions, and within $\pm 2$ mm in the z direction.

After successful tests of symmetry, measurements in the $x-y$ plane were restricted to the symmetry plane, $z=0$ in Fig. 1. To avoid having to pass one laser beam through the cavity window during measurements in the aperture plane, the optical axis was slightly tilted, as shown in Fig. 10. This tilt was ignored in the data reduction, causing a systematic error less than 0.06 percent.

The above procedure permitted measurements of $u, v, \overline{u^{2}}, \overline{v^{2}}$ and $\overline{u v}$. To measure $W$ and $\overline{w^{2}}$ (and also to check the values found for $U$ and $\overline{u^{2}}$ ) the cavity
was turned 90 degrees by rotating the test section stand about its vertical axis. In this way the optical axis of the velocimeter was aligned normal to the projected cavity aperture plane to within $\pm 0.01^{\circ}$.

With the LDV system aligned relative to the test section, pre-chosen measurement locations were read to the computer software controlling the motorized traversing mechanism and automatic data acquisition. As a precaution and check, at the end of a profile scan the optical volume was restored to its starting point by a reversed sequence of commands.

For performing $x-y$ plane measurements in inclined cavities ( $\alpha>0^{\circ}$ ), it was necessary to rotate the velocimeter optical system by the amount of the cavity inclination angle in order to preserve the original relative orientation of the light beams with respect to the cavity. Because the internal alignment of the velocimeter optical system is independent of rotation about its optical axis, the optical probe volume dimensions, the probe volume location, and the quality of the interference fringes remained essentially unaltered.

## Data Validation and Storage

Figure 11 schematically describes the velocimeter-control, signalprocessing, and data-reduction hardware. Doppler signals, initiated by the passage of vegetable oil droplets through the optical control volume, are detected by the photomultiplier tubes and sent to separate, calibrated DISA 55N14 electronic downmixers. In this way the 40 MHz optical shift imparted by the $55 N 10$ Bragg cell to the Doppler signals was reduced electronically to a net shift of 0.5017 MHz per channel. Each electronic downmixer was connected to a DISA 55 L 96 signal processor or "counter" for signal validation and frequency determination. Prior to determining the final signal frequency, each
counter imposed a $5 / 8$ validation criterion on its respective Doppler signal, subject to a pre-selected comparator accuracy ( $6 \%$ in the present work). Signal amplification and threshold settings on the counters were fixed to maximize the data rate; due to the low air speed and oil droplet density the data rate displayed by the counters was probably never higher than 100 Hz on either channel. The optimized settings led to between 20 and $50 \%$ data validation on the counters.

For two-component measurements, signals validated on the counters were checked by a coincidence logic circuit (see Fig. 11) to ensure that the signal in each counter had originated from the same particle. To achieve this, a $25 \mu \mathrm{~s}$ coincidence window was allowed between validated signals from the two counters. Thus, validated signals separated by more than $25 \mu$ s were rejected. In the case of one-component measurements performed inside the cavity, the amplification gain on the unwanted counter (the undesired velocity component) was set high so as to obtain the highest data rate possible on that channel. In this way, the validated signal rate from the desired channel was not restricted by the coincidence window check.

The coincidence circuit was wired on a logic conversion circuit (LCC) board which in turn was wired between the counter output ports and the DR11-L interface board (a product of Digital Equipment Corporation). The first signal validated by either counter was sent to the LCC where it awaited a second signal from the other counter. The counter issuing the first validated signal was inhibited by the logic circuit in the LCC. If the second signal came within $25 \mu s$, the logic conversion circuit sent triggering pulses to activate both counters and restart the measurement sequence. The DR11-L interface board consists of two ports to handle two separate devices. Signals
in binary form are transmitted in parallel. Each port has two 16 -bit words, one for the Control Status Register (CSR), and one for the Data Buffer Register (DBR). These two registers are viewed as two memory locations by the PDP-11 Central Processor. When validated signals from both counters satisfied the coincidence check, Data Ready and Request bits on the CSR were set, and the counter data was sent to the DBR.

A handshake module loop was programmed in software to continuously check the Request bit setting. If the Request bit was set, data located in the DBR was fetched by the computer and stored in a temporary array. Then arming pulses were issued to the counters through the logic conversion circuit to activate them and restart a new sequence of measurements at the same location until a predetermined sample size was obtained. A conservative estimate of the time interval between a successful data acquisition and counter activation was about 0.6 ms , whereas the mean interval between successful acquisitions exceeded 10 ms .

In the present work, sample sizes of 1000 separate realizations were used for two-component measurements while samples of 500 realizations were used for one-component measurements. Upon completion of data acquisition at a measurement location, the data collected was processed statistically and stored in a permanent file. The software package then directed the stepping motors to the next measurement location where a new sequence of signal detection, validation, coincidence check, handshaking, data processing and storage, occurred.

The low data rates encountered in the experiments dictated the samples of 1000 or 500 Doppler signal realizations per measurement location. This choice of sample sizes was determined by the practical consideration of having to complete the experiments in a reasonable amount of time but with acceptable
precision. Measurements consisting of samples of 1000 data points were taken in the cavity aperture plane and outside of the cavity, where the data rate was higher. At these locations two-component velocity determinations were made and the coincidence check was imposed. The measurements consisting of samples of 500 data points were taken inside the cavity where the data rate was lower. To raise the data rate inside the cavity, measurements were restricted to a single velocity component in order to bypass the coincidence check. While this practice yielded less velocity component information per measurement location, it raised the data rate within the cavity to a level comparable to that in the aperture plane and outside; effectively, 10 to 50 Hz . Subsequent checks (discussed further on) showed that the sample sizes chosen were sufficiently large to obtain values of mean velocity and turbulent stresses with sufficient precision for the requirements of this study.

## Seeding Considerations

Vegetable oil droplets were generated by a pressure-regulated blast atomizer of the type described by Drain [1980] to provide a seeding level adequate for practical measurement purposes; see Fig. 12. The droplets ranged in size from 0.2 to $2 \mu \mathrm{~m}$, as measured optically by means of a microscope. The flow from the blast atomizer was injected into a plenum chamber which was connected to an airline to allow redistribution of the seeding agent. The seeded flow was connected to both ends of a metal tube 1.27 cm in diameter from which it issued through a narrow slot, $17.8 \times 0.64 \mathrm{~cm}^{2}$. In this way, the droplets were gently blown upwards into the buoyancy-induced draft, which entrained them into the heated cavity. Care was taken to ensure that the jet issuing from the slot did not perturb the buoyant flow in and around the cavity. This was guaranteed by positioning the slot below the cavity at a distance of 1 m .

Unfortunately, many particles never reached the measurement locations. Instead, they were carried off to the sides, or behind the cavity, by the buoyancy-induced draft of air. To reduce particle loss, a plywood board was placed beneath the cavity test section as shown in Fig. 12. It was verified by flow visualization that the presence of this board did not alter the fluid mechanic characteristics of the flow occurring in the cavity or its vicinity. The tent-like enclosure surrounding the test section also served to confine the particles to the vicinity of the test area.

In spite of these efforts, the number of oil droplets per unit volume was probably not perfectly uniform throughout the region in which LDV measurements were made. The possibility of a resulting systematic error is analyzed in Section 4. Errors due to a possible slip velocity between the air and oil droplets or due to the difference in density between these two fluids were shown to be negligible. This was done by substituting physical properties for the two phases into the integrated form of the equation of motion for a particle in a moving fluid given by Tchen [1947]. For the case of interest here the equation reduces to

$$
\begin{equation*}
u_{p}(t)=u_{f}(t)-c_{t} \tag{2-5}
\end{equation*}
$$

where $u_{p}(t)$ is the velocity of the particle at time $t, u_{f}(t)$ is the velocity of the fluid and

$$
\begin{equation*}
C_{t}=\frac{2}{9} \frac{g r^{2}}{v} \frac{\rho_{p}-\rho}{\rho} \tag{2-6}
\end{equation*}
$$

is the terminal velocity of a spherical particle falling in a fluid at rest, when the velocity of fall is slow. In eqn. (2-6) $r$ is the particle radius, $g$ the gravitational constant, $v$ the kinematic viscosity of air, $\rho_{p}$ the density
of the oil and $\rho$ the density of air. For the present case $C_{t} \simeq 10^{-7} \mathrm{~m} / \mathrm{s}$ and it follows that, except for exceedingly low speed flows, the particle and fluid velocities are essentially the same. Since the smallest measured fluid velocity was greater than $10^{-3} \mathrm{~m} / \mathrm{s}$, particle free fall effects had no influence on the measurements obtained.

The response of particles to turbulent fluctuations in the flow was also considered. Using results from the study by Dring [1982] it is possible to show that particles with a Stokes number:

$$
\begin{equation*}
S t=\frac{\rho_{p} \omega 4 r^{2}}{18 v \rho} \tag{2-7}
\end{equation*}
$$

less than 0.14 will follow oscillations of frequency $\omega$ with better than $99 \%$ speed accuracy and with less than $8^{\circ}$ in phase lag. For oil droplets of maximum size $2 \mu \mathrm{~m}$ the corresponding frequency is $\omega_{\max }=12,500 \mathrm{~Hz}$, approximately. Since this frequency is at least two orders of magnitude greater than the highest frequency expected in the present flow it is concluded that the particles responded faithfully to the fastest turbulent fluctuations.

Statistical Data Reduction
Mean velocities and turbulent stresses were determined from the formulae listed below:

$$
\begin{align*}
& U=\frac{\sum_{i=1}^{N} u_{i} \omega_{i}}{\sum_{i=1}^{N} \omega_{i}}  \tag{2-8}\\
& V=\frac{\sum_{i=1}^{N} V_{i} \omega_{i}}{\sum_{i=1}^{N} \omega_{i}} \tag{2-9}
\end{align*}
$$

$$
\begin{align*}
& w=\frac{\sum_{i=1}^{N} w_{i} \omega_{i}}{\sum_{i=1}^{N} \omega_{i}}  \tag{2-10}\\
& \overline{u^{2}}=\frac{\sum_{i=1}^{N}\left(U_{i}-U\right)^{2} \omega_{i}}{N}  \tag{2-11}\\
& \overline{v^{2}}=\frac{\sum_{i=1}^{N} \omega_{i}}{\sum_{i=1}^{N} \omega_{i}}  \tag{2-12}\\
& \overline{w^{2}}=\frac{\sum_{i=1}^{N}\left(w_{i}-W\right)^{2} \omega_{i}}{N}  \tag{2-13}\\
& \overline{u v}=\frac{\sum_{i=1}^{N} \omega_{i}}{N}\left(U_{i}-U\right)\left(V_{i}-V\right) \omega_{i}  \tag{2-14}\\
& \sum_{i=1}^{N} \omega_{i}
\end{align*}
$$

In the above formulae $N$ is the sample size. It consists of the total number of instantaneous realizations, $i$. The quantity $\omega_{\mathfrak{j}}$ is the weight factor for the $i$ 'th realization. If $\omega_{i}=1$ the simple arithmetic mean is obtained; equal weight being given to each measurement.

Many authors, following McLaughlin and Tiederman [1973] have observed that equal weighting is inappropriate in principle, even for a uniformlyseeded fluid, because fast-moving particles will traverse the optical probe volume more frequently than slow ones. Buchave et al. [1979] conclude from this that the proper weight factor is the duration of the signal returned from the ith scattering particle, $\Delta \mathrm{t}_{\mathbf{i}}$. Thus the time-averaging integral operation

$$
\begin{equation*}
u=\frac{1}{t} \int_{t_{0}}^{t_{0}+t} u\left(t^{\prime}\right) d t^{\prime} \tag{2-15}
\end{equation*}
$$

is to approximated by

$$
\begin{equation*}
U=\sum_{i=1}^{N} U_{i} \Delta t_{i} / \sum_{i=1}^{N} \Delta t_{i} \tag{2-16}
\end{equation*}
$$

The signals returned from fast particles are given smaller weights in the sum, in a way which exactly compensates for their abnormally frequent appearance.

Before trying to use equation (2-16), we need assurance that nothing in the signal-processing chain discriminates against particular signals, because of the speed of the light-scattering particle. This could happen, for example, if the computer were not ready to examine a new signal whenever it arrived, thus discriminating against the more closely-spaced signals from fast-moving particles. In our work, the mean time between signals exceeds the computer processing time by a factor of at least 30 , and this particular worry can be dismissed.

One might also worry that particles passing through the optical probe volume on trajectories nearly parallel to the fringes would escape detection, by failing to cross the requisite number of fringes. However, in our tests the fringes themselves sweep across the probe volume with a speed approximately equal to $3.5 \mathrm{~m} / \mathrm{s}$. This exceeds the highest measured particle speed by a factor of at least three, and insures that a particle will cross eight fringes while the particle is actually moving only about $1.5 \times 10^{-5} \mathrm{~m}$. This distance is only about $10^{-4}$ times the probe volume diameter, so the particle is extremely unlikely to escape detection by running away from the fringes.

Unfortunately, our data acquisition computer was not programmed to record the duration of each burst, and we could only estimate $\Delta t_{i}$ from the measured values of $U_{i}$ and $V_{i}$, the two velocity components normal to the axis of the optical probe volume. Because the probe volume is very slender, the axial component of particle speed has very little effect on the duration of the burst. Thus, when the two-component system was in use, equation (2-16) could well be replaced by

$$
\begin{equation*}
U=\sum_{i=1}^{N} U_{i}\left(U_{i}{ }^{2}+v_{i}{ }^{2}\right)^{-1 / 2} / \sum_{i=1}^{N}\left(U_{i}{ }^{2}+v_{i}{ }^{2}\right)^{-1 / 2} \tag{2-17}
\end{equation*}
$$

When the one-component system was in use, the only data from which $\Delta t_{i}$ could be estimated were: $U_{i}$; the speed of the fringes, $V_{f}$; the number of fringes crossed during the burst, $N_{f}$; and the distance between fringes, $\delta_{f}$. Then

$$
\begin{equation*}
\Delta t_{i}=N_{f} \delta_{f} /\left(V_{f}+U_{i}\right) \tag{2-18}
\end{equation*}
$$

This would be an excellent estimate, except that the counter logic imposes a maximum value on $N_{f}$, equal to 255 , and there is no provision for the recording of $N_{f}$.

Lacking any definitive estimates of particle residence time, we used two simple data-reduction schemes for the one-component measurements. The first was the simple equal-weight scheme for all signals, $\omega_{i}=1$. The second assigned equal weight to all signals for which the measured velocity was less than $0.05 \mathrm{~m} / \mathrm{s}$, and a weight equal to $0.05 /\left|u_{i}\right|$ for faster particles. Complete listings of both weighted and unweighted data are given in Appendix A.

Software for Data Acquisition and Reduction
Software was developed and programmed to perform the computerized data acquisition and statistical reduction discussed in this section. The details of the subroutines written to conduct these tasks are not important here. However, because much time and effort was put into developing a successful data acquisition and reduction package, listings of the subroutines are provided in Appendix C. In addition, a flow chart is provided for the interrelated subroutines. This information should be of value to researchers with requirements similar to those addressed in the present work.

## 3. RESULTS AND DISCUSSION

This section presents the results obtained from the experiment conducted in the heated cavity configuration for free and mixed convection regime. The results are discussed and interpretations of the phenomena observed are offered.

Table 3.1 shows the conditions investigated and the variables determined in the study. Conditions were limited to three aspect ratios $(a / b=0.5,1.0$ and 1.46 ) and three inclination angles ( $\alpha=0^{\circ}, 20^{\circ}$ and $45^{\circ}$ ). The table shows that in studies of mixed convection the parameter $\mathrm{Gr} / \mathrm{Re}^{2}$ was varied between 0.55 and 720 approximately. Except for a few experiments aimed at exploring small $\Delta T / T_{\infty}$ conditions, the bulk of the measurements were made for $\Delta T / T_{\infty} \simeq 1.21$ and $\mathrm{Gr} \simeq 4.2 \times 10^{7}$. The precise experimental conditions are given in the tables and figures discussed in this section. Listings of the data are provided in Appendices $A$ and $B$.

### 3.1 Free Convection

### 3.1.1 Flow visualization

Several movie films and many 35 mm stills were made of the heated cavity flow using the shadowgraph technique discussed in Section 2.1.4. Fig. 13 is a composite of typical free convection flows corresponding to the conditions listed in the caption. It is important to note that the cavity aperture plane dimension (b) was the same for all experiments. Unequal photographic reductions give the false impression that b varied.

The earlier free convection flow visualization experiment reported by Humphrey et al [1981] showed that residual fluctuations in the surroundings could affect the far field flow in the experiment. In the present work these
were virtually eliminated by conducting the experiment inside the wind tunnel plenum chamber, allowing air to be entrained through the trap doors; see Fig. 7.

Characteristic visible features of the flow included the following:
a) a strongly pre-heated boundary layer along the outer edge of the bottom heated plate.
b) separation of that boundary layer at the sharp entry corner, when $\alpha=0^{\circ}$ and $20^{\circ}$, with a highly unsteady reattachment about halfway along the bottom wall when $a / b=1.46$ and 1.0 , and reattachment on the back wall, at $x / b \simeq 0.25$, when $a / b=0.5$. The size of the recirculation zone decreases as $\alpha$ is increased, and the zone is barely visible when $\alpha=45^{\circ}$.
c) irregular detachment of plumes from the thermally unstable bottom boundary layer, starting at values of $y / b$ which increased with increasing $\alpha$. It is believed, from the experiments of Rotem and Claassen [1969], Lloyd and Sparrow [1970], and Pera and Gebhart [1973], and from the theoretical calculations of Chen and Tszoo [1982], that these plumes manifest the instability of bottom-heated boundary layers on nearly horizontal plates, to longitudinal vortex instabilities. No clear evidence of Tollmien-Schlichting (transverse wave) type instabilities was seen, nor was it to be expected, according to Chen and Tszoo [1982].

The theory of Chen and Tszoo predicts critical values of $y$, at which this instability is first possible for a given overall Grashof number. For our standard condition, $G r=4.2 \times 10^{7}$, the critical values of $y / b$ are shown in the first column of Table 3.2. The fourth column shows our fairly crude estimates of the position, $y / b$, at which the plumes seemed clearly visible. Our values are, of course, much larger than those predicted to mark the onset of
instability, since the disturbances grow fairly slowly. They show the same qualitative trends with $\alpha$, as predicted by the theory.

For $\alpha=0^{\circ}$, we can make a comparison with the experimental result of Rotem and Claassen [1969]. Their result, $\left(G r_{y}\right)^{1 / 3}=80$ to 100 , translates into $-y / b=0.23$ to 0.28 , in close agreement with our observed values. Similar agreement is found with the observations of Pera and Gebhart [1973]. To adapt the results of authors who assumed $\Delta T / T_{\infty} \ll 1$ for theoretical purposes, or who did experiments with small overheat, we have based our Grashof number on ambient-temperature properties. Had we used properties evaluated at a mean temperature, the corresponding values of - y/b would be increased by about a factor of 2 .

We believe that this instability plays a key role in initiating the unsteadiness and eventually the turbulence seen in our cavity, even at relatively low Grashof numbers. At first, it was suspected that the inflexional instability of the separated flow near the bottom lip of the cavity might be the trigger for unsteadiness, and a temporary turning vane was installed - to show what would happen when the separated zone was nearly eliminated. The flow became a bit more steady as a result, but the thermally-driven instabilities grew as before and the flow could still not be made steady.
d) a thin hot boundary layer on the back wall, into which the bottom boundary layer and some of the plumes emerging from the latter are entrained.
e) a fairly sharp, stably stratified, roughly horizontal thermocline, which marks the bottom of a comparatively quiescent pool of hot air. This pool receives the back-wall boundary layer and the plumes which have escaped entrainment. When $\alpha=45^{\circ}$, and to a lesser extent when $\alpha=20^{\circ}$, the discharge of the back-wall boundary layer into this pool is very reminiscent of the bottom of a waterfall, upside-down.
f) a fairly sharply-defined outflow from the hot pool, which separates from the upper edge of the aperture, reattaching soon thereafter, particularly when $\alpha>0^{\circ}$.

The flow visualization also gave a clear impression of the effects of $a / b$ and $\alpha$, on the degree of unsteadiness of the flow. Our observations generally support the notion that the unsteadiness originates in the instability of the bottom boundary layer, to wit:

1) Increase of $\alpha$, at fixed $a / b$, generally reduced the degree of unsteadiness. As $\alpha$ increases, the onset of plume formation is moved toward the back wall, so that a smaller fraction of the cavity volume is involved with plume motion. Plumes formed near the rear of the cavity, at $\alpha=20^{\circ}$ and especially at $\alpha=45^{\circ}$, rise only a short distance before merging with the backwall boundary layer or penetrating the thermocline. This restricts the size and vigor of unsteady motions associated with the plumes.
2) Increase of $a / b$, at fixed $\alpha$, generally increases the degree of unsteadiness, especially at the lower values of $\alpha$. It increases the fraction of cavity volume that can be involved with plumes, at least until the bottom of the back wall retreats beyond the line where the thermocline intersects the bottom wall. (This happens at $\alpha=45^{\circ}$, once $\mathrm{a} / \mathrm{b}$ exceeds about 0.8.)
3) Unsteadiness can be almost completely suppressed by increasing $\alpha$ and decreasing $a / b$. Thus for $a=45^{\circ}$ and $a / b=0.5$, the flow is almost perfectly steady.

In most cases, the hot air above the thermocline appeared to act as a sort of shock absorber, quickly reducing the vertical velocity of warm air parcels which are positively buoyant below the thermocline, and negatively buoyant above it. At $\alpha=45^{\circ}$ there was a prominent, nearly steady penetrating
and rebounding current where the backwall boundary layer enters this top layer. A stationary wave on the thermocline accompanies this structure, and is clearly seen in the lower right frame of Fig. 13. The current was made more clearly visible with smoke from $\mathrm{TiCl}_{4}$ sticks.

### 3.1.2 Measurements of temperature

Normalized mean temperature profiles across the aperture plane of the cavity are given in Figs. 14 to 22 for both free and mixed convection flows. The profiles corresponding to $\mathrm{Gr} / \mathrm{Re}^{2}=\infty$ (or $\mathrm{Re}=0$ ) are the ones of interest here. They display the following general characteristics.
a) For all aspect ratios and inclination angles, steep temperature gradients and high levels of fluctuation are observed near the top and bottom of the aperture plane. The hot layer near the bottom edge, which is associated with the separation of flow from that edge, is essentially independent of $a / b$, and becomes thinner as $\alpha$ is increased. The not layer in the top third of the aperture plane is thickest when $a / b$ and $\alpha$ are both largest. Its profile changes more with $\alpha$, at fixed $a / b$, than vice-versa. At $\alpha=45^{\circ}$, the entire temperature distribution is essentially independent of $a / b$.
b) The fluctuation levels, represented in the figures by bars of length $2 \sigma$, are substantial in the region of high gradient, for all $\alpha$ and $a / b$. However, they decrease as a increases, especially in the lower layer. The fluctuations also diminish, particularly in the upper layer, when $a / b$ is increased at constant $\alpha$. This may be due to the increasing volume of the "shock-absorbing" hot pool but, with the data available, it is risky to propose an explanation of these trends. We should be reminded, too, of the limited frequency resolution of these measure-
ments.
c) Especially when $\alpha=45^{\circ}, \partial \mathrm{T} / \partial \mathrm{x}$ is very nearly constant across the upper heated flow, having a value of about $8850^{\circ} \mathrm{K} / \mathrm{m}$. If we assumed that the isotherms are nearly horizontal in this region, the vertical temperature gradient would be about $\sqrt{ } 2$ times as large. Taking the mean temperature to be about $475^{\circ} \mathrm{K}$, we can estimate a Brunt-Vaisala frequency for the hot layer, of magnitude

$$
N=\left(\frac{g}{T} \sqrt{ } \frac{\partial T}{\partial x}\right)^{1 / 2} \approx 16 \mathrm{~Hz}
$$

This estimate is intended to give an upper limit to the frequency of internal waves that might propagate in this stably-stratified region. It cannot be taken too seriously, since the region is also sheared, bounded by a nearly isotherimal region on the bottom, and by a strongly-sloping roof above. Of special interest is the possibility of resonant standing-wave modes with horizontal wavelength equal to twice the length of the thermocline. A highly simplified linearized analysis in Appendix $D$ suggests that these would have frequencies of order $N / 3$ or $N / 4$. These preliminary ideas are relevant to a discussion of periodic, finite-amplitude oscillations observed in the mixed-convection regime.

### 3.1.3 Measurements of velocity and turbulent stress components

The bulk of the velocity and turbulent stress data were measured on the cavity symmetry plane, $z /(c / 2)=0$ in Fig. 1. Figure 23 shows the actual locations scanned in the symmetry plane. A limited number of measurements were also performed to check the degree of spanwise uniformity in the flow.

The results are shown in Fig. 24a and 24b, and they strongly support the notion of a flow which is essentially two-dimensional in the mean. Earlier measurements of temperature by Humphrey et al [1981] also revealed spanwise uniformity. Further checks on flow symmetry were considered unnecessary and were not performed. The measurements obtained on the cavity symmetry plane locations indicated in Fig. 23 are plotted in Figs. 25 to 30 and are discussed below.

Flow Through and In Front of the Aperture Plane
Three configurations were selected for exploration by Laser-Doppler velocimetry. The results are plotted in Fig. $25 \mathrm{a}, \mathrm{b}, \mathrm{c}$ for $\mathrm{a} / \mathrm{b}=0.5, \alpha=0^{\circ}$; in Fig. $26 \mathrm{a}, \mathrm{b}, \mathrm{c}$ for $\mathrm{a} / \mathrm{b}=1.0, \alpha=0^{\circ}$; and in Fig. $27 \mathrm{a}, \mathrm{b}, \mathrm{c}$ for $\mathrm{a} / \mathrm{b}=1.0$, $\alpha=45^{\circ}$. For additional clarification and comparison, Fig. 31 a,b,c,d shows the aperture-plane profiles of $V$ and $T$, superposed, with bars to indicate the fluctuation levels on the same scales. The length of each bar is twice the standard deviation of the fluctuating values of the corresponding quantity. Fig. 31 emphasizes the fact that these are highly fluctuating velocity fields, and confirms the impression gained from flow visualization and temperature measurements: that the fluctuations are most vigorous in the shallow cavity at $\alpha=0^{\circ}$ and least vigorous in the deep cavity at $\alpha=45^{\circ}$. Figure 31d directly compares the three $V(x)$ profiles, without the indications of fluctuation level. Note that the strength of inflow and outflow increase as $a / b$ increases from 0.5 to 1.0 , and then as $\alpha$ increases from $0^{\circ}$ to $45^{\circ}$, but that the profiles become more nearly symmetric about $x / b=0.5$ as this happens. Numerical integration shows that the net volume flow rate out of the cavity shows just the opposite trend.

Figure 32 compares the time-averaged streamline fields in the region just in front of the cavity (the region bounded by planes a-b-c-d in Fig. 23). Numerical values of the stream function around most of the boundary could be computed from the measured velocity and temperature data, or with an assumption that $T=T_{\infty}$ on portions of the boundary when the shadowgraph pictures show no temperature disturbance. Flow directions were measured all around the boundary. Streamlines were then sketched by eye, at equal increments of stream function. Figures $32 \mathrm{a}, \mathrm{b}$ confirm what has been said before (Section 3.1.1) about the separation bubble near the bottom edge of the aperture plane, and adds the somewhat surprising information that the time-averaged streamline actually springs outward from that corner, before turning sharply back inward. This feature has disappeared when the cavity is inclined to $\alpha=45^{\circ}$.

A few measurements were made farther in front of the cavity, which showed that the velocity is less than $0.01 \mathrm{~m} / \mathrm{sec}$ if $\mathrm{x} / \mathrm{b}>1$. Although the flow in the far field is induced mostly by the buoyant plume rising from the cavity itself, it was noted that the outer test section surfaces became as warm as 40 - $70^{\circ} \mathrm{C}$, depending on location, so that some of the induced far-field flow and in particular, some of the fluctuations in the flow approaching the cavity from below, may be due to these more widely distributed sources of buoyancy.

Several features of the measured turbulent stress components deserve comment:

1) The flow entering from below across the outward extension of the bottom wall ( $\mathrm{x} / \mathrm{b}=0, \mathrm{y}>0$ ) was virtually devoid of the turbulent shear stress $\overline{u^{\prime} v^{\prime}}$, although it was highly sheared out to about $y / a=1 / 8$. By contrast, $\overline{u^{\prime} v}$ ' reached substantial values on the corresponding extension of the top wall. (See Figs. 25c, 26c and 27c).
2) The turbulent kinetic energy is by no means isotropically distributed anywhere in the flow. There are striking increases in the horizontal components, $\overline{v^{\prime 2}}$ and $\overline{w^{\prime 2}}$, but usually a slight decrease in the vertical component, $\overline{u^{\prime 2}}$, in the stably-stratified region, $x / b>2 / 3$. (See Figs. 25b and 26b). Even at $\alpha=45^{\circ}$, where $u^{\prime}$ and $v^{\prime}$ are equally inclined to the vertical, $\overline{u^{\prime 2}}$ is systematically quite a bit smaller than either $\overline{v^{\prime 2}}$ or $\overline{w^{\prime 2}}$. Of course, all these observations must be accepted with caution, because of the "false turbulence" engendered by index-of-refraction fluctuations. The characteristically lower values of $\overline{u^{\prime 2}}$ are seen, however, even well in front of the cavity, where the laser beams should be traversing mostly isothermal air.
3) To the extent that we can estimate $E_{x y}=\partial V / \partial x+\partial U / \partial y$ along the aperture plane and along the outward extensions of the top and bottom walls, we infer the following relationship between $\overline{u^{\top} v^{\top}}$ and $E_{x y}$.
a) Along $x / b=0, y / b \geqslant 0.02: E_{x y}<0$, while $\overline{u^{\prime} v^{\top}} \approx 0$.
b) Along $x / b=1, y / b \geqslant 0.04: E_{x y}<0$ while $\overline{u^{\top} v^{\top}}>0$.
c) In the upper half of the aperture plane: $E_{x y}>0$ while $\overline{u^{\prime} v^{\prime}}>0$.
d) In the lower half of the aperture plane, where $0.05<x / b<0.5$, $E_{x y}>0$ while $\overline{u^{\prime} v^{\prime}}<0$.
e) Very close to the bottom wall, but on the upper side of the separation bubble, $E_{x y}<0$ while $\overline{u^{\prime} v^{\prime}}>0$.
Qualitatively, these relationships imply a positive eddy viscosity in the regions of unstable or ineffectual density stratification, but a negative eddy viscosity in regions of strong stable stratification. In the latter regions the product - $\overline{u^{\prime} v^{\prime}} E_{x y}$, which ordinarily is positive and represents a transfer
of kinetic energy from the mean-flow account to the eddy account, is locally negative and thus represents a reverse transfer. Such a transfer has been shown to take place in stably stratified shear layers, in the vicinity of the critical layer, at which the flow speed and the wave speed coincide. The linearized model of internal waves, shown in Appendix $D$, yields wave speeds in the range 0.1 to $0.3 \mathrm{~m} / \mathrm{sec}$. Since these lie in the range of our measured values of $V$, it is possible that we are seeing something like the absorption of internal waves at a critical layer; see Booker and Bretherton [1967]. Inner Flow

Limited, single component measurements of the flow inside a cavity with aspect ratio $a / b=1$ were obtained for conditions of $\alpha=0^{\circ}$ and $\alpha=45^{\circ}$ respectively. As shown in Figs. 28 to 30, the measurements were taken along the planes $x / b=0.5$ (U-component) and $y / a=-0.5$ (V-component). For the case $\alpha=0^{\circ}$, only unweighted data are available. Interception of the laser beams by the top wall in the cavity impeded near-wall measurements in this region of the flow. Likewise, beam deflection due to refractive index gradients precluded making measurements very near the back and bottom walls. The plotted results are in accordance with the observations made earlier. For both inclination angles the $V$-component profiles in Figs. 28a, 29a and 30a display the flow reversals corresponding to the separated recirculating flow region on the bottom wall. The profiles show clearly that inclining the cavity decreases the size of the recirculation zone.

To illustrate graphically the degree to which velocity bias can affect the measurements if it is not corrected, unweighted (simple arithmetic average) velocity and normal stress profiles were obtained from the data for $a / b=1.0$ and $\alpha=45^{\circ}$. The results are plotted in Figs. 30 and should be com-
pared with the corresponding profiles in Figs. 29. Since weighting decreases the relative contributions of large velocities to the average result (recall the discussion in Section 2.2.2) a small recirculation zone is shown in the weighted V-component profile plotted in Fig. 29-b. For the same reason, larger than normal scatter in the normal stress measurements is reduced when weighting is applied. These considerations should be borne in mind when interpreting the unweighted measurements for $a / b=1$ and $a=0^{\circ}$ plotted in Figs. 28, particularly the normal stresses.

### 3.1.4 Mass flux and convective heat transfer

Volume and mass fluxes can be computed from the velocity and temperature data presented in Figs. 14 through 31. The quadratures employed the trapezoidal rule. The uncertainties assigned to the integrals were computed on the assumption that each velocity measurement had an uncertainty of $\pm 0.005 \mathrm{~m} / \mathrm{s}$.

Table 3.3 shows the convective heat fluxes, calculated by application of equations like (1.10) to the surfaces $a, b, c$ and $d$ shown in Fig. 23. Since these surfaces entirely surround a region within which there are no heat sources, the sum $\sum \dot{Q}_{i}$ should equal zero. Positive entries in the table denote heat flux out of the enclosed volume.

The predicted statistical uncertainty in $\sum \dot{Q}_{i}$ suggests that the residuals are statistically significant and hence indicative of some systematic error in the velocity data or its interpretation. This will be discussed further in Section 4.

Table 3.4 presents more detailed results for surface (b), the aperture plane. The integral is separated into two parts, one covering that part of the aperture where there is outflow; the other covering the inflow. The predicted standard deviation of the net outflow again is based on a $\pm 0.005 \mathrm{~m} / \mathrm{s}$
uncertainty in each measured value of $V$. We see clearly that the trend in the net outflow, versus $a / b$ and $\alpha$, is opposite to the trend in $\dot{Q}$ (in) or $\dot{Q}$ (out). We also can see how sensitive $\dot{Q}$ (net) is to any small systematic uncertainty in the measurement of $V$.

For the aperture plane, where temperature was also measured, we can estimate mass flow rates by use of the quadrature

$$
\begin{equation*}
\dot{m}_{b} / c=\int_{0}^{p} \bar{\rho} V d x=\frac{p_{\infty}}{R} \int_{0}^{b}(V / T) d x . \tag{3-1}
\end{equation*}
$$

Table 3.5 shows the results of this calculation, again broken down into inflow, outflow and residual. It also shows the average densities of the inflow and the outflow, calculated from

$$
\begin{equation*}
\bar{\rho}_{i n} / \rho_{\infty}=\left(\dot{m}_{b}(i n) / \dot{Q}_{b}(i n)\right) \frac{\gamma}{\gamma-I} R T_{\infty} \tag{3-2}
\end{equation*}
$$

and a similar formula for $\bar{\rho}_{\text {out }}$.
The average densities seem remarkably independent of $a / b$ and $\alpha$, as though they depended only upon Gr and $\Delta T / T_{\infty}$. The fact that $\bar{\rho}_{\mathrm{in}} / \rho_{\infty}<1$ is due mostly to preheating of the air by the outer surfaces below the cavity.

Of course, for turbulent flow we do not expect the quadrature (3-1) to give an accurate mean value of the mass flux, because density and velocity fluctuations may be correlated. This is discussed in greater detail in Section 4.

Table 3.6 displays our final heat transfer results, reduced to heat transfer coefficients and Nusselt numbers according to equations (1-11) and (1-12). The uncertainties noted here are directly proportional to the values of $\sigma$ (net) shown in Table 3.4. They are based on the observed scatter of
measured velocities and include no allowance for possible systematic errors. The latter are discussed in Section 4.

There is, at present, no secure standard against which to test the accuracy of these results. There is the experiment of Mirenayat [1981], in which a cubical cavity heated on all sides was employed. This situation is very different from ours, but Mirenayat observed about the same fractional reduction of heat loss as we did, when $\alpha$ is increased from $0^{\circ}$ to $45^{\circ}$.

We note that Mirenayat and other authors have based their overall heat transfer coefficients on the total area of the heated walls, rather than the area of the aperture plane. If our data is reduced on this basis, the heat transfer coefficient for $a / b=0.5$ is reduced to $7.5\left(W / m^{2}{ }^{\circ} \mathrm{K}\right)$, while those for $a / b=1$ are reduced by a factor of three, to 2.5 and $1.5\left(W / m^{2}{ }^{\circ} \mathrm{K}\right)$. This enhances the contrast between the results for $a / b=0.5$ and $a / b=1.0$.

### 3.2 Mixed Convection

Before discussing the experimental results for mixed convection, we consider some very rough models of the purely forced flow.

Figure 33 shows the distribution of velocity over the upstream face of an inclined flat plate, in two-dimensional potential flow. That flow surrounds both the plate and a dead-air wake, in which the pressure is the pressure of the unperturbed stream. The location of the stagnation point, relative to the shaded section of the plate - which represents the position of our cavity opening - is the principal feature of interest.

A comparable theoretical calculation for a plate indented by an upstreamfacing cavity would be quite difficult, but it seems intuitively clear that the presence of the cavity would displace the stagnation point slightly away from the cavity.

The influence of the finite length of the cavity along its axis of rotation is potentially quite important. While $b / c$ is quite small, the aspect ratio of the cavity plus its upward and downward extensions, $\left(b_{1}+b+b_{2}\right) / c$, is not small, and the forced flow is bound to be significantly threedimensional. Near the aperture plane, the resulting z-component of velocity will be, very approximately, $W \approx U(z / c) \cos \alpha$ for $2 z / c \leq 0.7$, increasing more steeply thereafter, to $W \approx \pm U \cos \alpha$ at $z= \pm c / 2$. This lateral flow divergence would presumably increase $V$ somewhat in the region just in front of the cavity. More importantly, in the mixed flow, this divergence will stretch the vortex lines associated with the buoyancy-driven convection.

### 3.2.1 The experimental results

The tests performed with the procedures and instrumentation which have been described in Section 2 resulted in the photographs of Figs. 34-40 and the temperature profiles of Figs. 14-22. There were three general results of phenomenological interest, to wit:
a) a general stabilizing effect of weak winds;
b) periodic, two-dimensional oscillation of the cavity flow, in the presence of weak winds;
c) migration of the stagnation points of the time-averaged flow, from the competition between free- and forced-convection when $\alpha=20^{\circ}$ and $45^{\circ}$.

### 3.2.2 Qualitative effects of very weak winds

The most surprising and thought-provoking result of the mixed-convection experiments occurred with very weak winds, $U_{\infty} \approx 4$ to $6 \mathrm{~cm} / \mathrm{sec}$. These winds strongly inhibited the chaotic and three-dimensional fluctuations that characterized most of the free-convection flows, leading to flows that were either almost perfectly steady, or periodically oscillating. The effect was first
noticed when the forced flow was dying away after power to the blower was cut off. One could monitor the deceleration by noting the orientation of a small plume of hot air, which was originally swept downstream by the forced flow. When the plume was inclined about $10^{\circ}-30^{\circ}$ downstream, the flow in the cavity would be dramatically stabilized. Just after the plume became vertical, the cavity flow would burst into irregular fluctuations, which persisted until the blower was started again.

The wind tunnel speed was then held steady in the range 4 to $6 \mathrm{~cm} / \mathrm{sec}$, and quantitative evidence of the reduction of fluctuations was obtained. This appears in the contrast between the bottom two temperature profiles in each of Figs. 14-22. The bottom profile is for free convection; the next profile shows the effect of the weak wind. The cavity flow was not made perfectly steady, but fluctuations became either very periodic, or very few and far between. Because the temperatures were sampled periodically, at a frequency nearly equal to an integral fraction of the oscillation frequency, a striking reduction of the variance of the temperature samples does not necessarily discriminate between the steady flows and the periodic ones.

It seems likely that weak horizontal winds stabilize the cavity flow by two separate but cooperating mechanisms.

1) They carry away those wisps of vorticity that would otherwise separate from the bottom edge of the aperture-plane extension and be carried into the cavity by the buoyancy-induced flow. These might not be vigorous enough to be noticed by themselves, but might serve to trigger instabilities in the boundary layer on the heated bottom wall.
2) By stretching the vortex lines of the two-dimensional buoyancyinduced flow, they may inhibit the onset of the three-dimensional
instabilities, to which the bottom boundary layer is first subject (c.f. Chen \& Tszoo [1982]). At the same time, they could enhance local concentration of span-wise (z-component) vorticity, which is essential to the onset of the oscillating two-dimensional instability, allowing it to reach finite amplitude first, even on nearly horizontal surfaces (c.f. Pera and Gebhart [1973]).

It is impossible to put these suggestions on a firm base of experimental facts, with the few and mostly qualitative observations we have, or to see theoretically just how the vortex stretching would work inside the cavity, where it must be inhibited by the glass windows. We simply record them here hoping to return to the problem when competing research priorities are less pressing.

### 3.2.3 Periodic oscillations

The periodic oscillations shown in Figs. 39 and 40 seemed to be the natural outcome when $\alpha$ was between $0^{\circ}$ and $20^{\circ}$, and $a / b$ was 0.5 or 1.0 . The oscillation frequencies were measured either by displaying a prominently fluctuating wire temperature on a chart recorder, or by "freezing" the shadowgraph image with stroboscopic illumination. The frequencies fell in the range 2.2 5 Hz , and the oscillating flows seemed quite two-dimensional. The amplitude of oscillatory motion was highest near the top of the aperture plane, where well-formed blobs of hot air were periodically expelled from the cavity. A synchronous flapping of the backwall boundary layer and of the rearward part of the bottom boundary layer, was usually noticeable. Temperature fluctuations in the heated portion of the inflow, near the bottom of the aperture plane, were dramatically reduced.
 dimensional flows and flows that might have a periodic waviness in $z$.

Unfortunately, time and research priorities did not permit a comprehensive delineation of the parameter space in which oscillatory behavior occurs, but Table 3.7 summarizes such data as we gathered.

The reason for such prominent oscillatory behavior has not been conclusively demonstrated, but some possibilities have been identified and others have been tentatively eliminated. The scenario which we believe to be most likely involves a resonant sloshing motion of the upper, stably-stratified layer, in response to periodic impulses delivered to that layer at the rear of the cavity. These impulses would arrive as a consequence of an oscillatory instability of the bottom boundary layer, being transmitted mainly via a modulated momentum flux in the back-wall boundary layer. Since the distances between these layers are not large compared to the observed wavelength of the sloshing motion, an effective feedback loop via the pressure field may be a component of the observed process.

To sustain this hypothesis, we first rule out some less interesting possibilities, such as forcing at a frequency set by the speed of rotation and number of blades of the wind tunnel blower. This was done by achieving the same flow speed, and the same oscillations, at various different blower speeds, by varying the impedance of the wind tunnel circuit.

A second "external" cause, eddy-shedding from the sharp edges of the cavity extensions, is also easily ruled out. If we accept St $\equiv \mathrm{fL} / \mathrm{U}_{\infty} \approx 1 / 4$ as a basis for an estimate, and take $U_{\infty}=0.05 \mathrm{~m} / \mathrm{s}$ and $L=0.5 \mathrm{~m}$ we get $f \approx 0.02-0.03 \mathrm{~Hz}$, which is far below the observed frequencies.

Highly simplified analyses of the possibility of a resonantly-forced sloshing mode of the stably stratified upper layer (see Appendix D), also yield eigenfrequencies close to those observed.

The possible role of barotropic instabilities of the separating flow at the entry lip of the cavity is very hard to assess. When the turning vane was used, this kind of instability would be suppressed, and indeed it then seemed harder, but not impossible, to find the oscillations. A theoretical estimate of frequencies to be expected was attempted, but was inconclusive because essentially nothing was known about the unperturbed base flow. It was easy to predict oscillations of the observed frequency by assigning a plausible mean speed of translation of the vortices into which the shear layer coalesces, but this procedure is arbitrary and unconvincing. On the positive side, we found clearly measurable temperature fluctuations in this layer when the cavity was oscillating, indicating either a locally generated instability, or feedback from oscillations generated by baroclinic mechanisms farther downstream.

Our best clue to the possibility of a driving baroclinic instability is the work of Pera and Gebhart [1973]. That work was limited to small values of $\Delta T / T_{\infty}$ and $\alpha$, so that some guesswork is needed to apply it to our circumstances. If we calculate our Grashof numbers from $G r_{y}=g \frac{\Delta T}{T_{\infty}} \frac{y^{3}}{v_{\infty}{ }^{2}}$ and assume that $\Delta T / T_{\infty}$ has no independent effect on the quantities predicted ${ }^{\infty}$ or measured by Pera and Gebhart [1973], we conclude that two-dimensional oscillatory disturbances, with frequencies equal to those we observe, are unstable at $|y / b|>0.35$ when $\alpha=0^{\circ}$, but that they are probably stable for $\alpha=20^{\circ}$ for $|y / b|<1$. Even when unstable, they are slowly growing, so that amplification into something clearly visible is unlikely, unless the disturbance is strongly forced. If we were to evaluate the $\beta / \nu^{2}$ in $G r_{y}$ at $T_{c}$ or some simple average of $T_{C}$ and $T_{\infty}$, we should conclude that Pera and Gebharts' oscillatory disturbances would not be seen at all in our apparatus.

Pera and Gebhart found experimentally, that their observed oscillations, though forced in a two-dimensional way, developed in a highly threedimensional way. This was expected because, for small $\alpha$, a steady instability with longitudinal vortices is the first to become unstable [Chen and Tszoo, 1982]. They remarked, however, that this three-dimensional behavior was not suggested by the appearance of their interferograms, but was detected only when smoke filaments were introduced. Since our shadowgraph; like the interferometer, can't really discriminate between a two-dimensional disturbance and one that is periodic in the spanwise (z) coordinate, we cannot really rule against the baroclinic instability on the grounds that what we see is twodimensional.

In summary, we find that either of two distinct mechanisms -
(1) barotropic instability of the separated shear layer at the lower lip of the cavity, and
(2) baroclinic instability of the bottom boundary layer -
could conceivably trigger the observed oscillations, but we cannot conclude that one alone is responsible. Further experimentation, to delineate the exact range of parameters in which the oscillations appear, and to determine whether they are two-dimensional or three dimensional, would probably settle the issue.

### 3.2.4 Movement of the stagnation lines; escape of the heated air

A broad and relevant question about our mixed convection flows is - by what path does heated air escape from the cavity? If we believe the flow to be essentially two-dimensional, we are led to pay special attention to the occurrence and migration of stagnation lines of the time-averaged velocity
field, and to the stream surfaces that arrive at or depart from these stagnation lines.

In this section, we pursue this point of view until some of its inevitable conclusions are seen to conflict seriously with our measured temperature profiles, and with the implications of some of the shadowgraph pictures. We then retrace parts of the argument, with the assumption that convection along the $z$-axis plays an essential role.

Figures 41 display sketches, intended to show the time-average streamlines and the regions occupied by heated air, in the three qualitatively distinct regimes of mixed flow which arise when $\alpha>0^{\circ}$. The sketches were guided by the assumption that the shadowgraph images result from gas conditions that are at least statistically independent of $z$. For example, we infer from Figure 34, that there is heated fluid at any $x$ in the aperture plane, for $G r / \mathrm{Re}^{2}<16.2$, because we see evidence of light refraction on both sides of the aperture plane. The sketches make no attempt to indicate the effects of cavity depth, which seems to have little influence on the migration of the stagnation lines.

The two-dimensional interpretation.
Figure 41a shows the cavity at $\alpha=20^{\circ}$, in pure free convection. The flow entering the cavity is drawn up mostly from below, to replace the hot air that is propelled upward by a hydrostatic pressure gradient which exceeds the local specific weight. This flow is quite two-dimensional.

Figure 41b shows the first effects of a very weak wind. Two new stagnation points appear, one (0) where the oncoming wind divides, to go upward or downward, outside of the rising buoyant flow. The other ( $0^{\prime}$ ) appears on the wall below the cavity, at a point below which the flow is nowhere buoyant.

The upward drift along the lower wall is entirely overwhelmed by the local forced flow, which accelerates as the bottom edge of the aperture-plane extension is approached. The process by which this happens when the forced flow is started may be imagined as a sequence of events, to wit

1) a velocity field approximately identical to a potential flow over the unheated apparatus is suddenly superposed on the weak updraft of the free convection flow.
2) This produces an illegal downward slip-velocity at the wall, which is countered by the introduction there of a compensating vortex sheet.
3) This new vorticity diffuses out to form the new boundary layer, cancelling the pre-existing vorticity of opposite sign, which was in the boundary layer of the induced flow.

Because the upward velocity of the induced flow decreases, while the downward velocity of the forced flow increases, as distance down from the cavity increases, the weakest steady wind obtainable with the wind tunnel suffices to make $0^{\prime}$ appear somewhat on the wall, as shown. The supply of fluid to the cavity then comes through a narrow stream channel, just below the stagnation streamline that leads to point 0 .

The effects of the forced flow between 0 and the upper lip of the cavity are too weak (the forced flow is locally much slower, and the pressure gradient weaker, than at $0^{\prime}$ ) to block the upward escape of the hot air. This flow can be quite steady, or oscillating but still quite laminar.

The situation depicted in Figure 41b persists as $\mathrm{Re}^{2} / \mathrm{Gr}$ is increased until, quite suddenly, the mean situation changes to that shown in Figure 41c. Stagnation point 0 has moved to the wall, the upward escape of hot air is cut off by the new stagnation (or separation) line 0 ", and a trapped vortex
appears in the cavity. Hot air still escapes from the cavity, but it must now be transferred across the mean flow streamlines by vigorous turbulent eddying, and it now escapes downward.

To imagine how $0^{\prime \prime}$ would appear in a transient process, in which an adequately strong wind is suddenly started, we can add one more effect to the scenario described above for the lower wall. This is a reduction of the $x$ direction "buoyancy force" from ( $\left.\rho_{\infty}-\rho\right) g \cos \alpha$ to $\left(\rho_{\infty}-\rho\right) g \cos \alpha+\rho_{\infty} U d U / d x$, where $U$ is the forced flow velocity just outside of the thermal boundary layer. Between 0 and the upper $1 i p$ of the cavity UdU/dx $<0$.

It is hard to predict the point at which the upward motion of the hot air will be reversed, but it is relatively easy to see why the new stagnation point, $0^{\prime \prime}$, suddenly appears near the upper lip of the cavity, instead of moving slowly down from the vicinity of 0 as the wind speed is increased. Both $U$, which determines the amount of vorticity introduced at the wall, and UdU/dx, which reduces and eventually reverses the baroclinic generation of vorticity in the heated air, increase in absolute value from 0 to the lip. Thus the local obstacles to upward progress of the hot air are, for a given wind speed, highest at the lip. If the hot air has sufficient inertia and residual buoyancy to pass the point where $0^{\prime \prime}$ is sketched, it may then continue up to 0 , past which point the forced flow helps it along. This is not to deny that a gradual movement of $0^{\prime \prime}$ might appear in a set of careful experiments designed to reveal it, but to explain why we saw so little movement either as a function of $U_{\infty}$, or as the result of temporary additions to the aperture plane extensions.

A rough upper estimate of the value of $U_{\infty}$ above which $0^{\prime \prime}$ appears can be made by setting $\left(\rho_{\infty}-\rho\right) g \cos \alpha+\rho_{\infty} U d U / d x=0$, and relating $U d U / d x$ to $U_{\infty}^{2} / b$
and $x / b$ by use of the potential-flow calculations shown in Appendix $D$. This gives $U_{\infty} \approx 4.4 \mathrm{~m} / \mathrm{s}$ for $\alpha=20^{\circ}, U_{\infty} \approx 2.4 \mathrm{~m} / \mathrm{s}$ for $\alpha=45^{\circ}$, if we set $\rho=0.5 \rho_{\infty}$. These values are about 8 times the corresponding observed values. Discrepancies in the two-dimensional interpretation.

A clear implication of this interpretation of the photos is that we should find elevated mean temperatures and large temperature fluctuations in the lower part of the aperture plane, under conditions corresponding to Figs. 4lb and $c$. This expectation is not borne out by our temperature data, as is shown dramatically for $\alpha=20^{\circ}$ in the upper few curves of Figs. 15, 18 and 21. These show that at $z=0, T \approx T_{\infty}$ over much of the aperture plane, and that the extent of the ambient-temperature region increases rather rapidly with increasing $U_{\infty}$, (and somewhat with increasing $a / b$ ) once $G r / \operatorname{Re}^{2}<5.8$. Compare the impression given by the corresponding shadowgraphs in Figs. 35, 36 and 37.

A second embarrassment is implied by details shown particularly vividly in Figs. 36 and 37. Note that the curves of light and dark, which we identify roughly with material surfaces, appear to spiral inward toward a vortex center.

If these snapshots indicate a quasi-steady state of affairs, material surfaces would coincide approximately with stream surfaces, and fluid, both hot and cold, would appear to be moving in toward the vortex center. This would violate the continuity equation in a strictly two-dimensional flow, but not in one featuring a finite value of $\partial W / \partial z$. A three-dimensional interpretation.

Figure 42 presents a fairly speculative idea of what may actually be happening in the flows shown in the bottom row of shadowgraphs, in figure 37.

Ambient air enters the cavity at points such as $A$ and $A^{\prime}$, and passes under and behind the main vortex. If it enters close to the bottom wall it becomes heated by conduction. Throughout most of the span of the cavity, the pressure is low in the vortex core and the particle spirals slowly inward while drifting toward the nearer side window. The spanwise flow in the vortex core is arrested by the window, and something akin to a vortex breakdown or explosion may occur close to the windows ${ }^{2}$. This weakens or even reverses the radial pressure gradient, so that the particle suddenly spirals out again. The outer edges of the exploded vortex are responsible for the light refraction seen in those regions where the centrally located thermocouples register only ambient temperatures.

In the shallow cavity and at lower wind speeds, the central body of the vortex may extend out to the aperture plane, leaving a corresponding signature on the mean temperature distribution. This is seen prominently in Figs. 15 and 16 , in which a local minimum in $T(x)$ appears around $x / b=0.8$ (at $\mathrm{Gr} / \mathrm{Re}^{2}=2.35$ and 1.18 when $\alpha=45^{\circ}, \mathrm{Gr} / \mathrm{Re}^{2}=16.19$ and 5.65 when $\alpha=20^{\circ}$ ). One can speculate that this marks the average location of the main tongue of ambient-temperature fluid, which wraps completely around the vortex core before being warmed by conduction.

At higher wind speeds and in deeper cavities, the main vortex is pushed back away from the aperture plane and leaves no identifying thermal signature there.
**************************
${ }^{2}$ The theoretical possibilities of such a situation has been analyzed by Serrin [1972]. What we suggest here is akin to Serrin's "second kind of motion" (see his page 326).

The implication of the above interpretation, should it prove correct, is that results obtained by simulating the mean flow with a computational scheme that accommodates only two-dimensional motion are bound to differ from the real three-dimensional flow.

## 4. ANALYSIS OF EXPERIMENTAL ERROR

This section presents an evaluation and discussion of the major error sources possibly affecting the precision and accuracy of the measurements. The errors arise in connection with positioning of the measurement probe (mechanical or optical), radiation and conduction heat transfer to thermocouple wires, bias in velocity measurements due to the dependence on particles to track the flow and compounded by refractive index effects, and the finite sample size of the measurements. Wherever possible the magnitudes of the errors have been quantified and tabulated, either by reference to analytical considerations or experimental calibration. Because of the qualitative nature of results obtained via the shadowgraph technique, errors associated with flow visualization have not been considered.

Further discussion and tabulations of measurement errors, especially relatively minor ones associated with the LDV technique, not discussed here, are given in Chen [1983].

### 4.1 Temperature Measurements

### 4.1.1 Positioning error

It was pointed out in Section 2.1.2 that the thermocouples mounted on the harness, for determining aperture plane temperatures, could be positioned to within $\pm 5 \mathrm{~mm}$ of the cavity symmetry plane. This corresponds to a $\pm 1 \%$ uncertainty based on the spanwise dimension of the cavity.

The locations of the thermocouple junctions, in the $x$ - and $y$-directions were assigned uncertainties of $\pm 0.25 \mathrm{~mm}$, by direct measurement when the cavity was cold. Thermal expansion of the heated cavity added some systematic uncertainty in the position of the junctions relative to the cavity. The
height of the cavity opening, b, was observed to increase by about 1 mm as the cavity came to its usual test temperature. The yoke holding the wires did not get very warm, so we assume that the wires did not move. To make a conservative (pessimistic) estimate of the resulting uncertainty, we assumed that the distance of each junction from the lower lip of the cavity was not changed by heating, and then plotted $T$ versus $x / b$ with two different values of $b$ ( 93.66 mm , cold; versus 94.66 mm , hot). The maximum difference in $T$ for a given $x / b$ occurred in the high-gradient region near the top, and amounted to about $10^{\circ} \mathrm{C}$.

### 4.1.2 Systematic differences between thermocouple temperature and air temperature

The convective heat exchange which drives the thermocouple temperature toward the local, instantaneous air temperature has to compete with radiant heat exchange, metallic conduction along the thermocouple leads, and the heat capacity of the wire. These familiar error sources were all analyzed in a conventional way (see Scadron and Warshawsky [1952], Hinze [1975]). The full details of this analysis are given in Chen [1983], a summary is provided here.

The convective heat transfer coefficient for the 76 micron diameter wire was estimated to range from 160 to $400 \mathrm{~W} / \mathrm{m}^{2}{ }^{\circ} \mathrm{K}$. The corresponding time constant ranged from 0.2 to 0.5 seconds.

The radiant emissivity of the wire was estimated to be about 0.48 , from observations of the thermocouple temperature in regions where the air was at ambient temperature. The measured temperature profile for one or two runs was corrected for radiation effects, as is shown in Figure 43. The temperature data is reported without corrections, because the error is relatively small and no highly quantitative deductions were drawn from this data. The correc-
tions had no important influence on the mass-flow quadratures exhibited in Table 3.5.

On the assumption that the convective heat transfer coefficient is uniform along the wire that spans the cavity, metallic conduction effects were found to be negligible. On the other hand, they were large enough to have masked any short-wavelength variations of gas temperature in the z-direction, had we tried to measure these by traversing wires.

The finite time constant of the thermocouple attenuates a harmonic airtemperature oscillation of frequency $f$, by a factor $\left(1+\left(2 \pi f_{\tau}\right)^{2}\right)^{-1}$. Thus, oscillations for which $f \geqslant 2 \mathrm{~Hz}$ are only weakly represented in the thermocouple signal. Since the signal was sampled periodically, at one second intervals, exactly periodic fluctuations of air temperature will not show up in the sample if their frequencies are exact integral multiples of the sampling frequency. In this pathological case, even the mean air temperature may be misrepresented.

All these considerations lead us to place little faith in the quantitative observations of air temperature fluctuations. Since no quantitative use is made of them, this is not too serious. Table 4.1 presents a summary of estimated uncertainties for the mean temperature measurements.

### 4.2 Velocity Measurements

The LDV technique is simple in principle, because of the linear relation between the Doppler shift of the frequency of laser light, Mie-scattered from a small particle, and the velocity of the particle. For an LDV system based on the differential Doppler technique, Drain [1980], the relation is:

$$
\begin{equation*}
U=\frac{\lambda}{\sin \gamma / 2} f_{d} \tag{4-1}
\end{equation*}
$$

In this relation $\lambda$ is the radiation wavelength, $\gamma / 2$ is the half angle between the pair of beams creating the optical fringe pattern, $f_{d}$ is the Doppler-shift in the radiation scattered by the particle and $U$ is the component of particle velocity, normal to the fringes. The practical complications with which we must be concerned in this study fall into two classes:

1) Those that affect the accuracy and precision with which individual values of $U$ can be determined from individual bursts of scattered light.
2) Those that limit what we can deduce, from a sequence of U-values, about the statistical properties of an unsteady fluid velocity.

Both classes of complications have been extensively discussed in the literature; for example by Durst et al [1976], Buchave et al [1979], Drain [1980]. They are discussed here in the next two sections.

### 4.2.1 Uncertainty of individual measurements

As each oil droplet traverses the optical probe volume, the photomultiplier tube produces an oscillating voltage. Because the flow is nonuniform and unsteady, and the probe volume is finite, the frequency of oscillation may vary somewhat during the lifetime of the signal (the "burst"). The computer verifies that the frequency is substantially constant over an interval of about 15 to 20 microseconds (the time to cross 8 fringes), and calculates the corresponding value of $U$. The burst may continue for a considerably longer time - perhaps lasting from fifty to several hundred microseconds, but no further information is obtained from it because the recovery time of the computer is about $600 \mu \mathrm{sec}$.

## Minor effects

It is clear that the exact position of the particle at the time of measurement is slightly uncertain, so that the statistical processing of the 500 or 1000 measurements made at each "point", involves a bit of volume averaging as well as ensemble or time averaging. On the scale to which our results are presented graphically, the averaging volume is quite invisible.

The value of $U$ itself is uncertain to a degree determined in part by clock errors in the counter, shift errors in the electronic downmixers, and Bragg-cell bias. In view of the manufacturer's guarantees or calibration procedures carried out during the tests, we believe these uncertainties to be negligible.

Additional uncertainties in $U$ arise if the particle does not faithfully follow the unsteady motions of the fluid, or if the optical fringe field is displaced or dances about as a result of variation of index of refraction along the path of the incident laser beams. We have already been assured that the first point is not troublesome in our case, but we find substantial reason to worry about the latter.

## Refractive Index Effects

Uncertainties due to variable index of refraction have been analyzed and discussed by Buchhave et al [1979, Section 4] and some useful illustrative calculations of beam deflections in regions with specified variations of index have been given by Schmidt and Wang [1982]. It is clear from the strong shadowgraph images we have obtained, that significant bending of light beams occurred in the present tests. The following calculations and test were made, to evaluate this source of error in our results.

To estimate the mean deflection of the laser beam that traverses the greatest length of heated air, we employed the approximation

$$
\begin{equation*}
x_{1}-x_{0} \Rightarrow \frac{\partial \eta}{\partial x} \frac{\left(z_{1}-z_{0}\right)^{2}}{2} \tag{4-2}
\end{equation*}
$$

The coordinates $x$ and $z$ are defined as in Fig. 1, the beam deflection is illustrated in Fig. 44. This approximation is adequate if the index of refraction, $\eta$, is very nearly equal to 1 , and if $a n / a x$ is constant along the path of the beam. For air, we used the formula given by Buchhave et al [1979, eqn. 4.1.1]

$$
\begin{equation*}
\eta=1+7.92 \times 10^{-7} \mathrm{p} \text { (pascal)/T(Kelvin) } \tag{4-3}
\end{equation*}
$$

and set $p=1.01 \times 10^{5}$ pascal (atmospheric pressure). Inserting $z_{1}-z_{0}=267 m$ (the half-span of the aperture plane), and selecting representative values of $T^{-2} \partial T / \partial x$ from Figs. $31 a, b$ and $c$, we estimate the following maximum beam deflections

| $\mathrm{a} / \mathrm{b}$ | $\alpha$ | $\mathrm{x}_{0}(\mathrm{~mm})$ | $\mathrm{x}_{1}-\mathrm{x}_{0}(\mathrm{~mm})$ |
| :---: | :---: | :---: | :---: |
| 0.5 | 0 | 2.65 | .36 |
| 0.5 | 0 | 92.37 | -.22 |
| 1.0 | 0 | 2.65 | .34 |
| 1.0 | 0 | 92.37 | -.20 |
| 1.0 | $45^{\circ}$ | 2.65 | .60 |
| 1.0 | $45^{\circ}$ | 92.37 | -.11 |

These deflections are small enough to justify the assumption of constant mean
$\partial n / \partial x$. Because they are largest where $V$ is also largest, they may have a significant effect on the computed net heat transfer. This effect is estimated by displacing all the nominal points of measurement by amounts computed as above, and recalculating the integral $\int_{0}^{b} V d x$. This shows that in the case of lowest heat transfer, $a / b=1$ and $\alpha=45^{\circ}$, a correction of about - $10 \%$ should be made to $\dot{X}_{b}$ on this score. For the other cases, the corresponding corrections would be less than - $2 \%$.

The laser beams may also be deflected in the $y$ direction, so that velocity data nominally acquired at $y=0$ really came from points slightly outside the aperture plane. The effect of this on local values of $V$ can be roughly. estimated from the formula

$$
\Delta V \approx-\left(y-y_{0}\right) \partial U / \partial x,
$$

and $\partial U / \partial x$ can be estimated from our data.
It appears that this error source leads to systematic underestimates of $\dot{Q}_{b}$, so that the errors due to horizontal displacements tend to reduce those due to vertical displacements. In summary, it appears that this source of uncertainty is a minor one.

Besides the mean deflection of the laser beams, refraction variations will induce a spurious level of fluctuations, discussed in some detail by Buchhave et al [1979]. We made two tests to estimate the severity of these problems in the present study.

In the first test, a laser beam which had traversed the entire span of the cavity, through a region of vigorously fluctuating temperature, was intercepted by a translucent screen. The center of the illuminated spot wandered over a circle of diameter no greater than the diameter of the spot itself.

This implies a corresponding increase in the inherent uncertainty of the location of a light-scattering particle at the time a burst is recorded.

To obtain a measure of the "false turbulence" due to dancing of the fringe pattern, the optical probe volume was focussed on the top outer corner of the cavity, on the symmetry plane. The solid corner served as a stationary scattering center. From a blank run with an unheated cavity, it was confirmed that the means obtained from several samples of 1000 burst frequencies each very nearly corresponded, for each counter, to the frequency set on its electronic downmixer, and that the standard deviation of this sample of frequencies was nil. Then the cavity was heated to its standard operating temperature, and the apparent motion of the stationary corner was observed. No particle seeding was done in either test.

The individual values of $V$ and $U$ scattered widely when the cavity was hot, and the variances of $V$ and $U$ in this test were about half as large as the corresponding quantities inferred from signals returned from oil droplets at a point 1.8 mm below the top wall corner. The table below summarizes these results, which apply to the geometry $a / b=0.5, \alpha=0^{\circ}$.

| Test. | $V$ | $u$ | $\overline{v^{2}}$ | $\overline{u^{2}}$ |
| :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{~m} / \mathrm{s}$ | $\mathrm{m} / \mathrm{s}$ | $\mathrm{m}^{2} / \mathrm{s}^{2}$ | $\mathrm{~m}^{2} / \mathrm{s}^{2}$ |
| A | 0.000 | 0.000 | 0.0011 | 0.0006 |
| B | 0.013 | 0.007 | 0.0557 | 0.0067 |
| C | 0.345 | 0.351 | 0.0912 | 0.0158 |

Test code: A: unheated cavity, beams focussed on corner.
B: heated cavity, beams focussed on corner.
C: heated cavity, light scattered from oil
droplets at a point 1.8 mm below top wall
corner.

It is not obvious why the fluctuations in $V$ were so much larger than those in $U$, or why the mean offsets in $V$ and $U$ should be positive. One of the beams used to measure $V$ traverses a mostly isothermal region (the one shown at $\gamma$ degrees with respect to the aperture plane in Fig. $10-\mathrm{b}$ ), whereas both of the beams used to measure $U$ are in the heated region of the aperture plane for most of their length at the $x$ positions chosen for illustration. This could lead us to expect a difference, but what difference it is hard to say. For the moment, we simply notice that these false mean velocities amount to about 3 or 4 percent of the measured gas velocities near the corner - introducing an uncertainty which is small in itself, but which could contribute very significantly to uncertainty in $\int_{0}^{b} V d x$. "False turbulence" due to variation in the refraction of the beams seems, from this limited test, to be a comparatively serious problem. If the experiments were to be repeated, it would probably be wise to employ some sort of comparator technique, in which each data sample from the moving droplets is matched with a sample gathered from light scat-
tered from a nearby stationary fine wire. The data rate for the comparison test (involving the wire) might so greatly exceed that of the fluid-motion test, that it would be unnecessary to make the comparison tests in unseeded air. As a first approximation, the true variance of the fluid-velocity sample could be found by subtracting the variance of the wire-scattered signals from that of the droplet-scattered samples. This assumes that the apparent velocity fluctuations, which result from cumulative effects of refraction along the entire paths of the beams, are statistically independent of the actual fluctuations, which are more locally determined.

### 4.2.2 Uncertainties of statistical interpretation

## Velocity bias

This has been discussed in Section 2.2.2, and we restate here only the conclusion that our statistical procedures should eliminate this bias in the two-component data. For the one-component data, there may be residual uncertainties, which we have no immediate way of quantifying.

The differences between our weighted and unweighted averages (see Appendix A) are large, particularly for $\overline{u v}$, and it is important to remember that our discussion of results is based on the weighted averages. Quite a different picture of the flow would be deduced from the unweighted averages. Effects of non-uniform seeding

In our preliminary discussion of the interpretation of LDV data, and most explicitly in our interpretations of various surface integrals - as being approximately equivalent to convective heat fluxes or mass fluxes - we have treated the mean velocity ( $U, V, W$ ) as a time-average of instantaneous velocities. Actually, since the probability of observing a particular value of instantaneous velocity is proportional to the density of scattering centers in
the observation volume when the air there has that velocity, the LDV system gives a density-weighted average.

The relevant density is the number density of the scattering centers (here droplets), but we expect this to be proportional to the density of the air, providing that:

1) the particles become uniformly dispersed throughout the air, before the latter is non-uniformly heated; and
2) the particles do not subsequently diffuse through the air, but move with it.

When these circumstances prevail, our application of equation (2-16) leads us to density-weighted (Favre) averages of the fluctuating velocity. Since the ideal circumstances are unlikely to prevail, and since we have no simultaneous local measurements of density, the identity of the average we have formed is somewhat ambiguous.

The quantitative implications of this ambiguity may be roughly estimated by the following model, in which the number density of particles is taken to be proportional to the gas density. We attempt to estimate the difference between the two averages

$$
\begin{equation*}
V=\sum_{i}^{N} v_{i} \Delta t_{i} / \sum_{i}^{N} \Delta t_{i} \tag{2-16}
\end{equation*}
$$

and

$$
\begin{equation*}
V_{F}=\sum_{i}^{N} \rho_{i} V_{i} \Delta t_{i} / \sum_{i}^{N} \rho_{i} \Delta t_{i} \tag{4-4}
\end{equation*}
$$

Having no reason to suspect a correlation between $\rho_{i}$ and $\Delta t_{i}$, we simply set

$$
\begin{align*}
\sum_{i}^{N} \rho_{i} \Delta t_{i} & =\vec{\rho} \sum \Delta t_{i} \text {, so then } \\
V_{F} & =\sum_{i}^{N}\left(\frac{\rho_{i}}{\rho}\right) V_{i} \Delta t_{i} / \sum \Delta t_{i} \\
& =V+\sum_{i}^{N} \Delta \rho_{i} \Delta V_{i} \Delta t_{i} / \bar{\rho} \sum \Delta t_{i} \tag{4-5}
\end{align*}
$$

where $\Delta \rho_{i}=\rho_{i}-\bar{\rho}$, and $\Delta V_{i}=V_{i}-V$. To represent this more compactly, we introduce a correlation coefficient $r$, such that

$$
\begin{equation*}
\sum_{i}^{N} \Delta \rho_{i} \Delta V_{i} \Delta t_{i} / \sum_{i}^{N} \Delta t_{i}=r \sigma_{\rho} \sigma_{v} \tag{4-6}
\end{equation*}
$$

where $\sigma_{\rho}$ and $\sigma_{v}$ are standard deviations of the experimental samples of $\rho$ and V. Thus we get

$$
\begin{equation*}
V_{F}=V+r \sigma_{\rho} \sigma_{v} / \bar{\rho} \tag{4-7}
\end{equation*}
$$

This, of course, proves nothing, but simply expresses the proposition in terms of quantities for which we have experimental estimates ( $\sigma_{\rho} / \bar{\rho}$ and $\sigma_{v}$ ), or which we can plausibly guess ( $r$ ).

We now consider the specific situation in the aperture plane. We have an estimate of $\sigma_{v}$, calculated from equation (2-12), with $\sigma_{v}=\left(v^{2}\right)^{1 / 2}$. We also have a fairly suspect estimate of $\sigma_{\rho} / \bar{\rho}$, from the thermocouple data, presented in Appendix B. (We assume, for this purpose, that $\sigma_{\rho} / \bar{\rho}=\sigma_{T} / \overline{\mathrm{T}}$.) Because of the sluggish response of the thermocouples, and visual evidence that the frequency spectrum of density fluctuations would probably exhibit significant amplitudes at frequencies at least up to 10 Hz , we suspect that true values of $\sigma_{\rho}$ would be at least twice the values tabulated.

Finally, in the aperture plane, it seems certain that $r$ will be negative, since air entering the cavity ( $v^{\prime}<0$ ) is likely to be cold and relatively dense ( $\rho^{\prime}>0$ ), while air leaving the cavity is likely to be hot and relatively expanded.

For sample estimates, we have assumed $r=-0.5$, and have doubled the values of $\sigma_{T} / \bar{T}$, which were calculated from the thermocouple data. Calculations were done for all three cases for which we had LDV data.

The calculations show that $V$, which we intended to measure, is everywhere more positive (outward from the cavity) than $V_{F}$, which we actually did measure if the droplets are distributed in the way supposed in the model. The difference, $V-V_{F}$, was greatest ( $2 \mathrm{~cm} / \mathrm{sec}$ ) near the top of the shallow cavity, almost as great ( $1.5 \mathrm{~cm} / \mathrm{sec}$ ) very near the bottom of the deeper, horizontal cavity, and very much smaller ( $<0.2 \mathrm{~cm} / \mathrm{sec}$ ) in the much quieter flow of the deeper, inclined cavity. The differences never exceeded about 7 percent of $V_{F}$, but a major cumulative effect appears in the integral across the aperture, to wit

$$
\int_{0}^{b}\left(V-V_{F}\right) d x / \int_{0}^{b} V_{F} d x=\begin{array}{ll}
0.23 & \left(a / b=0.5, a=0^{\circ}\right) \\
0.50 & \left(a / b=1.0, a=0^{\circ}\right) \\
0.16 & \left(a / b=1.0, a=45^{\circ}\right)
\end{array}
$$

Before these differences are interpreted as uncertainties in the computed convective heat transfer, we need to reexamine the assumptions that allowed us to write equation (1-10) and the comment below it.

If our measurements have more nearly defined $V_{F}$, rather than $V$, we need to reconsider the application of (1-10) to a highly fluctuating flow. Formerly we wrote

$$
\begin{equation*}
\overline{\rho V T}=\overline{\rho T} V+\overline{(\rho T)^{\prime} V^{\prime}},=\frac{p_{\infty}}{R} V+\overline{(\rho T)^{\prime} V^{\prime}} \tag{4-8}
\end{equation*}
$$

and asserted that $(\rho T)^{\prime}$ was $\approx 0$ because $\rho T=p_{\infty} / R$ is an accurate approximation to the equation of state. Now we must consider $\rho v$ as a single variable, and write

$$
\begin{align*}
\overline{\rho v T}=\overline{\rho v} \bar{T}+\overline{(\rho v)^{\prime} T^{\prime}} & =\bar{\rho} V_{F} \bar{T}+\overline{(\rho v)^{\prime} T^{\prime}} \\
& =\frac{p_{\infty}}{R} V_{F}+\overline{(\rho v)^{\prime} T^{\prime}} \tag{4-9}
\end{align*}
$$

If what we previously thought to be $\sigma_{v}$ is in reality $\sigma_{\rho v} / \bar{\rho}$ we have an experimental measure of it, and know that it is large. We also have our suspect measure of $\sigma_{T}$, and we still have intuitive grounds for associating positive values of ( $\rho v$ )' with outflow, and hence with positive values of $T^{\prime} .{ }^{3}$ In fact, we recognize that $\overline{(\rho v)^{\prime} T^{\prime}}$ is probably nearly equal to $\bar{\rho} \bar{T}\left(V-V_{F}\right)$. From either interpretation, it is clear that $V$, rather than $V_{F}$, belongs in equation (1-10). Since $V>V_{F}$ everywhere in the aperture plane, we shall underestimate $\dot{Q}_{b}$ if the quantities we insert into (1-10) are closer to $V_{F}$ than to $V$.

To complicate matters further, it is by no means certain that the droplets were uniformly dispersed throughout the air before the air was heated. It is even possible that our technique of seeding may accidentally have offset some of the tendency toward Favre averaging, by introducing a somewhat greater concentration of particles into that portion of the air that will subsequently become hottest. On the other hand, there is a known tendency for small particles to migrate away from hot regions in a gas (thermophoresis), and this has been a limiting factor in some previous LDV work.

## *************************

$3^{3}$ Note that $(\rho v)^{\prime} \neq \rho^{\prime} v^{\prime}$. In particular, $(\rho v)^{\prime}$ has the same sign as $v^{\prime}$. 106

The conclusion of this point of discussion is that unintended bias of our average velocities, caused by non-uniform concentration of scattering particles, is a major source of experimental uncertainty. It probably introduces only a few percent uncertainty into the individual velocity values, but may introduce major systematic errors into our estimates of convective heat transfer. The component of this error due to temperature fluctuations in the gas may be as large as 15 to 50 percent if the correlation coefficient for $v^{\prime}$ and $T^{\prime}$ fluctuations is as large as 0.5.

Further insight into this question is sought in the next section, by examining the residual heat and mass fluxes which are presented in Tables 3.3 and 3.5.

## Fluctuations and finite sample size

The above subsections question whether the technique of sampling the velocity biases the statistical population from which the sample is drawn. Our final concern is that we draw large enough samples to obtain adequately precise measures of the means, variances, and cross-correlations characteristic of the sample populations. See Bowker and Lieberman [1972].

Either 1000 or 500 measurements were processed for each statistical calculation. The resulting uncertanties in $V$ range from about $\pm 0.005 \mathrm{~m} / \mathrm{s}$ to $\pm 0.015 \mathrm{~m} / \mathrm{s}$. The propagation of these uncertaintities through the calculation of $\dot{Q}_{b}$ results in the uncertainty estimates listed in Table 3.4 4.2.3 Conservation tests - assuming two-dimensional flow

The calculations of heat flux through the surfaces (a), (b), (c) and (d) of Figure 23, (see Table 3.3) and of the mass flux through the aperture plane (Table 3.5) were made in the hope that they would establish limits on systematic error in our data gathering or interpretation. Ideally, $\sum \dot{Q}_{\dot{i}}$ in Table 3.3,
and $\dot{m}_{b}$ (net) in Table 3.5, should equal zero, because there are no heat or mass sources within either control volume. The non-zero residuals are shown in Tables 3.3 and 3.5 to be statistically significant, so we seek possible explanations of systematic effects.

The assumption of two-dimensional flow
The conservation statements apply in principle to enclosed control volumes, which we visualize as thin pancakes, bisected by the symmetry plane, $z=0$. By asserting that there should be no net flow through the narrow edges of the pancake, we assume that there is none through the broad faces. In the limit of an infinitely thin control volume, still bisected by a symmetry plane, $z=0$, the exact conservation statement, say

$$
\begin{equation*}
\int_{A} \int_{\sim}^{V} \underset{\sim}{V} \cdot \underset{\sim}{n} d A=0 \tag{4-10}
\end{equation*}
$$

becomes

$$
\begin{equation*}
\oint_{c}[V d x+U d y]+\left.2 A_{z} \frac{\partial \bar{W}}{\partial z}\right|_{z=0^{+}}=0 \tag{4-11}
\end{equation*}
$$

Here $c$ is the curve along which $U$ and $V$ were measured, $A_{z}$ is the area enclosed by that curve, and $\left.(\overline{\partial W / \partial z})\right|_{z=0^{+}}$is an average over $A_{z}$. When we assume strictly two-dimensional flow, we drop the last term in (4-11). We now ask whether $\overline{\partial W / \partial z}$ could possibly be large enough to explain the residuals shown in Tables 3.3 and 3.5.

A simple calculation shows that the values of $\overline{\partial W / \partial z}$ necessary to account for the residual, $\sum \dot{Q}_{j}$, in Table 3.3 are

$$
\frac{0.073 \sec ^{-1}}{} \quad \frac{a / b}{\partial W / \partial z}=0.5, \alpha=0^{\circ}
$$

We measured $W(z)$ in the aperture $p$ lane, for four values of $x / b$ $\left(a / b=1.0, \alpha=0^{\circ}\right)$. However, when we try to evaluate $a W / a z$ by a leastsquares fit to these data, we encounter a statistical uncertainty considerably larger than the value itself. Thus we can neither confirm nor rule out the possibility that leakage through $A_{z}$ explains the residuals in Table 3.3.

The same conclusion unfortunately applies to the values of net heat loss from the cavity, listed in Table 3.4. The values of $\partial W / \partial z$ required to throw our heat loss calculations completely into doubt are only slightly larger than those shown above, and this fact cannot be ruled out.

From these calculations, it seems clear that a more valuable test of twodimensionality would have involved repeating the profiling of $U$ and $V$ at two extra values of $z$, perhaps at $z \pm c / 4$.

## Long-term temporal stability

Since it took a few hours to complete each profiling operation, it is clearly possible that the residuals may have resulted from drifting conditions. If, for example, the cavity were to warm up slightly while an aperture-plane profile was being measured from bottom to top, $\dot{Q}_{b}$ (out) would presumably be greater, and $\dot{Q}_{b}$ (in) smaller, that the values found, had the cavity remained exactly at the mean of its initial and final temperatures. The change in $\dot{Q}_{b}$ net could then be considerable.

For a quantitative estimate, we can assume that $\Delta T$ increases from 348 to $353^{\circ} \mathrm{C}$ during a run. This is about a 1.5 percent change and we assume it induces a 0.75 percent change in $V$. If we increase $\dot{Q}_{b}$ (out) by 0.75 percent and
hold $\dot{Q}_{b}$ (in) unchanged, we get changes in $\dot{Q}_{b}$ (net), equal to $2 \%$, $5 \%$ and $11 \%$ for $a / b=0.5, \alpha=0^{\circ} ; a / b=1.0, \alpha=0^{\circ}$; and $a / b=1.0, \alpha=45^{\circ}$. We conclude that the residuals shown in Tables 3.3 and 3.5 are probably not due to longterm temperature drift.

## The cumulative effects of non-uniform seeding

The discussion of non-uniform seeding leads to a somewhat paradoxical conclusion, concerning the $\oint(U d y+V d x)$ around the exterior control circuit shown in Figure 23. If the seeding were mi raculously uniform, so that we truly measure $V, \sum \dot{Q}_{i}$ should vanish because there are no heat sources within the control volume. If the droplet concentration is, on the other hand, exactly proportional to the air density, so that we measure $V_{F}$ rather than $V$, the integral $\oint\left(U_{F} d y+V_{F} d x\right)$ should vanish because there are no mass sources, within the control volume.

Thus the presence of residuals in Table 3.3 tells us little or nothing about the uniformity of seeding.

A similar consideration of $\dot{Q}_{b}$ and $\dot{m}_{b}$ - flows through the aperture plane leads to somewhat different conclusions. If we measure $V$, then we are correct in treating $\dot{m}_{b}$ (net) in Table 3.5 as an evidence of experimental error. If, however, we have measured $V_{F}$, then it is $\dot{Q}_{b}$ (net) in Tables 3.3 and 3.4 that should have vanished and the values that we have reported as heat transfer coefficients and Nusselt numbers are only an evidence of error.

We are forced to two unhappy conclusions about the integral conservation tests; to wit:

1) They do not provide adequate documentation of two-dimensional flow, so that the accounting for inflows and outflows is decisively incomplete.
2) By a curious juxtaposition of physical circumstances, they fail to shed light on one of the principal suspected sources of systematic error - the non-uniform distribution of light-scattering droplets.

### 4.3 Reproducibility and Control of Experimental Conditions

When geometrical and cavity-temperature conditions were reproduced at various times, the visual appearance of the flow was always the same. That is, visually prominent features always appeared in the same place, and the degree and character of transient fluctuations appeared to be unchanged.

For more quantitative tests, some velocity and temperature measurements were repeated on different days, for nominally identical conditions.

Table 4.2 exhibits some typical results. The numbers shown for velocities are sample arithmetic averages of the columns of values listed on page A31, for $a / b=0.5$ and $\alpha=0^{\circ}$, compared with corresponding averages of the values obtained at the same measurement stations on another day. Thus they refer to $x$-profiles in the middle of the aperture plane $(y=z=0)$.

### 4.4 Summary Evaluation of Experimental Accuracy

In the light of all this discussion we must ask: what faith, if any, can we place in the data reported in Tables 3.3 to 3.6 ?

To be fair to our hopes for the data, we note that no systematic error has been detected, but that the scope and precision of our data do not allow us to rule out significant errors that may plausibly be suspected.

The principal grounds for suspicion are the residues in the integral balances on the external control volume. These would not be alarming in themselves, except that they are almost as large as the flux through the aperture plane, which is the quantity of primary interest. There are good physical grounds to expect residues of the sign we found, because the heated plume from the cavity entrains air from the sides as well as from the front. One can also believe that this effect is much attenuated inside the cavity, where the side windows obstruct spanwise flow. Thus it may be unduly pessimistic to
suspect that the flux through the aperture plane is significantly influenced by spanwise flow convergence (or divergence), just because we have a hint of such convergence in the flow outside the cavity.

The ambiguity of our averaging procedures, due to non-uniform droplet concentration, has been at least partially estimated with the conclusion that, whether we are measuring $V$ or $V_{F}$, the dependence of the heat transfer on cavity geometry is qualitatively the same. It seems safe to trust these trends.

The uncertainties in the velocities are by themselves small enough so that mean profiles plotted to the scale of Figure 31d would suffer an almost invisible change as a result of any likely systematic error. However, the data for velocity fluctuations are quantitatively suspect, both because of non-uniform seeding and because of beam dancing.

## 5. SUMMARY, CONCLUSIONS AND RECOMMENDATIONS

### 5.1 Summary

Free and mixed convection were observed in airflow, in and around a strongly heated open cavity of rectangular cross section. The open face of the cavity is a rectangle with edge dimensions $b=0.0946 \mathrm{~m}, \mathrm{c}=0.5334 \mathrm{~m}$. The horizontal dimension, $c$, is made relatively long to encourage twodimensional flow.

The depth of the cavity, $a$, was set so that $a / b=0.5,1.0$, or 1.46 . The aperture plane was either vertical ( $\alpha=0^{\circ}$ ) or inclined downward at $\alpha=20^{\circ}$ or $45^{\circ}$.

Almost all tests were made at a dimensionless overheat, $\Delta T / T_{\infty} \approx 1.2$, and at a Grashof number $=4.2 \times 10^{7}, \beta$ and $v$ being evaluated at room temperature.

Mixed convection studies employed a uniform wind-tunnel flow of speed $U_{\infty}$, which could be varied from about $0.04 \mathrm{~m} / \mathrm{sec}$ to $1.40 \mathrm{~m} / \mathrm{sec}$, to reveal the principal qualitative transition between purely-free and strongly-forced convection.

Air temperatures were measured at mid-span of the aperture plane, and shadowgraph pictures were taken, for all combinations of the experimental parameters. For free convection only, extensive flow surveys were made with a two-component Laser Doppler Velocimeter. The velocity and temperature profiles are presented as targets for numerical simulation schemes.

The velocity data for free convection was processed to provide estimates of the convective heat loss from the cavity.

A careful analysis of random errors and possible systematic errors is presented for all the quantitative data. Some rudimentary theoretical models are presented, as an aid to description of the mixed-convection flows.

### 5.2 Conclusions

1. In pure free convection, the time-averaged flow is, as hoped, very nearly two-dimensional. Specifically, no systematic variation of $W$ or $U$ as functions of $z$ was found in the aperture plane, for $-c / 6 \leqslant z \leqslant+c / 6$; and in this same region no statistically significant non-zero value of $W$ was found. The instantaneous flow is unsteady and three dimensional, the velocity fluctuations being large compared to the mean velocities in many parts of the flow.
2. Downward inclination of the cavity reduced the relative level of fluctuations, primarily by reducing both the severity of flow separation from the lower lip of the cavity, and the baroclinic instability of the boundary layer on the bottom wall. Many of the observed trends seemed consistent with those found by Rotem and Claassen [1969] and by Pera and Gebhart [1973] in studies of flow above a horizontal or slightly inclined flat plate.
3. Mean velocity and temperature profiles are determined with sufficient accuracy to establish significant targets for a demonstration of the effectiveness of computational simulations, but with too little accuracy to permit reliable estimation of the net convective heat transfer. The dominant sources of uncertainty are associated with the possibilities of non-uniform seeding, fluctuations in index of refraction and weak flows in the spanwise direction.
4. The uncertainty of the heat transfer, due to the possibility of nonuniform seeding, can be roughly estimated, and this inspires confidence in the trends of Nu versus geometry, shown in Table 3.6. These show a substantial reduction of Nu at $\alpha=0^{\circ}$, when $\mathrm{a} / \mathrm{b}$ is increased from 0.5 to 1.0 ; and a further substantial decrease at $a / b=1.0$, when $\alpha$ is increased from $0^{\circ}$ to $45^{\circ}$. The effect of inclination is roughly the same as found by Mirenayat [1981], for a cubical cavity.
5. When the cavity is faced into a very gentle wind ( $U_{\infty} \approx 4$ to $6 \mathrm{~cm} / \mathrm{sec}$ ), the irregular unsteadiness of the flow is greatly reduced. The result may be either a very nearly steady flow, or a flow that oscillates very periodically, with a frequency ranging from 2 to 5 Hz . The oscillations may be mostly twodimensional, but our observations do not rule out a spanwise modulation of phase, which might be expected in the light of the work of Pera and Gebhart [1973] and the stability theory of Chen and Tszoo [1982].

When $\alpha=20^{\circ}$ and $45^{\circ}$, these weak winds cut off the induced flow from below, which is the main supply of ambient air which enters the cavity in pure free convection. The new supply comes from a layer just below the dividing streamsurface of the forced flow. The hot air escapes upward from the cavity, as in free convection.
6. Stronger winds cause major discrepancies between our temperature data and any interpretation of the shadowgraph pictures that assumes two-dimensional flow. The upward escape of hot air is blocked by the locally downward forced flow, and any direct escape downward seems kinematically unlikely and has escaped experimental detection. It seems likely that ambient air rushes directly into the lower part of the aperture plane, rises behind a major coherent vortex, is wrapped around and entrained into the vortex, together with heated, vorticity-bearing fluid from the outer regions of the boundary layers. The air drifts towards the nearer side window while spiraling around the vortex until, near the window, the vortex "explodes" in a manner akin to the "second kind of flows" discussed by Serrin [1972]. The air then escapes from the cavity near the side windows, being cast out like sparks from a pinwheel.

### 5.3 Recommendations

The work has revealed many problems which deserve more detailed investigation.

Several of these have to do with the use of LDV in strong free convection flows. The use of fibre optics to minimize displacement and false-turbulence effects due to beam dancing looks promising. Should it fail, work could be done on a comparator technique, in which a fine wire stretched tautly along the nominal path of a velocity survey could serve as a local stationary scattering target.

Panoramic observations of the scattering-particle density field, by use of a thin sheet of laser light, would help to set to rest, or to emphasize, worries about non-uniform seeding.

Simultaneous density and velocity measurements, using Rayleigh scattering as a measure of air density, are being attempted in a number of laboratories. When developed, these would seem to offer essential advantages for LDV work in flows such as ours.

It would certainly be interesting to return to the wind tunnel for a more comprehensive mapping of the conditions that lead to periodic oscillations, and for flow visualization studies that reveal spanwise variations. It would be easy, and potentially very interesting, to investigate the effect of spanwise solid extensions of the aperture plane, to make the forced flow more nearly two dimensional.
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|  | Laser Beam |  |
| :---: | :---: | :---: |
| Parameters | Green | Blue |
| Wavelength of Laser Beam (nm) | 514.5 | 488.0 |
| Focal Length (mm) | 505 | 505 |
| Expansion Ratio | 1.9375 | 1.9375 |
| Beam Separation (mm) | 35.65 | 35.65 |
| Beam Intersection Angle <br> $\gamma$, (deg.) | 4.04 | 4.04 |
| ```Beam Half-Angle, }\gamma/ (deg.)``` | 2.02 | 2.02 |
| Probe Volume Diameter (mm) | 0.1365 | 0.1365 |
| Probe Volume Length (mm) | 3.87 | 3.67 |
| Fringe Spacing ( $\mu \mathrm{m}$ ) | 7.29 | 6.91 |
| Number of Fringes in Probe Volume | 18 | 18 |
| Calibration Factor $\left(\mathrm{m} \mathrm{~s}^{-1} / \mathrm{MHz}\right)$ | 7.29 | 6.91 |

Table 2.1 LDV optical system parameters

|  |  |  | VARIABLE DETERMINED |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $a / b$ | $\alpha$ |  | $\begin{gathered} u, v, w \\ -\frac{1}{u^{2}}, \frac{v^{2}, w^{2}}{}, \overline{u v} \end{gathered}$ | T | Photographs |
| 0.5 | $0^{\circ}$ |  | $4.2 \times 10^{7}$ | $\begin{gathered} 1.18 \\ 4.01 \times 10^{7} \\ 459.8-0.56 \\ \text { and } \infty \\ \hline \end{gathered}$ | $\begin{gathered} 1.18 \\ 4.01 \times 10^{7} \\ 439.7-5.38 \\ \text { and } \infty \end{gathered}$ |
|  | $20^{\circ}$ | $\begin{gathered} \Delta T / T_{\infty} \\ G r^{\infty} \\ G r / \operatorname{Re}^{2} \end{gathered}$ | —— | $\begin{gathered} 1.18 \\ 4 \times 10^{7} \\ 110.4-0.56 \\ \text { and } \infty \\ \hline \end{gathered}$ | $\begin{gathered} 1.18 \\ 4 \times 10^{7} \\ 683.6-0.55 \\ \text { and } \infty \\ \hline \end{gathered}$ |
|  | $45^{\circ}$ |  | —_ | $\begin{gathered} 1.2 \\ 4.06 \times 10^{7} \\ 274-1.16 \\ \text { and } \infty \\ \hline \end{gathered}$ | —— |
| 1.0 | $0^{\circ}$ |  | $\underset{\sim}{\text { 4.14 }} \stackrel{1.19}{ } \times 10^{7}$ | $\begin{gathered} 1.19 \\ 4.03 \times 10^{7} \\ 225.3-0.55 \\ \text { and } \infty \end{gathered}$ | $\begin{gathered} 1.19 \\ 4.03 \times 10^{7} \\ 306.9-0.55 \\ \text { and } \infty \\ \hline \end{gathered}$ |
|  | $20^{\circ}$ |  | - | $\begin{gathered} 1.26 \\ 4.28 \times 10^{7} \\ 231.9-0.58 \\ \text { and } \infty \\ \hline \end{gathered}$ | $\begin{gathered} 1.26 \\ 4.28 \times 10^{7} \\ 324.7-0.58 \\ \text { and } \infty \\ \hline \end{gathered}$ |
|  | $45^{\circ}$ |  | ${ }_{4} 2^{1.19} \times 10^{7}$ | $\begin{gathered} 1.26 \\ 4.27 \times 10^{7} \\ 233.7-0.57 \\ \text { and } \infty \\ \hline \end{gathered}$ | $\begin{gathered} 1.26 \\ 4.27 \times 10^{7} \\ 324.7-0.58 \\ \text { and } \infty \\ \hline \end{gathered}$ |
| 1.46 | $0^{\circ}$ | $\begin{gathered} \Delta T / T_{\infty} \\ G r^{\infty} \\ G r / R^{2} \end{gathered}$ | - | $\begin{gathered} 1.24 \\ 4.2 \times 10^{7} \\ 117.4-0.57 \\ \text { and } \infty \\ \hline \end{gathered}$ | $\begin{gathered} 1.24 \\ 4.2 \times 10^{7} \\ 718.9-0.57 \\ \text { and } \infty \\ \hline \end{gathered}$ |
|  | $20^{\circ}$ |  | —_ | $\begin{gathered} 1.21 \\ 4.09 \times 10^{7} \\ 701.6-0.58 \\ \text { and } \infty \\ \hline \end{gathered}$ | $\begin{gathered} 1.21 \\ 4.09 \times 10^{7} \\ 667.7-0.56 \\ \text { and } \infty \end{gathered}$ |
|  | $45^{\circ}$ |  | - | $\begin{gathered} 1.2 \\ 4.07 \times 10^{7} \\ 695.8-0.58 \\ \text { and } \infty \end{gathered}$ | $\begin{gathered} 1.2 \\ 4.07 \times 10^{7} \\ 662.2-0.56 \\ \text { and } \infty \end{gathered}$ |

Table 3.1 Test matrix of experimental conditions

| $\alpha$ | $-y / b=-\left(\mathrm{Gr}_{y} / \mathrm{Gr}_{\mathrm{b}}\right)^{1 / 3}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Theoretical <br> critical value <br> (Chen \& Tszoo) <br> 1982 | Value inferred <br> from exp. <br> (Totem \& Claassen) <br> 1969 | Value inferred <br> from exp. <br> (Pera \& Gebhart) <br> 1973 | Value for <br> first <br> visible plumes <br> (this study) |
| $0^{\circ}$ | 0.020 | $0.23-0.28$ | 0.35 | $0.23-0.48$ |
| $20^{\circ}$ | 0.037 |  |  | probably >1.0 <br> (extrapolation) |
| $45^{\circ}$ | 0.083 |  |  | $0.39-0.54$ |

Table 3.2 Instability and plume formation on bottom wall (Other authors present values of $\mathrm{Gr}_{\mathrm{y}}$. Our value of $G r_{b}=4.2 \times 10^{7}$ )

|  | $\left.\begin{array}{c}\dot{Q}_{a} / c \\ (W / m\end{array}\right)$ | $\dot{Q}_{b} / c$ <br> $(W / m)$ | $\dot{Q}_{c} / c$ <br> $(W / m)$ | $\dot{Q}_{d} / c$ <br> $(W / m)$ | $\dot{\Sigma}_{i} / c$ <br> $(W / m)$ | $\sigma_{\Sigma}$ <br> $(W / m)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a / b=0.5$ <br> $\alpha=0^{\circ}$ | 3750 | -500 | -3510 | 490 | 230 | $\pm 70$ |
| $a / b=1.0$ <br> $\alpha=0^{\circ}$ | 4150 | -250 | -2850 | -960 | 90 | $\pm 50$ |
| $a / b=1.0$ <br> $\alpha$ | 2490 | -150 | -2190 | 20 | 170 | $\pm 40$ |

Table 3.3 Heat convection across control surfaces $a, b, c$ and $d$ shown in Fig. 23.

|  | $\dot{Q}_{b} / c$ <br> (out) | $\dot{Q}_{b} / c$ <br> (in) | $\dot{Q}_{b} / c$ <br> (net out) | $\sigma$ <br> (net) |
| :---: | :---: | :---: | :---: | :---: |
| $a / b=0.5$ <br> $\alpha=0^{\circ}$ | 1280 | 780 | 500 | $\pm 35$ |
| $a / b=1.0$ <br> $\alpha=0^{\circ}$ | 1690 | 1440 | 250 | $\pm 29$ |
| $a / b=1.0$ <br> $\alpha=45^{\circ}$ | 2150 | 2000 | 150 | $\pm 29$ |

Table 3.4 Heat convection, in and out, across the aperture plane. (Watts/m)

|  | $\begin{gathered} \mathrm{m}_{\mathrm{b}} / \mathrm{c} \text { (out) } \\ \times 10^{3} \\ (\mathrm{~kg} / \mathrm{m} \cdot \mathrm{~s}) \end{gathered}$ | $\begin{gathered} \dot{m}_{\mathrm{b}} / \mathrm{c}(\mathrm{in}) \\ \times 10^{3} \\ \left(\mathrm{~kg} / \mathrm{m}^{3} \mathrm{~s}\right) \end{gathered}$ | $\begin{gathered} m_{b} / c \quad(n e t) \\ \times 10^{3} \\ (\mathrm{~kg} / \mathrm{m} \mathrm{~s}) \end{gathered}$ | $\begin{gathered} \sigma \quad(\mathrm{net}) \\ \times 10^{3} \\ (\mathrm{~kg} / \mathrm{mes}) \end{gathered}$ | $\frac{\bar{\rho}_{\text {out }}}{\rho_{\infty}}$ | $\frac{\bar{\rho}_{\text {in }}}{\rho_{\infty}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & a / b=0.5 \\ & \alpha=0\end{aligned}$ | 3.16 | 2.45 | 0.71 | $\pm 0.13$ | 0.730 | 0.952 |
| $\begin{aligned} a / b & =1.0 \\ \alpha & =0^{\circ}\end{aligned}$ | 4.14 | 4.60 | - 0.46 | $\pm 0.10$ | 0.730 | 0.909 |
| $\begin{aligned} a / b & =1.0 \\ \alpha & =45^{\circ}\end{aligned}$ | 5.27 | 6.10 | - 0.83 | $\pm 0.10$ | 0.736 | 0.936 |

Table 3.5 Mass flux and mean densities;

$$
\dot{m}_{b} / c=\frac{P_{\infty}}{R} \int_{0}(V / T) d x \text { in the aperture plane }
$$

|  | $h$ <br> $\left(W / m^{2}{ }^{\circ} \mathrm{K}\right)$ | Nu | Gr | $\Delta T / T_{\infty}$ |
| :---: | :---: | :---: | :---: | :---: |
| $a / b=0.5$ <br> $\alpha=0^{\circ}$ | $14.9 \pm 1.0$ | $54.1 \pm 3.8$ | $4.2 \times 10^{7}$ | 1.20 |
| $a / b=1.0$ <br> $\alpha=0^{\circ}$ | $7.5 \pm 0.9$ | $27.2 \pm 3.2$ | $4.1 \times 10^{7}$ | 1.19 |
| $a / b=1.0$ <br> $\alpha$ | $4.6 \pm 0.9$ | $16.6 \pm 3.2$ | $4.2 \times 10^{7}$ | 1.19 |

Table 3.6 Aperture-plane heat transfer coefficients and nusselt numbers. (The reference area for $h$ is that of the aperture plane. The reference length in Nu is b , the height of the aperture plane.)

|  |  | $\alpha=0^{\circ}$ | $\alpha=20^{\circ}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| $a / b=0.5$ | $T_{\text {bac }}(\mathrm{K})$ | 678 | 678 |  |
|  | $\Delta T / T_{\infty}$ | 1.19 | 1.18 |  |
|  | Gr | $4.03 \times 10^{7}$ | 4. $\times 10^{7}$ |  |
|  | Re | 190.64 | 362.68 |  |
|  | $\mathrm{Gr} / \mathrm{Re}^{2}$ | 459.78 | 304.1 |  |
|  | $f(H z)$ | $3^{++}$ | $5.5^{+}$ |  |
|  | Photos | - | Figs. 39 (A-D) |  |
| $a / b=1.0$ | $T_{\text {bac }}(\mathrm{K})$ | 678 | 690 | 476 |
|  | $\Delta T / T_{\infty}$ | 1.19 | 1.26 | 0.46 |
|  | Gr | $4.03 \times 10^{7}$ | $4.27 \times 10^{7}$ | $1.56 \times 10^{7}$ |
|  | Re | 422.94 | 246.83 | * |
|  | $\mathrm{Gr} / \mathrm{Re}^{2}$ | 225.29 | 700.85 | * |
|  | $f(H z)$ | $5^{++}$ | $4-5^{+++}$ | $2-3^{+++}$ |
|  | Photos | --- | Fig. 40a | Fig. 40b |

$+\quad$ stroboscopic lamp
$++\quad$ temperature time trace at $x / b=0.87$
+++ counting with stop watch

* wind is about to stop

Table 3.7 Experimental conditions for periodic oscillation

|  | Error Type |  |
| :---: | :---: | :---: |
| Error Source | SYSTEMATIC <br> given as percent deviation from local mean value | RANDOM <br> given as percent r.m.s. variation about local mean value |
| Thermocouple positioning | $<10^{\circ} \mathrm{C}$ | $<3^{\circ} \mathrm{C}$ |
| Radiation effects | $<10^{\circ} \mathrm{C}$ | nil |
| Conduction losses | ni1 | nil |
| Statistical uncertainty due to finite sample size. Estimated for samples of 100 measurements | nil, except ** | $\pm 1$ to $5^{\circ} \mathrm{C}$ |

* Error limited to fairly small regions of the flow.
** Indeterminate if flow fluctuates periodically, at an integer multiple of sampling frequency - a rare occurrence.

Table 4.1 Sources and magnitudes of maximum estimates errors affecting temperature measurements

|  | Run |  |  |
| :---: | :---: | :---: | :---: |
| Variable | Run 1 <br> $\left(\phi_{1}\right)$ | Run 2 <br> $\left(\phi_{2}\right)$ | $\frac{\left.\right\|_{1}-\phi_{2} \mid}{\phi_{1}+\phi_{2} \mid / 2} \times 100 \%$ |
| $U(\mathrm{~m} / \mathrm{s})$ | 0.169 | 0.166 | $1.8 \%$ |
| $\|V\|(\mathrm{m} / \mathrm{s})$ | 0.091 | 0.099 | $8.4 \%$ |
| $W(\mathrm{~m} / \mathrm{s})$ | - | - | - |
| $\overline{u^{2}}\left(\mathrm{~m}^{2} / \mathrm{s}^{2}\right)$ | 0.0085 | 0.0095 | $11.2 \%$ |
| $\overline{v^{2}}\left(\mathrm{~m}^{2} / \mathrm{s}^{2}\right)$ | 0.0373 | 0.0329 | $12.5 \%$ |
| $\overline{w^{2}}\left(\mathrm{~m}^{2} / \mathrm{s}^{2}\right)$ | - | - | - |
| $\overline{u v}\left(\mathrm{~m}^{2} / \mathrm{s}^{2}\right)$ | 0.0017 | 0.0015 | $16.8 \%$ |
| $T(\mathrm{~K})$ | 365.1 | 362.2 | $0.4 \%$ |

Table 4.2 Experimental reproducibility shown as percent deviation between variables measured on separate occasions for nominally identical conditions: velocity and turbulent stresses were for the case of $a / b=0.5, \alpha=0^{\circ}, \Delta T / T_{\infty} \simeq 1.2$, $\mathrm{Gr}=4.2 \times 10^{7}$; temperature was for the case of $a / b=0.5, \alpha=20^{\circ}, \Delta T / T_{\infty}=1.18, G r=4.0 \times 10^{7}$.

(b)


Figure 1 Perspective (a) and side (b) views of the cavity test section. Coordinates and characteristic dimensions indicated.


Figure 2 Different views of cavity test section and its supporting frame.


Figure 2 Different views of cavity test section and its supporting frame.


Figure 3 Test section dimensions: a) side view; b) front view.

(b)

Figure 3 Test section dimensions: a) side view; b) front view.


Figure 4 Unfolded view of thermocouple locations on cavity copper walls, spacings given in inches.


Figure 5 Block diagrams of: a) temperature control unit wiring to heaters; and, b) connections between a control unit and its heaters.

(b)

Figure 5 Block diagrams of: a) temperature control unit wiring to heaters; and, b) connections between a control unit and its heaters.


Figure 6 Photographs of aperture plane thermocouple harness: A) full view; B) detail of paper-clip spring mounts and teflon spacing bar.


Figure $7 \quad \begin{aligned} & \text { Schematic of subsonic wind-tunnel with apparatus placed in the } \\ & \text { stagnation chamber (roughly to scale). }\end{aligned}$



Figure 9 Photographs of laser-Doppler velocimeter and associated instrumentation: A) velocimeter; B) minicomputer.


Figure 10 Optical alignment unequal path length problem (a), and solution (b).


Figure 11 Schematic showing interconnected velocimeter electronic components and coincidence check hardware.


Figure 12 Schematics of: (a) blast atomizer; and (b) seed distributor relative to test section.


Figure 13 Shadowgraphs of the free convection flow of air in rectangular cavities with $\mathrm{a} / \mathrm{b}=0.5,1.0$ and 1.46 (left to right) for three inclination angles $\alpha=0^{\circ}, 20^{\circ}$ and $45^{\circ}$. Flow conditions: $\Delta T / T_{\infty} \simeq 1.2, \mathrm{Gr} \approx 4.2 \times 10^{7}, \mathrm{Pr} \simeq 0.7$. In all experiments the cavity aperture dimension (b) was the same. Unequal photographic reductions give false impression that $b$ varied.


Figure 14 Cavity aperture plane temperature distributions in mixed convection regime for: $a / b=0.5, \alpha=0^{\circ}, \Delta T / T_{\infty}=1.19$, $\mathrm{Gr}=4.02 \times 10^{7}, \mathrm{~T}_{\infty}=298.2^{\circ} \mathrm{K}$.


Figure 15 Cavity aperture plane temperature distributions in mixed convection regime for: $a / b=0.5, \alpha=20^{\circ}, \Delta T / T_{\infty}=1.18$, $\mathrm{Gr}=4.0 \times 10^{7}, \mathrm{~T}_{\infty}=295.8^{\circ} \mathrm{K}$.


Figure 16 Cavity aperture plane temperature distributions in mixed convection regime for: $a / b=0.5, \alpha=45^{\circ}, \Delta T / T_{\infty}=1.20$, $\mathrm{Gr}=4.06 \times 10^{7}, \mathrm{~T}_{\infty}=294.1^{\circ} \mathrm{K}$.


Figure 17 Cavity aperture plane temperature distributions in mixed convection regime for: $a / b=1.0, \alpha=0^{\circ}, \Delta T / T_{\infty}=1.19$, $\mathrm{Gr}=4.03 \times 10^{7}, \mathrm{~T}_{\infty}=297.8^{\circ} \mathrm{K}$.


Figure 18 Cavity aperture plane temperature distributions in mixed convection regime for: $a / b=1.0, \alpha=20^{\circ}, \Delta T / T_{\infty}=1.26$, $\mathrm{Gr}=4.28 \times 10^{7}, \mathrm{~T}_{\infty}=293.8^{\circ} \mathrm{K}$.


Figure 19 Cavity aperture plane temperature distributions in mixed convection regime for: $a / b=1, \alpha=45^{\circ}, \Delta T / T_{\infty}=1.26$, $\mathrm{Gr}=4.27 \times 10^{7}, \mathrm{~T}_{\infty}=294.1^{\circ} \mathrm{K}$.


Figure 20 Cavity aperture plane temperature distributions in mixed convection regime for: $a / b=1.46, \alpha=0^{\circ}, \Delta T / T_{\infty}=1.24$, $\mathrm{Gr}=4.20 \times 10^{7}, \mathrm{~T}_{\infty}=294.2^{\circ} \mathrm{K}$.
$\theta$


Figure 21 Cavity aperture plane temperature distributions in mixed convection regime for: $a / b=1.46, \alpha=20^{\circ}, \Delta T / T_{\infty}=1.21$, $\mathrm{Gr}=4.09 \times 10^{7}, \mathrm{~T}_{\infty}=294.7^{\circ} \mathrm{K}$.


Figure 22 Cavity aperture plane temperature distributions in mixed convection regime for: $a / b=1.46, \alpha=45^{\circ}, \Delta T / T_{\infty}=1.20$, $\mathrm{Gr}=4.07 \times 10^{7}, \mathrm{~T}_{\infty}=295.3^{\circ} \mathrm{K}$.


Figure 23 Positions at which laser-Doppler velocimeter and turbulent stress components were measured. These are shown as dashed lines in the figure. All locations on the cavity symmetry plane $(z /(c / 2)=0$.

$$
\begin{aligned}
& a / b=1.0, \quad \alpha=0^{0} \quad x / b=0.95
\end{aligned}
$$

$$
\begin{aligned}
& Z /(C / 2) \\
& U(0) \mathrm{m} / \mathrm{s} \\
& W \leqslant \Delta) \mathrm{m} / \mathrm{s}
\end{aligned}
$$

$$
\begin{align*}
& Z /(C / 2) \\
& x / b=0.10 \tag{a}
\end{align*}
$$

Figure 24 Spanwise symmetry check of mean components (a) and normal stresses (b). on the cavity aperture plane, y/a $=0$.

$$
a / b=1.0, \quad \alpha=0^{\circ} \quad x / b=0.95
$$



$Z /(C / 2)$
$\begin{array}{ll}\bar{u}^{\prime 2} \times 10 & (\nabla) \mathrm{m}^{2} / \mathrm{s}^{2} \\ \bar{w}^{\prime 2} \times 10 & (\square) \mathrm{m}^{2} / \mathrm{s}^{2}\end{array}$

$$
x / b=0.90
$$



$Z /(C / 2)$

$$
\begin{equation*}
x / b=0.10 \tag{b}
\end{equation*}
$$

Figure 24 Spanwise symmetry check of mean components (a) and normal stresses (b) on the cavity aperture plane, $y / a=0$.


Figure 25a Mean velocity measurements on the cavity symmetry plane, $z /(c / 2)=0$, with $a / b=0.5$ and $\alpha=0^{\circ}$. Measurement planes parenthesized.


$$
\begin{gathered}
a / b=0.5 \\
\alpha=a^{0} \\
\bar{u}^{\prime 2}(\nabla) \mathrm{m}^{2} / \mathrm{s}^{2} \\
\bar{v}^{\prime 2} c+2 \mathrm{~m}^{2} / \mathrm{s}^{2}
\end{gathered}
$$



Figure 25b Normal stress measurements on the cavity symmetry plane, $z /(c / 2)=0$, with $a / b=0.5$ and $\alpha=0^{\circ}$. Measurement planes parenthesized.





$$
(c) \quad y / a
$$

Figure 25c Shear stress measurements on the cavity symmetry plane, $z /(c / 2)=0$, with $a / b=0.5$ and $\alpha=0^{\circ}$. Measurement planes parenthesized.


$U(0) \mathrm{m} / \mathrm{s}$
$V(\leqslant) \mathrm{m} / \mathrm{s}$

$$
\text { (a) } \quad y / a
$$


(b)


Figure 26a Mean velocity measurements on the cavity symmetry plane, $z /(c / 2)=0$, with $a / b=1.0$ and $\alpha=0^{\circ}$. Measurement planes parenthesized.


$$
\begin{gathered}
a / b=1.0 \\
\alpha=0^{\circ}
\end{gathered}
$$

$$
\vec{u}^{\prime 2}(\nabla) \mathrm{m}^{2} / \mathrm{s}^{2}
$$

$$
\bar{v}^{\prime 2} c+2 \mathrm{~m}^{2} / \varepsilon^{2}
$$

$$
\bar{w}^{\prime 2}(\square) \mathrm{m}^{2} / \mathrm{s}^{2}
$$



Figure 26b Normal stress measurements on the cavity symmetry plane, $z /(c / 2)=0$, with $a / b=1.0$ and $\alpha=0^{\circ}$. Measurement planes parenthesized.


$$
\begin{gathered}
a / b=1.0 \\
\alpha=\theta^{0} \\
\overline{u^{\prime} v^{\prime}} \leqslant \Delta \geqslant \mathrm{m}^{2} / \mathrm{s}^{2}
\end{gathered}
$$





Figure 26c Shear stress measurements on the cavity symmetry plane, $z /(c / 2)=0$, with $a / b=1.0$ and $\alpha=0^{\circ}$. Measurement planes parenthesized.

(a) $\quad$ y/a

$$
\begin{gathered}
a / b=1.0 \\
\alpha=45^{\circ}
\end{gathered}
$$

$U(\diamond) \mathrm{m} / \mathrm{s}$
$V(\leqslant) \mathrm{m} / \mathrm{s}$

(d)


(b)


Figure 27a Mean velocity measurements on the cavity symmetry plane, $z /(c / 2)=0$, with $a / b=1.0$ and $\alpha=45^{\circ}$. Measurement planes parenthesized.


$$
\begin{gathered}
a / b=1.0 \\
\alpha=45^{\circ}
\end{gathered}
$$

$$
\bar{u}^{\prime 2}(\nabla) \mathrm{m}^{2} / \mathrm{s}^{2}
$$

$$
\bar{v}^{\prime 2} c+2 \mathrm{~m}^{2} / \mathrm{s}^{2}
$$

$$
\bar{w}^{\prime 2}(0) \mathrm{m}^{2} / \mathrm{s}^{2}
$$

$$
{\stackrel{0}{\bar{v}}{ }^{\overline{u^{2} \times 10} \times 10} 0.8}_{0.8}^{0}
$$



Figure 27b Normal stress measurements on the cavity symmetry plane, $z /(c / 2)=0$, with $a / b=1.0$ and $\alpha=45^{\circ}$. Measurement planes parenthesized.

$$
\begin{gathered}
0 / b=1.0 \\
\alpha=45^{\circ}
\end{gathered}
$$



$$
\overline{u^{\prime} v^{\prime}}(\Delta) \mathrm{m}^{2} / \mathrm{s}^{2}
$$


(e) $\quad y / 0$

Figure 27c Shear stress measurements on the cavity symmetry plane, $z /(c / 2)=0$, with $a / b=1.0$ and $\alpha=45^{\circ}$. Measurement planes parenthesized.

$$
\begin{gathered}
a / b=1.0 \\
\alpha=\theta^{\circ} \\
U(0) \mathrm{m} / \mathrm{s} \\
V(\theta) \mathrm{m} / \mathrm{s}
\end{gathered}
$$



Figure 28a Mean velocity measurements inside the cavity on the symmetry plane, $z /(c / 2)=0$, with $a / b=1.0$ and $\alpha=0^{\circ}$; unweighted data. Measurements on planes shown.

$$
\begin{gathered}
a / b=1.0 \\
\alpha=\theta^{0} \\
\bar{u}^{\prime 2}\left(\nabla>\mathrm{m}^{2} / \mathrm{s}^{2}\right. \\
\bar{v}^{\prime 2}\left(c+2 \mathrm{~m}^{2} / \mathrm{s}^{2}\right.
\end{gathered}
$$



Figure 28b Normal stress measurements inside the cavity on the symmetry plane, $z /(c / 2)=0$, with $a / b=1.0$ and $\alpha=0^{\circ}$; unweighted data. Measurements on planes shown.

$$
\begin{aligned}
& a / b=1 . \theta \\
& \alpha=45^{\circ} \\
& U(\Delta) \mathrm{m} / \mathrm{s} \\
& V(\diamond) \mathrm{m} / \mathrm{s}
\end{aligned}
$$



Figure 29a Mean velocity measurements inside the cavity on the symmetry plane, $z /(c / 2)=0$, with $a / b=1.0$ and $\alpha=45^{\circ}$. Measurements on planes shown.

$$
\begin{gathered}
a / b=1.0 \\
\alpha=45^{\circ} \\
\bar{u}^{\prime 2} c \nabla 2 \mathrm{~m}^{2} / \mathrm{s}^{2} \\
\bar{v}^{\prime 2} c+2 \mathrm{~m}^{2} / \mathrm{s}^{2}
\end{gathered}
$$



Figure 29b Normal stress measurements inside the cavity on the symmetry plane, $z /(c / 2)=0$, with $a / b=1.0$ and $\alpha=45^{\circ}$. Measurements on planes shown.

$$
\begin{aligned}
& a / b=1 . \theta \\
& \alpha=45^{\circ} \\
& U(\diamond) \mathrm{m} / \mathrm{s} \\
& V(\diamond) \mathrm{m} / \mathrm{s}
\end{aligned}
$$



Figure 30a Mean velocity measurements inside the cavity on the symmetry plane, $z /(c / 2)=0$, with $a / b=1.0$ and $\alpha=45^{\circ}$; unweighted data. Measurements on planes shown.

$$
\begin{gathered}
a / b=1.0 \\
\alpha=45^{\circ} \\
\bar{u}^{\prime 2} c \nabla>\mathrm{m}^{2} / \mathrm{s}^{2} \\
\bar{v}^{\prime 2} c+2 \mathrm{~m}^{2} / \mathrm{s}^{2}
\end{gathered}
$$



Figure 30b Normal stress (b) measurements inside the cavity on the symmetry plane, $z /(c / 2)=0$, with $a / b=1.0$ and $a=45^{\circ}$; unweighted data. Measurements on planes shown.

(a)

Figure 31 Measurements of $\theta$ and the $V$-velocity component ( $\mathrm{m} / \mathrm{sec}$ ) in the cavity aperture plane with $2 \sigma$ levels shown: (a) corresponds to $a / b=0.5, \alpha=0^{\circ}$; (b) corresponds to $a / b=1.0, \alpha=0^{\circ}$; (c) corresponds to $a / b=1, \alpha=45^{\circ}$; (d) is a composite of the $V$-velocity profiles.

(b)

Figure 31 Measurements of $\theta$ and the $V$-velocity component ( $\mathrm{m} / \mathrm{sec}$ ) in the cavity aperture plane with $2 \sigma$ levels shown: (a) corresponds to $a / b=0.5, \alpha=0^{\circ}$; (b) corresponds to $a / b=1.0, \alpha=0^{\circ}$; (c) corresponds to $a / b=1, \alpha=45^{\circ}$; (d) is a composite of the V-velocity profiles.


Figure 31 Measurements of $\theta$ and the $V$-velocity component ( $\mathrm{m} / \mathrm{sec}$ ) in the cavity aperture plane with $2 \sigma$ levels shown: (a) corresponds to $a / b=0.5, \alpha=0^{\circ}$; (b) corresponds to $a / b=1.0, \alpha=0^{\circ}$; (c) corresponds to $a / b=1, \alpha=45^{\circ}$; (d) is a composite of the V -velocity profiles.

(d)

Figure 31 Measurements of $\theta$ and the $V$-velocity component ( $\mathrm{m} / \mathrm{sec}$ ) in the cavity aperture plane with 20 levels shown: (a) corresponds to $a / b=0.5, a=0^{\circ}$; (b) corresponds to $a / b=1.0, a=0^{\circ}$; (c) corresponds to $a / b=1, \alpha=45^{\circ}$; (d) is a composite of the v-velocity profiles.


Figure 32 Streamlines of the mean flow in front of the cavity:
(a) $a / b=0.5, \alpha=0^{\circ}$; (b) $a / b=1.0, \alpha=0^{\circ}$;
(c) $a / b=1.0, a=45^{\circ}$.


Figure 33 Potential flow along a flat plate inclined at an ange $90-\alpha$ with respect to the approaching wind.


Figure 34a Shadowgraphs of heated cavity flows with $a / b=1.0$ and $\alpha=45^{\circ}$ for different values of $\mathrm{Gr} / \mathrm{Re}^{2}: \mathrm{Gr} \simeq 4.3 \times 10^{7}, \Delta \mathrm{~T} / \mathrm{T}_{\infty} \simeq 1.26$.


Figure 34b Shadowgraphs of heated cavity flows with $a / b=1.46$ and $\alpha=45^{\circ}$ for different values of $\mathrm{Gr} / \mathrm{Re}^{2}: \mathrm{Gr} \simeq 4.1 \times 10^{7}, \Delta \mathrm{~T} / \mathrm{T}_{\infty} \simeq 1.20$.


Figure 35 Shadowgraphs of heated cavity flows with $\mathrm{a} / \mathrm{b}=1.46$ and $\alpha=20^{\circ}$ for different values of $\mathrm{Gr} / \mathrm{Re}^{2}: \mathrm{Gr} \simeq 4.1 \times 10^{7}, \Delta \mathrm{~T} / \mathrm{T}_{\infty} \simeq 1.21$.


Figure 36 Shadowgraphs of heated cavity flows with $a / b=1.0$ and $\alpha=20^{\circ}$ for different values of $\mathrm{Gr} / \operatorname{Re}^{2}: \operatorname{Gr} \simeq 4.3 \times 10^{7}, \Delta T / T_{\infty} \simeq 1.26$.


Figure 37 Shadowgraphs of heated cavity flows with $a / b=0.5$ and $\alpha=20^{\circ}$ for different values of $\mathrm{Gr} / \mathrm{Re}^{2}: \mathrm{Gr} \simeq 4.0 \times 10^{7}, \Delta \mathrm{~T} / \mathrm{T}_{\infty} \simeq 1.18$.


Figure 38 Shadowgraph of heated cavity flows with $\alpha=0^{\circ}$ and (from left to right) $a / b=0.5,1.0$ and 1.46 for different values of $\mathrm{Gr} / \mathrm{Re}^{2}: \mathrm{Gr} \simeq 4.1 \times 10^{7}, \Delta \mathrm{~T} / \mathrm{T}_{\infty} \simeq 1.2$ (average values).


Figure 39 Large scale, coherent, low-frequency cavity flow pulsations frozen by stroboscopic pulsing of the point light source. Photographs are for different phases of a cycle for conditions indicated in Table 3.7.


Figure 40 Large scale, coherent, low-frequency cavity flow pulsations frozen by high speed photography. Photographs are for conditions indicated in Table 3.7.


Figure 41 Qualitative options for two-dimensional free-forced flow
(a) No wind: $G r / R^{2}=\infty$; (b) Weak wind: $10<\mathrm{Gr} / \mathrm{Re}^{2}<500$;
(c) Strong wind: $\mathrm{Gr} / \mathrm{Re}^{2}<10$.


Figure 42 A three-dimensional interpretation of flow in the cavity for $\mathrm{Gr} / \operatorname{Re}^{2}<10$.

+ MEASURED DATA
- CORRECTED DATA
- PERCENTAGE ERROR


Figure 43 Comparison between aperture plane temperature measurements corrected and uncorrected for radiation error.


Figure 44 Systematic deflection of laser beam path due to the continuous mean variations in the index of refraction of air.

## APPENDIX A

Weighted (W) and Unweighted (U) Measurements of Velocity and Turbulent Stress Components
(W)
pages
A-1 to A-8
A-9 to A-18
A-19 to A-23 A-24 to A-28
A-29 to A-31 A-32 to A-34
$U, V, W$ in $[\mathrm{m} / \mathrm{s}]$
$\overline{u^{\prime 2}}, \overline{v^{\prime 2}}, \overline{w^{\prime 2}}, \overline{u^{\prime} v^{\prime}}$ in $\left[m^{2} / s^{2}\right]$
$N$ is sample size

## Wei ghted

$a / b=1.0, \quad \alpha=0$, Free Convection (Fe=0)
Thot $=400.8 \pm 5.1$ (C), Tbac:=399.6 $\pm 5.0$ (C)
Ttos $=338,4 \pm 3.3$ (C) $T_{\infty}=25$ (C)

$$
\Delta T / T_{\infty}=1,19, G r:=4,14 E 7, N=1000
$$

| 4 | $\begin{gathered} 0 \% \\ v \end{gathered}$ | $\frac{1}{2}=0.0$ | $\bar{v}^{2} \times 10$ | $\pi)^{2} \times 10$ | WV:100 | W | $\mathrm{W}^{2} \times 1.0$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.9789 | 0.4110 | 0.2735 | 0.6386 | 0.0640 | 0.2468 | 0.0760 | 0.407 |
| 0.9472 | 0.2885 | 0.2326 | 0.4990 | 0.0868 | 0.3752 | 0.0702 | 0.361 |
| 0.91 .55 | 0.2010 | 0.1777 | 0.3784 | 0.0960 | 0.4421 | 0.0599 | 0.282 |
| 0.8838 | 0.1631 | 0.1415 | 0.3047 | 0.1165 | 0.61539 | 0.0412 | 0.238 |
| 0.8521 | 0.1492 | 0.1176 | 0.2759 | 0.118 .1 | 0.5185 | 0.0244 | 0.134 |
| 0.3204 | 0.1219 | 0.0970 | 0.2228 | 0.1225 | 0.4367 | 0.0290 | 0.1 .17 |
| 0.7897 | 0.0657 | 0.0647 | 0.1587 | 0.0990 | 0.3371 | 0.0229 | 0.112 |
| 0.7570 | 0.0278 | 0.0384 | 0.0985 | 0.0621 | 0.2287 | 0.0211 | 0.103 |
| 0.7253 | 0.0201 | 0.0465 | 0.1059 | 0.0728 | 0.1624 | 0.01 .92 | 0.09 |
| 0.6936 | 0.0197 | 0.0403 | 0.0846 | 0.0607 | 0.1241 | 0.0078 | 0.068 |
| 0.6619 | 0.0004 | 0.0360 | 0.0791 | 0.0665 | 0.0878 | 0.0121 | 0.059 |
| 0.6303 | -0.0010 | 0.0301 | 0.0742 | 0.0505 | 0.0817 | 0.0047 | 0.06 |
| 0.5986 | -0.0156 | 0.0306 | 0.0737 | 0.0541 | 0.0576 | 0.0006 | 0.048 |
| 0.5669 | --0.0227 | 0.0265 | 0.0581 | 0.0445 | 0.0461 | 0.002 | 0.0 .48 |
| 0.5352 | -0.0390 | 0.0234 | 0.0772 | 0.0529 | 0.0275 | 0.0165 | 0.081 |
| 0.5035 | -0.0427 | 0.0267 | 0.0926 | 0.0612 | 0.0380 | -0.0034 | 0.064 |
| 0.471 .8 | -0.0510 | 0.0310 | 0.0820 | 0.0570 | 0.0284 | 0.0110 | 0.087 |
| 0.4401 | -0.0606 | 0.0523 | 0.0937 | 0.0716 | 0.0107 | -0.0021 | 0.053 |
| 0.4084 | -0.0569 | 0.0491 | 0.1122 | 0.0602 | 0.01449 | 0.0116 | 0.082 |
| 0.3767 | --0.0727 | 0.0543 | 0.108 .1 | 0.0661 | 0.0052 | 0.0082 | 0.07 |
| 0.3450 | -0.0678 | 0.0600 | 0.1207 | 0.0751 | --0.0472 | 0.0158 | 0.063 |
| 0.31 .33 | -0.0812 | 0.0692 | 0.1563 | 0.08880 | 0.0135 | 0.0188 | 0.085 |
| 0.2816 | $\cdots-0.0911$ | 0.0759 | 0.1537 | 0.071 .4 | 0.0020 | 0.0153 | 0.074 |
| 0.2499 | -0.0959 | 0.0795 | 0.1730 | 0.0319 | 0.0196 | 0.0165 | 0.091 |
| 0.2183 | -0.0970 | 0.09743 | 0.2005 | 0.0868 | -0.0692 | 0.0202 | 0.107 |
| 0.1866 | -0.1071 | 0.1226 | 0.2756 | 0.1366 | $-0.1922$ | 0.0225 | 0.128 |
| 0.1549 | -0.1277 | 0.1531 | 0.3205 | 0.1187 | $-0.2131$ | 0.0133 | 0.158 |
| 0.1232 | -0.127.4 | 0.2136 | 0.5616 | 0.1012 | $-0.1353$ | 0.0456 | 0.195 |
| 0.0914 | -0.1470 | 0.2820 | 0.6710 | 0.1620 | --0.1530 | 0.0362 | 0.226 |
| 0.0634 | -0.0698 | 0.3183 | 1+3477 | 0.4076 | $-0.0746$ | 0.0806 | 0.378 |
| 0.0528 | -0.0285 | 0.3930 | 1+4761 | 0.4486 | 0.0493 |  |  |
| 0.0317 | 0.0629 | 0.3665 | 1.5209 | 0.4234 | $-0.0762$ | 0.0947 | 0.470 |
| 0.0211 | 0.2082 | 0.3718 | 1.809 .4 | 0.2225 | 0.0579 |  |  |

## Weighted

$$
z / b=1,0, \quad \alpha:=0, \text { Free Comveotion (Fia:=0) }
$$

Tbot: $=400.8 \pm 5+1$ ( C$)$ y $\operatorname{TBa}=399.6 \pm 5+0$ (C)
Ttof:=338+4 43.3 ( C ) y $\mathrm{T}_{\infty}=25$ ( $=2$ )
$\Delta T / T_{\infty}=1.19$ y $6 r=4.14 E 7$ y $N=1.000$
$y / 3=0.57 \quad 2 / \frac{c}{2}=0.0$

| $\therefore / 0$ | $\checkmark$ |  | v $2 \times 10$ | 1.1,200 | u'v'x100 | W | $\mathrm{w}^{2} \times 10$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| O |  | 0.0931 | 0.0597 | 0.0249 | 8, | 0 |  |
| 0.0423 | -0,0288 | 0.094 .4 | 0.0575 | 0.0261 | 0.0447 | 0.0266 | 0.0727 |
| 0.0845 | $\cdots .0 .0331$ | 0.0761 | 0.055 | 0.0157 | 0.0146 | 0.0195 | $0.059 \%$ |
| 0.1268 | $-0.0363$ | 0.0859 | 0.0429 | 0.0148 | 0.0083 | 0.0216 | 0.0540 |
| 0.1690 | $\cdots 0.0270$ | 0.084 .4 | 0.0570 | 0.0129 | 0.0113 | 0.0082 | 0.0 .400 |
| $0+2113$ | $\cdots-0.0271$. | 0.0934 | 0.059 | 0.01 .38 | 0.0081 | 0.0177 | 0.0456 |
| 0.2535 | $-0.0327$ | 0.0834 | 0.0501 | 0.0119 | 0.0042 | 0.0085 | 0.0440 |
| 0.2963 | $\cdots 0.0267$ | 0.0748 | 0.0529 | 0.0139 | 0.0033 | 0.0171 | 0.0519 |
| 0.3361 | $-0.035$ | 0.0794 | 0.0426 | 0.016 .4 | 0.003 | 0.0152 | 0.0 .448 |
| 0.3803 | $-0.0292$ | 0.0929 | 0.0449 | 0.0232 | 0.0427 | 0.01 .42 | 0.0413 |
| 0. 4220 | $-0.0326$ | 0.0720 | 0.0436 | 0.0140 | 0.0067 | 0.0195 | 0.0506 |
| 0.4648 | $\cdots 0.0295$ | 0.0485 | 0.0377 | 0.0098 | 0.0058 | 0.010 .1 | 0.0406 |
| 0.6071 | $-0.0344$ | $0.06 \pm$ | 0.0397 | 0.0175 | 0.0047 | 0.01 .41 | 0.0495 |
| 0.9493 | $\cdots-0.0254$ | 0.0507 | 0.0312 | 0.0146 | -0.0299 | 0.0647 | 0.0494 |
| 0.5916 | $\cdots 0.0237$ | 0.0584 | 0.0466 | 0.0136 | 0.039 .1 | 0.0116 | 0.0476 |
| 0.6338 | $-0.0299$ | 0.0646 | 0.031 .9 | 0.0126 | $\cdots-0.445$ | 0.0218 | 0.0376 |
| 0.6761 | $-0.0231$ | 0.0616 | 0.0296 | 0.0119 | -0,0107 | 0.0206 | 0.0423 |
| 0.7184 | $\cdots 0.0271$ | 0.0709 | 0.0414 | 0.0157 | 0.0172 | 0.0159 | 0.0461 |
| 0.7606 | $-0.0241$ | 0.0666 | 0.033 .4 | 0.020 .1 | 0.0032 | 0.0168 | $0.0 .40 \times 4$ |
| 0.9027 | $\cdots 0.0223$ | 0.0598 | 0.0377 | 0.0202 | 0.0326 | 0.0137 | 0.0481 |
| 0.8451 | $-0.0235$ | 0.0709 | 0.0484 | 0.0174 | 0.0156 | 0.01 .64 | 0.0453 |
| 0.6374 | $\cdots 0.0254$ | 0.0767 | 0.0375 | 0.01830 | 0.0070 | 0.0107 | 0.0580 |
| 0.7296 | $-0.01197$ | 0.0639 | 0.0375 | 0.0153 | -0.0049 | 0.01776 | 0.0537 |
| 0.9716 | $\cdots 0.0262$ | 0.0829 | 0.0 .423 | $0.019 \%$ | 0.0276 | 0.0266 | 0.0531 |
| 0.9999 | $-0.0188$ | 0.072 L | 0.1006 | 0.0 .437 | 0.1 .026 | 0.0080 | 0.051 |

## Weighted

$$
3 / b=1.0, \quad \alpha=0 \text {, Free Convection (Fe=0) }
$$

Tbot $=400.8 \pm 5.1$ ( C ), $\mathrm{Pbac}=399.6 \pm 9.0$ ( C )
Ttor=338.4 $\pm 3.3(C) y T_{\infty}=2 B(C)$
$\Delta T / T_{\infty}=1.17, G T=4+14 E 7, N=1000$

| 4/3 |  | ${ }^{2} \quad u$ | $\bar{v} \cdot 2 \times 10$ | -1, $2 \times 10$ | $\overline{1]^{\prime} \times 100}$ | W | - ${ }^{2} \times 10$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.5000 | -0.0188 | 0.0721 | 0.1006 | 0.0437 | 0.1023 | 0.0080 | 0.0510 |
| 0.4648 | -0.0141 | 0.1162 | 0.1064 | 0.0379 | 0.0690 | 0.0173 | 0.0562 |
| 0.4437 | -0.0051 | 0.1047 | 0.11 .49 | 0.0 .476 | 0.1600 | 0.0184 | 0.0660 |
| 0.4226 | $-0.0154$ | 0.0925 | 0.0841 | 0.0383 | 0.1628 | 0.0141 | 0.0898 |
| 0.4016 | $-0.0102$ | 0.0762 | 0.0740 | 0.0384 | 0.1450 | 0.0231 | 0.0903 |
| 0.3805 | $-0.0111$ | 0.0897 | 0.0308 | 0.0435 | 0.1805 | 0.0226 | 0.0858 |
| 0.3594 | 0.0145 | 0.1210 | 0.1.482 | 0.1 .177 | 0.6723 | 0.0278 | 0.093 .4 |
| 0.3383 | 0.0086 | 0.1220 | 0.1384 | 0.0847 | 0.4820 | 0.0328 | 0.105 |
| 0.3172 | 0.0283 | 0.1645 | 0.1654 | 0.1279 | 0.6478 | 0.0277 | 0.103 |
| 0.2761 | 0.0568 | 0.1883 | 0.2115 | 0.11 .47 | 0.7432 | 0.0469 | 0.140 |
| 0.2750 | 0.1044 | 0.2427 | 0.3194 | 0.1686 | 1,3510 | 0.0385 | 0.168 |
| 0.2537 | 0.0559 | 0.11993 | 0.2345 | 0.1446 | 0.9572 | 0.0413 | 0.167 |
| 0.2328 | 0.0963 | 0.2446 | 0.3566 | 0.1750 | $1+3760$ | 0.0453 | 0.208 |
| 0.2118 | 0.1379 | 0.3031 | 0.3053 | 0.1555 | 1. 1310 | 0.0577 | 0.180 |
| 0.1907 | 0.1062 | 0.2533 | 0.3089 | 0.1702 | 1.2266 | 0.0559 | 0.214 |
| 0.1696 | 0.1967 | 0.3497 | 0.3498 | 0.1442 | 1.1.1372 | 0.0584 | 0.247 |
| 0.1485 | 0.1888 | 0.3477 | 0.400 L | 0.1318 | 1.1844 | 0.0516 | 0.308 |
| 0.1274 | 0.2126 | 0.3749 | 0.4165 | 0.1117 | 0.9599 | 0.0718 | 0.309 |
| 0.1063 | 0.2 .499 | 0.395 .4 | 0.4207 | 0.1251 | 1.0222 | 0.0516 | 0.44 .1 |
| 0.0852 | 0.3064 | 0.4334 | 0.5483 | 0.1087 | 0.8397 | 0.0996 | 0.443 |
| 0.0641 | 0.3587 | 0.46 .13 | 0.654 .1 | 0.0932 | 0.6519 | 0.0836 | 0.486 |
| 0.0431 | 0.4142 | 0.4831 | 0.6036 | 0.0616 | 0.4830 | 0.0803 | 0.527 |
| 0.0220 | 0.4256 | 0.4773 | 0.8894 | 0.0495 | 0.2097 | 0.0835 | 0.608 |

## Weighted

3/b:=1, O, $\alpha=0$, Free Comvectiom (Fe: 0 )



$$
\Delta T / T_{\infty}=1,17,9 T=4,14 E 7, N=1000
$$

$\therefore / 0=0,0 y \quad z /=0.0$

| $4 / 3$ | V | $\overline{2}$ U | $\bar{v} 200$ | T 2.10 | 可 6100 | W | W $2 \times 10$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.021 | 0.0796 | 0.591. | 1. 3.3820 | 0.1 .762 | 3 | $0 \cdot 116$ | 6 |
| 0.0422 | $\cdots$ | 0.4193 | 0.3333 | 0.0492 | 0.004 | 0.0323 | 0.453 |
| 0.0633 | $\cdots 0.0706$ | 0.3221 | 0.2442 | 0.0348 | --0.0.398 | 0.0350 | 0.309 |
| 0.0844 | $-0.0501$ | $0.249 \%$ | 0.2297 | 0.0 .389 | 0\% | 0.0344 | 0.279 |
| 0.1035 | $\cdots 0.0481$ | . 0.2008 | 0.1.424 | 0.0276 | $\cdots 0.0190$ | 0.0105 | 0.191 |
| 0.1266 | -0.0505 | 0.210\% | 0.1 .44. | 0.0327 | . 0.350 | 0.0107 | 0.210 |
| 0.1477 | $-0.0360$ | $0.17 \% 8$ | 0.1030 | 0.0254 | 0.0180 | 0.0 .339 | 0.183 |
| 0.1687 | -0.0.406 | 0.1477 | 0.0939 | 0.0277 | $-0.0136$ | 0.0186 | 0.217 |
| 0.1898 | -0.0346 | 0.1300 | 0.0793 | 0.0256 | 0.0342 | 0.0216 | 0.221 |
| 0.2109 | $-0.0397$ | 0.1.334 | 0.0932 | 0.0199 | --0.0004 | 0.0262 | 0.208 |
| 0.2320 | $-0.0808$ | 0,1440 | 0.0882 | 0.0235 | 0.0074 | 0.0423 | 0.279 |
| $0+2531$ | $-0.025$ | 0.1272 | 0.0740 | 0.0283 | $\cdots+001.3$ | 0.0301 | 0.219 |
| 0.2742 | $\cdots 0.0270$ | 0.1206 | 0.6833 | 0.0213 | 0.005 | 0.0299 | 0.208 |
| 0.2953 | $\cdots 0.0302$ | 0.1809 | 0.0709 | 0.0230 | 0.01 .95 | 0.0230 | 0.167 |
| 0.3164 | $-0.0290$ | 0.0972 | 0.0609 | 0.0177 | 0.0062 | 0.0193 | 0.1 .86 |
| $0.337 \%$ | $\cdots-0.027$ | 0.1110 | 0.0654 | 0.01 .8 .4 | 0.0275 | 0.0250 | 0.193 |
| - 3 \%65 | $-0.0244$ | 0.0736 | 0.0648 | 0.0236 | 0.0189 | 0.0157 | 0.130 |
| 0,3796 | $-0.0238$ | 0.0881 | 0.0604 | 0.0183 | 0.0268 | 0.0398 | 0.177 |
| 0.4007 | $-0.0277$ | 0.1 .009 | $0.06 \%$ | 0.0207 | 0.0266 | 0.0129 | 0.155 |
| 0.42 .8 | -0.0247 | 0.1043 | 0.06484 | $0.01 \%$ | 0.0024 | 0.0340 | 0.134 |
| 0.4427 | -0.0321 | 0.0740 | 0.0474 | 0.0177 | 0.0121 | 0.01 .75 | 0.141 |
| 0.4640 | -0.0.79 | 0.0967 | 0.0596 | 0.0117 | 0.0238 | 0.0135 | 0.121 |
| 0.5000 | $\cdots 0.0186$ | 0.0931 | 0.0597 | 0.0249 | 0.0219 | 0.0200 | 0.147 |

Weighted

$$
a / b=1.0, \quad \alpha=0, \text { Free Convection }(\text { Re }=0)
$$

Tbot $=400.8 \pm 5.7$ (C), Tbac $=403.4 \pm 4.5$ (C)
Ttop=336.8 4.0 (C)y $T_{\infty}=26(C)$

$$
\Delta T / T_{\infty}=1.184, G r=4.15 E 7, N=1000
$$

$\because / b=0.95, y / a=0.0$

| 2/(c/2) | $W$ | U | $\mathrm{w}^{-2} \times 10$ | $3 \cdot 2 \times 10$ | $u^{\top} W^{\top} \times 100$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.3375 | 0.0211 | 0.1892 | 0.2918 | 0.1059 | 0.1941 |
| 0.3187 | 0.0227 | 0.2040 | 0.3383 | 0.1153 | 0.0573 |
| 0.3000 | 0.0015 | 0.1968 | 0.4302 | 0.1517 | 0.2336 |
| 0.2812 | 0.0395 | 0.1872 | 0.3313 | 0.1219 | 0.1612 |
| 0.2625 | 0.0316 | $0+1822$ | 0.3298 | 0.1218 | 0.1000 |
| 0.2437 | 0.0115 | 0.1950 | 0.3863 | 0.0881 | 0.0149 |
| 0.2250 | 0.0334 | 0.1967 | 0.3307 | 0.1132 | 0.1852 |
| 0.2062 | -0.0010 | 0.1972 | 0.4264 | 0.1019 | 0.0365 |
| 0.1875 | 0.0442 | 0.2114 | 0.3978 | 0.1008 | 0.0326 |
| 0.1687 | 0.0236 | 0.2254 | 0.3986 | 0.0959 | 0.0390 |
| 0.1500 | 0.0038 | 0.2156 | 0.3491 | 0.0991 | 0.1007 |
| 0.1312 | 0.0453 | 0.2063 | 0.3878 | 0.1019 | 0.1284 |
| 0.1125 | 0.0253 | 0.2193 | 0.2850 | 0.0899 | 0.0760 |
| 0.0937 | $-0.0028$ | 0.2063 | 0.4425 | 0.1334 | 0.4474 |
| 0.0750 | 0.0248 | 0.2075 | 0.4399 | 0.1061 | 0.0150 |
| 0.0562 | 0.0235 | 0.2250 | 0.3242 | 0.1010 | 0.2352 |
| 0.0375 | $-0.0126$ | 0.1813 | 0.4483 | 0.1465 | 0.4344 |
| 0.0187 | 0.0384 | 0.2081 | 0.3480 | 0.0903 | 0.1727 |
| 0.0000 | -0.0037 | 0.1978 | 0.3600 | 0.1260 | 0.0970 |
| $-0.0187$ | 0.0198 | 0.2209 | 0.3486 | 0.1140 | 0.1170 |
| $-0.0375$ | 0.0618 | 0.2013 | 0.3285 | $0+1188$ | 0.2715 |
| $-0.0562$ | 0.0665 | 0.2095 | 0.3913 | 0.1068 | 0.0521 |
| $-0.0750$ | 0.1172 | 0.2313 | 0.2785 | 0.0920 | -0.0299 |
| $-0.0937$ | 0.0916 | 0.2300 | 0.3951 | 0.1041 | 0.2533 |
| $-0.1125$ | 0.0554 | 0.2285 | 0.2924 | 0.1024 | 0.0481 |
| $-0.1312$ | 0.0647 | 0.2100 | 0.3771 | 0.1066 | 0.2202 |
| $-0.1500$ | 0.0509 | $0+2107$ | 0.2766 | 0.1007 | 0.0737 |
| $-0.1687$ | 0.0379 | 0.2231 | 0.3222 | 0.1020 | 0.1795 |
| $-0.1875$ | 0.0323 | 0.2064 | 0.3257 | 0.1080 | 0.1444 |
| $-0.2062$ | $-0.0209$ | 0.2134 | 0.4833 | 0.1129 | 0.2117 |
| -0.2250 | 0.0373 | 0.2176 | 0.4212 | 0.0966 | 0.2419 |
| -0.2437 | 0.0628 | 0.2123 | 0.3255 | 0.1030 | 0.0465 |
| -0.2625 | 0.0905 | 0.2138 | 0.3347 | 0.1277 | $0+1200$ |
| -0.2812 | 0.0005 | 0.2233 | 0.3904 | 0.1038 | 0.0753 |
| $-0.3000$ | 0.0468 | 0.2376 | 0.3561 | 0.1238 | 0.1022 |
| -0.3187 | 0.0108 | 0.2059 | 0.3686 | 0.1224 | 0.2179 |
| -0.3375 | 0.0195 | 0.2223 | 0.3654 | 0.1164 | 0.1272 |

Weighted
$a / b=1,0, \alpha=0$. Free Convection (Re=0)
Tbot $=400.8 \pm 5.7$ (C), Tbac $=403.4 \pm 4.5$ (C)
TtOP $=336.8 \pm 4.0(C), T_{\infty}=26$ ( $C$ )

$$
\Delta T / T_{\infty}=1+184, G r=4.15 \mathrm{E}, N=1000
$$

$x / b=0.90, y / z=0+0$

|  | W | U | $\bar{w}^{2} \times 10$ | $\square^{2} \times 10$ | 100 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| , | 0.01 |  |  |  |  |
| 31 | 0.01 |  |  |  |  |
| -0.3000 | -0.0314 | 0. |  | 19 | -0.0579 |
| -0.2812 | 0.0644 | 0.1806 | 0.1972 | 0.1318 | 0.2098 |
| 0.2625 | -0.0095 | 0.1764 | 0.2809 | 0.1233 | 008 |
| -0.2437 | 0.0166 | 0.1503 | 0.2295 | 0.1118 | 96 |
| -0.2250 | 0.0188 | 0.1671 | 0.2280 | 0.1395 | 244 |
| -0.2062 | -0.0026 | 0.1158 | 0.1917 | 0.0960 | 1043 |
| . 1875 | 0.0108 | 0.1561 | 0.2787 | 35 | 749 |
| 0 | -0.0457 |  |  | O. |  |
| -0.1 | -0.0119 | 0.1 | 0.2 | 0. | . 1348 |
| -0.1312 | -0.0178 | 0.1449 | 0.1982 | 0.1360 | . 0566 |
| -0.1125 | -0.0133 | 0. | 0.2296 | 0.1337 |  |
| 0.0 | 0.0 | 0. | 0. | 0.1132 | . 1476 |
| -0.0750 | 0.0219 | 0.1741 | 0.2761 | 0.1188 | 0.2534 |
| -0.0562 | 0.0546 | 0.1770 | 0.1986 | 0.1125 | 0.0701 |
| -0.03 | 0.0317 | 0.1508 | 0.2383 | 0.1498 | 57 |
| 0 | 0. | 0.2075 | 0. |  | 41 |
| +0000 | -0.0233 | 0.1764 | 0.3463 | 0.1269 | 0.2209 |
| . 0 | 0.0256 | 0.1599 | 0.2811 | 0.1393 | 47 |
| 0.0375 | . 0 | 0.1560 | 0.2225 | 0.1454 | 0 |
| O | 0.012 | 0. | 0. | 0. | -0.0907 |
| + | -0.0079 | 0.1581 | 0.3033 | 0.1503 | 0.1403 |
| 0.0 | -0.0224 | 0.1621 | 0.3634 | 0.1309 | -0.0553 |
| 0.1125 | 0 | 0.1771 | 0 | 0.1529 | . 2250 |
| 0.1312 | 0.0146 | 0.1689 | 0.2646 | 0. | 0.0303 |
| 0.1500 | -0.0261 | 0.1696 | 0.2614 | 0.1337 | 0.1318 |
| 0.1687 | -0.0110 | 0.1483 | 0.2621 | 0.1079 | 0.0116 |
| 0.1875 | -0.0060 | 0.1793 | 0.2671 | 0.1367 | . 0843 |
| 0.2062 | 0.0099 | 0.1467 | 0.1938 | 0.1431 | 0.0786 |
| 0.2250 | -0.0075 | 0.1189 | 0.1977 | 0.1167 | -0.1357 |
| 0.2437 | -0.0028 | 0.1711 | 0.2835 | 0.1145 | . 0484 |
| 5 | 0.0119 | 0.1646 | 0.3029 | 0.1227 | 45 |
| 0.2812 | 0.0144 | 0.1452 |  | . 1083 | 0.0676 |
| 0.3000 | 0.0182 | 0.1616 | 0.2187 | 0.1216 | 0.1903 |
| 0.3187 | 0.0157 | 0.1524 | 0.2654 | 0.1531 | 0.2442 |
| 0.3375 | 0.0160 | O | 0 | 0. | 0.2533 |

Weighted

$$
a / b=1.0, \quad \alpha=0 \text {, Free Convection }(\text { Re= }=0)
$$

Tbot $=400.8 \pm 5.7$ (C), Tbac $=403.4 \pm 4.5$ (C)
TtOF $=336.8 \pm 4.0(C), T_{\infty}=26$ (C)

$$
\Delta T / T_{\infty}=1.184, G r=4.15 \mathrm{E} 7, N=1000
$$

$x / b=0.25, \quad y / 3=0.0$

| (c/2) | W | U | $\bar{\omega}^{-2} \times 10$ | $\overline{4}^{2} \times 10$ | W' ${ }^{\top} \times 100$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| . 3375 | -0.0031 | 0.0525 | 0.0909 | 0.0600 | -0.0474 |
| 0.3187 | -0.0111 | 0.0387 | 0.0765 | 0.0537 | 0.0128 |
| 0.3000 | 0.0219 | 0.1494 | 0.1506 | 0.1337 | 0.0927 |
| 0.2812 | 0.0043 | 0.0771 | 0.0817 | 0.0643 | 0.0648 |
| 0.2625 | -0.0024 | 0.0853 | 0.1253 | 0.0872 | 0.1406 |
| 0.2437 | 0.0095 | 0.0572 | 0.0800 | 0.0635 | 0.0693 |
| 0.2250 | 0.0258 | 0.1085 | 0.1118 | 0.0858 | 0.0555 |
| 0.2062 | 0.0137 | 0.0686 | 0.0830 | 0.1039 | 0.1197 |
| 0.1875 | 0.0011 | 0.0419 | 0.0831 | 0.0755 | 0.0146 |
| 0.1687 | 0.0122 | 0.1066 | 0.1052 | 0.0809 | 0.0421 |
| 0.1500 | 0.0252 | 0.0984 | 0.0915 | 0.0772 | 0.0311 |
| 0.1312 | 0.0250 | 0.1857 | 0.1794 | 0.1511 | 0.3831 |
| 0.1125 | 0.0079 | 0.0567 | 0.0768 | 0.0581 | 0.0240 |
| 0.0937 | 0.0081 | 0.0752 | 0.0820 | 0.0832 | 0.1304 |
| . 0750 | 0.0199 | 0.0836 | 87 | 0.0656 | 6 |
| 0.0562 | -0.0090 | 0.028 | 0.0 | 0.0502 | 9 |
| 0.0375 | 0.0292 | 0.0969 | 0.0899 | 0.0884 | 0.1583 |
| 0.0187 | -0.0012 | 0.0654 | 0.0718 | 0.0736 | 0.0104 |
| 0.0000 | 0.0146 | 0.0776 | 0.0933 | 0.0647 | 36 |
| -0.0187 | 0.0242 | 0.1057 | 0.1290 | 0.0776 | 0.1921 |
| -0.0375 | 0.0050 | 0.0706 | 0.0926 | 0.1020 | 0.0680 |
| -0.0562 | 0.0126 | 0.0693 | 0.0877 | 0.1041 | -0.0003 |
| -0.0750 | 0.0218 | 0.1106 | 0.1093 | 0.0914 | 0.0530 |
| -0.0937 | 0.0044 | 0.0558 | 0.0616 | 0.0617 | -0.0153 |
| -0.1125 | -0.0047 | 0.0750 | 0.0886 | 0.0534 | 0.0560 |
| -0.1312 | 0.0112 | 0.0629 | 0.0648 | 0.0721 | 0.0535 |
| 0.1500 | -0.0059 | 0.0443 | 0.0590 | 0.0618 | 0.0392 |
| -0.1687 | 0.0074 | 0.0689 | 0.0815 | 0.1013 | 0.1256 |
| -0.1875 | 0.0060 | 0.0627 | 0.0709 | 0.0469 | 0.0741 |
| -0.2062 | 0.0073 | 0.1004 | 0.0997 | 0.0970 | 0.1099 |
| -0.2250 | 0.0048 | 0.0975 | 0.1009 | 0.0723 | 0.0749 |
| -0.2437 | -0.0019 | 0.0307 | 0.0607 | 0.0649 | 0.0421 |
| -0.2625 | -0.0092 | 0.0640 | 0.0967 | 0.0728 | -0.0011 |
| -0.2812 | 0.0006 | 0.0564 | 0.0709 | 0.0717 | -0.0323 |
| -0.3000 | -0.0041 | 0.0936 | 0.1160 | 0.1128 | -0.0543 |
| 0.3187 | 0.0001 | 0.0549 | 0.0763 | 0.0659 | 0.0100 |
| 3375 | 0.0082 | 0.0763 | 0.08 | 0. | 0.1173 |

Weighted
a/b=1.0, $\alpha=0$, Free Convection (Fe=0)
Tbot $=400.8 \pm 5.7$ (C), Tbac $=403.4 \pm 4.5$ (C)
Ttop $=336.8 \pm 4.0(C), T_{\infty}=26$ (C)
$\Delta T / T_{\infty}=1+184, G r=4+15 \mathrm{E} 7, N=1000$
$x / b=0.10, y / 3=0.0$

| 2) | W | U | - ${ }^{2} \times 10$ | $\frac{-1}{3}_{2} \times 10$ | 1'w'x100 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| -0.3375 | 0.0081 | 0.2866 | 0, | 0.1180 |  |
| -0.3187 | 0.0021 | 0.2307 | 0.1748 | 0.1278 | 0.1536 |
| -0.3000 | -0.0043. | 0.2778 | 0.2319 | 0.1164 | 0.1456 |
| -0.2812 | -0.0036 | 0.2758 | 0.2315 | 0.0945 | 0.0454 |
| -0.2625 | 0.0084 | 0.2705 | 0.2319 | 0.1337 | 0.2316 |
| -0.2437 | $0+0437$ | 0.3210 | 0.2469 | 0.1532 | 0.0512 |
| -0.2250 | 0.0221 | 0.2393 | 0.1822 | 0.1324 | 0.0525 |
| -0.2062 | 0.0067 | 0.3341 | 0.3388 | 0.1106 | 0.1022 |
| -0.1875 | 0.0219 | 0.1914 | 0.1281 | 0.0981 | 0.1141 |
| -0.1687 | 0.0071 | 0.2962 | 0.1908 | 0.089 | 3 |
| -0.1500 | 0.0127 | 0.2242 | 0.1726 | 0.1777 | 0.2008 |
| -0.1312 | 0.0278 | 0.2960 | 0.1852 | 0.1165 | 0.0643 |
| -0.1125 | 0.0395 | 0.2805 | 0.1998 | 0.1455 | 0.1850 |
| -0.0937 | 0.0203 | 0.2450 | 0.1206 | 0.1158 | 0.0824 |
| -0.0750 | 0.0201 | 0.2620 | 0.2069 | 0.1124 | 0.0932 |
| -0.0562 | 0.0026 | 0.2221 | 0.2299 | 0.1311 | 0.2348 |
| -0.0375 | 0.037 | 0.2831 | 0.2 | 0.1194 | 36 |
| -0.0187 | 0.0096 | 0.2217 | 0.2050 | 0.1474 | 0.2390 |
| 0.0000 | 0.0179 | 0.2891 | 0.2168 | 0.1012 | 0.0214 |
| . 0.0187 | 0.0233 | 0.2592 | 0.2277 | 0.1068 | 0.0614 |
| 0.0375 | 0.0245 | 0.1923 | 0.1520 | 0.1283 | 0.1181 |
| 0.0562 | -0.0073 | 0.2792 | 0.2290 | 0.0980 | 0.1224 |
| 0.0750 | 0.0381 | 0.3132 | 0.2315 | 0.1517 | 0.0975 |
| 0.0937 | 0.0110 | 0.1842 | 0.1365 | 0.0750 | 0.0606 |
| 0.1125 | 0.0307 | 0.2896 | 0.2395 | 0.1481 | 0.1282 |
| 0.1312 | 0.0407 | 0.3399 | 0.2787 | 0.1475 | -0.0253 |
| 0.1500 | 0.0518 | 0.3013 | 0.2291 | 0.1142 | 0.0023 |
| 0.1687 | 0.0641 | 0.2441 | 0.1653 | 0.0839 | -0.0266 |
| 0.1875 | 0.0374 | 0.3358 | 0.2919 | 0.1961 | 0.2672 |
| 0.2062 | 0.0548 | 0.2319 | 0.1899 | 0.1333 | 0.1688 |
| 0.2250 | 0.0125 | 0.3126 | 0.2207 | 0.1136 | 0.1177 |
| 0.2437 | 0.0272 | 0.2008 | 0.1522 | 0.1230 | -0.0492 |
| 0.2625 | 0.0459 | 0.2418 | 0.2231 | 0.1350 | 0.0937 |
| 0.2812 | 0.0498 | 0.2497 | 0.2473 | 0.1397 | -0.0710 |
| 0.3000 | 0.0389 | 0.2717 | 0.2004 | 0.0954 | 0.0165 |
| 0.3187 | 0.0546 | 0.2949 | 0.2629 | 0.1511 | 0.0932 |
| 0.3375 | 0.0285 | 0.2404 | 0.2025 | 0.1101 | 0.1383 |

## Unweighted

$$
a / b=1.0, \quad \alpha=0 \text {, Free Convection (Fe=:0) }
$$

Thot $=400.8 \pm 5.1$ (C), Tbac $=399.6 \pm 5.0$ ( 0 )
TtOF $=338+4 \pm 3.3$ (C), $T_{\infty}=25$ (C)
$\Delta T / T_{\infty}=1+19, G r=4+1.4 E 7, N=1000$

| $x / m$ |  | $u$ | $\bar{v}^{2} \times 10$ | ${ }_{1.1}{ }^{2} \times 10$ | U'v'0100 | W | - ${ }^{2} \times 10$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.9799 | 0.4984 | 0.2850 | 0.6627 | 0.0818 | 0.1409 | 0.1090 | 0.526 |
| 0.9472 | 0.3632 | 0.2530 | 0.6302 | 0.1069 | 0.1854 | 0.1080 | 0.5338 |
| 0.9155 | 0.2763 | 0.2117 | 0.6340 | 0.1205 | 0.1146 | 0.0911 | 0.480 |
| 0.8838 | 0.2619 | 0.1939 | 0.4537 | 0.1781 | 0.2961 | 0.0850 | 0.448 |
| 0.8521 | 0.2486 | 0.1716 | 0.4518 | 0.1924 | 0.1453 | 0.0793 | 0.377 |
| 0.820 .4 | 0.2172 | 0.1631 | 0.3930 | 0.35156 | 0.0576 | 0.0729 | 0.295 |
| 0.7887 | 0.1593 | 0.1397 | 0.4101 | 0.2762 | 0.1319 | 0.077 .4 | 0.349 |
| 0.7570 | 0.1207 | 0.1175 | 0.4009 | 0.2434 | 0.406 .1 | 0.0871 | 0.450 |
| 0.7253 | 0.0937 | 0.1215 | 0.3975 | 0.2805 | 0.2152 | 0.0803 | 0.392 |
| 0.6936 | 0.0879 | 0.1127 | 0.3724 | 0.2641 | 0.1135 | 0.0670 | 0.302 |
| 0.661 .19 | 0.0545 | 0.1075 | 0.3570 | 0.2972 | 0.0151 | 0.0550 | 0.265 |
| 0.6303 | 0.0413 | 0.0828 | 0.3497 | 0.2366 | 0.1370 | 0.0546 | 0.332 |
| 0.59886 | 0.0215 | 0.0884 | 0.3513 | 0.2239 | 0.1799 | 0.0510 | 0.290 |
| 0.5669 | 0.0033 | 0.0759 | 0.2600 | 0.2175 | 0.1 .795 | 0.0509 | 0.348 |
| 0.9352 | -0.0.146 | 0.0732 | 0.3403 | 0.2460 | 0.1324 | 0.0306 | 0.381 |
| 0.5035 | -0.0246 | 0.0717 | 0.3456 | 0.2495 | 0.0211 | 0.0428 | 0.336 |
| 0.4718 | -0.0366 | 0.0764 | 0.2735 | 0.246 .1 | 0.1314 | 0.0675 | 0.406 |
| 0.4401 | -0.0542 | 0.1022 | 0.2756 | 0.2524 | 0.0768 | 0.0356 | 0.278 |
| 0.408 .4 | $\cdots 0.0403$ | 0.0891. | 0.3089 | 0.1766 | 0.1195 | 0.0564 | 0.359 |
| 0.3767 | -0.0684 | 0.0965 | 0.2929 | 0.18885 | 0.1303 | 0.0577 | 0.3331 |
| 0.3450 | $-0.0644$ | 0.1097 | 0.2733 | 0.2515 | -0.0564 | 0.0620 | 0.273 |
| 0.3133 | -0.0750 | 0.1169 | $0.369 \%$ | 0.2415 | 0.1303 | 0.0605 | 0.322 |
| 0.2816 | $\cdots$ | 0.1135 | 0.3317 | 0.1838 | 0.0822 | 0.0734 | $0.31 . \%$ |
| 0.2499 | $\cdots$ | 0.1202 | 0.3277 | 0.2023 | 0.1506 | 0.0575 | 0.282 |
| 0.2183 | -0.0988 | 0.1347 | 0.3362 | 0.1 .955 | -0.0802 | 0.0650 | 0.34 .3 |
| 0.1866 | $-0.1193$ | 0.1777 | 0.4203 | 0.3395 | --0.1107 | 0.0597 | 0.302 |
| 0.1549 | $-0.1424$ | 0.1936 | 0.4445 | 0.2096 | -0.2729 | 0.0503 | 0.369 |
| 0.1232 | -0.1410 | 0.2393 | 0.8018 | 0.1391 | -0. 0.1696 | 0.0846 | 0.390 |
| 0.0914 | $-0.1765$ | 0.3090 | 0.9734 | 0.1353 | $-0.1968$ | 0.061 .4 | 0.357 |
| 0.0634 | -0.1080 | 0.3700 | 2.1600 | 0.4340 | 0.0158 | 0.1150 | 0.532 |
| 0.0528 | -0.0434 | 0.4500 | $2+5000$ | 0.3810 | 0.1920 |  |  |
| 0.0317 | 0.0819 | 0.4290 | 2.5200 | 0.3720 | -0.3970 | 1430 | 33 |
| 0.0211 | 0.2810 | 0.3980 | 2.8600 | 0.2 | $-0.1240$ |  |  |

## Unweighted

$a / b=1,0, \quad \alpha=0$, Free Comvection (Fie:=0)
Thot $=400.8 \pm 5.1(C), \operatorname{Tbac}=399.6 \pm 5+0$ (C)
Ttos:=338.4 43.3 (C) y $T_{\infty}=25$ (C)
$\Delta r / r_{\infty}=1.1 .9$ y Gr: $=4.14 E 7$ y $N=1000$

| \%/ |  | U | $v^{2} \times 10$ | T, $2 \times 10$ | J'vex 00 | W | $\bar{w} \times 10$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0000 | -0.0019 | 0, IL 1.43 | 0.1998 | 0.0764 | 0.0587 | 0.0672 | 0.430 |
| 0.0423 | -0.0132 | 0.11 .34 | 0.1526 | 0.0374 | 0.0547 | 0.0631 | 0.263 |
| 0.0845 | -0.0.0186 | 0.0904 | 0.1848 | 0.0397 | 0.0595 | 0.0631 | 0.216 |
| 0.1268 | $-0.0286$ | 0.0979 | 0.1146 | 0.0276 | $-0.0074$ | 0.0630 | 0.228 |
| 0.1690 | $-0.0121$ | 0.0955 | 0.1745 | 0.0288 | 0.0 .479 | 0.040 .1 | 0.195 |
| 0.2113 | $-0.0140$ | 0.1046 | 0.1466 | 0.0287 | 0.0073 | 0.0518 | 0.198 |
| 0.2535 | $-0.0197$ | 0.0927 | 0.1363 | 0.0208 | $-0.0012$ | 0.0359 | 0.187 |
| 0.2958 | $-0.0070$ | 0.0978 | 0.1906 | 0.0271 | 0.0175 | 0.0560 | 0.217 |
| 0.3301 | $-0.0276$ | 0.0729 | 0.1112 | 0.0297 | 0.0412 | 0.0532 | 0.208 |
| 0.3003 | -0.0174 | 0.1012 | 0.1233 | 0.0365 | 0.0607 | 0.0473 | 0.187 |
| 0.4226 | --0.0273 | 0.0354 | 0.1129 | 0.0282 | 0.0360 | 0.0565 | 0.234 |
| 0.4648 | -0.0182 | 0.0587 | 0.1 .406 | 0.0219 | 0.0262 | 0.0504 | 0.205 |
| 0.5071 | --0.0248 | 0.0787 | 0.1216 | 0.0369 | -0.0073 | 0.0548 | 0.322 |
| 0.6493 | -0.0187 | 0.0702 | 0.126 | 0.0280 | -0.0277 | 0.0367 | 0.257 |
| 0.5916 | -0.0152 | 0.0700 | 0.1540 | 0.0205 | 0.0695 | 0.0521 | 0.226 |
| 0.6338 | -0.0250 | 0.0688 | 0.0997 | 0.0231 | -0.0231 | 0.0526 | 0.169 |
| 0.6761 | -0.0200 | 0.0761 | 0.0920 | 0.0206 | 0.0095 | 0.0553 | 0.183 |
| 0.7184 | --0.01.47 | 0.0865 | 0.1 .326 | 0.0280 | 0.0459 | 0.0564 | 0.237 |
| 0.7606 | -0.0152 | 0.0375 | 0.1143 | 0.0480 | 0.0110 | 0.0503 | $0+181$ |
| 0.8027 | -0.0085 | 0.0797 | 0.1267 | 0.0392 | 0.0738 | 0.0493 | 0.232 |
| 0.8451 | -0.0082 | 0.0872 | 0.1605 | 0.1380 | $-0.0178$ | 0.0483 | 0.205 |
| 0.8874 | -0.0169 | 0.0889 | 0.1095 | 0.0237 | 0.0038 | 0.0 .454 | 0.207 |
| 0.9296 | $-0.0106$ | 0.0774 | 0.1262 | 0.0203 | $-0.0078$ | 0.05836 | 0.246 |
| 0.7718 | -0.0146 | 0.1003 | 0.1124 | 0.0327 | 0.0743 | 0.0661 | 0.210 |
| 0.9999 | 0.0079 | 0.1120 | 0.3434 | 0.1283 | 0.2841 | 0.0379 | 0.195 |

Unweighted


## Unweighted

$$
a / b=1,0, \quad \alpha=0 \text {, Free Convection (Fie=0) }
$$

Tbot $=400.8 \pm 5.1$ (C), $\mathrm{Tb} 30=399.6 \pm 5.0$ (C)
Ttop $=338.4 \pm 3.3$ (C), $T_{\infty}=23$ (C)
$\Delta T / T_{\infty}=1.19, G r=4.14 E 7, \quad N=1.000$

| $\begin{gathered} x \\ y / a \end{gathered}$ | $\begin{gathered} 0, \\ v \end{gathered}$ | $=0.0$ | $\bar{v} \times 10$ | [15 ${ }^{2} \times 10$ | $\overline{u^{\prime} v^{\prime} \times 100}$ | W | $-^{2} \times 10$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0211 | 31 | 0.6047 | $1+61.43$ | 0.1103 | 0.0167 | 0.157 | 0.866 |
| 0.0422 | -0.0806 | 0.4295 | 0.4333 | 0.0539 | 0.0003 | 0.108 | 0.579 |
| 0.0633 | -0.0599 | 0.3310 | 0.3313 | 0.0423 | -0.0707 | 0.0585 | 0.464 |
| 0.0844 | -0.0359 | 0.2624 | 0.3553 | 0.0624 | -0.0.116 | 0.0646 | 0.485 |
| 0.1055 | $-0.0318$ | 0.2121 | 0.2400 | 0.0356 | -0.0414 | 0.0321 | 0.327 |
| 0.1266 | $-0.0377$ | 0.2233 | 0.2493 | 0.0537 | 0.0433 | 0.0417 | 0.398 |
| 0.1477 | $-0.0163$ | 0.1526 | 0.2324 | 0.0542 | 0.0753 | 0.0489 | 0.350 |
| 0.1687 | -0.0279 | 0.1634 | 0.2021 | 0.0434 | -0.006 | 0.0571 | 457 |
| 0.1898 | $-0.0249$ | 0.1978 | 0.2286 | 0.04113 | 0.0605 | 0.0583 | 0 |
| 0.2109 | $-0.0228$ | 0.1453 | 0.2268 | 0.0459 | $-0.0014$ | 0.0608 | 0.488 |
| 0.2320 | $-0.0164$ | 0.1581 | 0.1945 | 0.0460 | -0.0107 | 0.0826 | 0.622 |
| 0.2531 | -0.0078 | 0.1462 | 0.1873 | 0.0380 | $-0.0076$ | 0.0807 | 0.577 |
| 0.2742 | $-0.0111$ | 0.1.352 | 0.2113 | 0.0508 | $-0.0015$ | 0.0756 | 0.479 |
| 0.2953 | $\cdots$ | 0.1452 | 0.2246 | 0.0493 | 0.0504 | 0.0686 | 0.469 |
| 0.3164 | -0.0126 | 0.1117 | 0.1691 | 0.0396 | 0.0130 | 0.0633 | 0.452 |
| 0.3375 | -0.0072 | 0.1 .648 | 0.2240 | 0.0427 | -0.0062 | 0.0640 | 0.478 |
| 0.3585 | $\cdots$ | 0.1127 | 0.1830 | 0.1608 | 0.0452 | 0.0515 | 0.359 |
| 0.3796 | $-0.0024$ | 0.1042 | 0.1988 | 0.0407 | 0.0604 | 0.0766 | 0.43 .4 |
| 0.4007 | $-0.01 .40$ | 0.1140 | 0.1544 | 0.0625 | 0.0568 | 0.0536 | 0.432 |
| 0.4218 | -0.0064 | 0.1162 | 0.1768 | 0.0345 | 0.0073 | 0.0789 | 0.354 |
| 0.4429 | -0.0174 | 0.0905 | 0.1434 | 0.0594 | -0.0057 | 0.0633 | 0.382 |
| 0.4640 | $-0.0036$ | 0.0964 | 0.1850 | 0.0252 | 0.0530 | 0.0528 | 0.330 |
| . 500 | 0.001 | 0.1143 | 0.199 | 0.0764 | 0.0587 | 0.067 | 0. |

Unweighted
$a / b=1.0, \quad \alpha=0$, Free Convection (Re=0)
Tbot $=400.8 \pm 5.7$ (C), Tbac= $403.4 \pm 4.5$ (C)
T.tof $=336.8 \pm 4.0$ (C), $T_{\infty}=26$ (C)
$\Delta T / T_{\infty}=1.184, G r=4.15$ E7, $N=1000$
$x / b=0.95, y / a=0.0$

| 2) | W |  | $\bar{w}^{2} \times 10$ | - ${ }^{2} \times 10$ | ['W's100 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.3375 | 0.0436 |  |  |  |  |
| 3187 | 0.0425 | 0.2417 | 0.5734 | 0.1807 | 0.1093 |
| 0.3000 | 0.0168 | 0.2384 |  |  |  |
| 0.2812 | 0.0683 | 0.2323 | 0.5991 | 0.1642 | 0.1138 |
| 0.2625 | 0.0542 | 0.2256 | 0.6139 | 0.1972 | 0.1510 |
| . 2437 | 0.0244 | 0.2209 | 0.5979 | 0.1231 | 58 |
| . 2250 | 0.059 | 0.2341 | 0.548 | 0.202 |  |
| 0.2062 | 0.01 | 0.2 | 0.6920 | 34 | 47 |
| 0.1875 | 0.0621 | 0.2385 | 0.5587 | 0.1533 | -0.0439 |
| 1687 | 0.0377 | 0.2520 | 0.5844 | 0.1325 | 0.0122 |
| 1500 | 0.0218 | 0.2466 | 0.5592 | 0.1508 | 561 |
| 0.1312 | 0.0694 | 0.2356 | 0.5961 | 0.1436 | 66 |
| 0.1125 | 0.0447 | 0.2489 | 0.4596 | 0.1305 | -0 |
| 0.0937 | 0.0151 | 0.2430 | 0.7144 | 0.1747 | 3 |
| . 0750 | 0.0585 | 0.2359 | 0.6685 | 0.1632 | -0.0307 |
| 0.0562 | 0.0444 | 0.2563 | 0.4913 | 0.1477 | 623 |
| 0.0375 | -0.0077 | 0.2226 | 0.7674 | 0.2022 | 0.7664 |
| 0.0187 | 0.0656 | 0.2381 | 0.5596 | 0.1282 | 0.1668 |
| 0.0000 | . 0082 | 0.2404 | 0.5918 | 0.1873 | . 0619 |
| -0.0187 | 0.0322 | 0.2 | . 5271 | 0.1887 | 61 |
| -0.0375 | 0.1040 | 0.2464 | 0.5460 | 0.1564 | 0.2774 |
| -0.0 | 0.0913 | 0.2367 | 0.5883 | 0.1580 | -0.0104 |
| -0 | 0.1511 | 0.2568 | 0.4019 | 0.1435 | -0.1014 |
| -0.0937 | 0.1292 | 0.2599 | 0.5606 | 0.1509 | 0.2456 |
| -0.1125 | 0.0786 | 0.2622 | 0.4610 | 0.1496 | 0.0560 |
| -0.1312 | 0.1095 | 0.2433 | 0.5882 | 0.1636 | . 1559 |
| -0.1500 | 0.0708 | 0.2464 | 0.4820 | 0.1637 | 0.0073 |
| -0.1687 | 0.0656 | 0.2569 | 0.5330 | 0.1623 | 0.1818 |
| -0.1875 | 0.04 | 0.2423 | 0.5224 | 0.1624 | 0.1850 |
| -0.2062 | -0.0136 | 0.2414 | 0.7448 | 0.1864 | 0.2986 |
| -0.2250 | 0.0654 | 0.2462 | 0.6472 | 0.1515 | 0.2210 |
| -0.2437 | 0.0910 | 0.2411 | 0.4769 | 0.1554 | 0.0028 |
| -0.2625 | 0.1259 | 0.2508 | 0.4810 | 0.1876 | -0.0089 |
| -0.2812 | 0.0072 | 0.2536 | 0.6413 | 0.1543 | 0.2293 |
| -0.3000 | 0.0694 | 0.2743 | 0.5249 | 0.1689 | 0.0407 |
| 0.3187 | 0.0366 | 0.2430 | 0.6000 | 0.2022 | 0.2634 |
| -0.3375 | 0.0 | 0.2583 | 0.5602 | 0. | 0.0981 |

Unweighted

$$
a / b=1,0, \quad \alpha=0 \text {, Free Convection }\langle\text { Re= }=0\rangle
$$

Tbot $=400.8 \pm 5.7$ (C), Tbac $=403.4 \pm 4.5$ (C)
T TOP $=336.8 \pm 4.0$ (C), $T_{\infty}=26$ (C)

$$
\Delta T / T_{\infty}=1+184, G r=4.15 E 7, N=1000
$$

$x / b=0.90, y / a=0.0$

| $2 /(c / 2)$ | W | U | w $2 \times 10$ | $5^{2} \times 10$ | $\overline{u^{\prime} W^{\prime}} \times 100$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| -0.3375 | 0.1254 | 0.2125 | 0.4991 | 0.1881 | -0.1914 |
| -0.3187 | 0.0455 | 0.2111 | 0.4353 | 0.1945 | 0.1785 |
| -0.3000 | -0.0320 | 0.2118 | 0.5569 | 0.2117 | -0.0120 |
| -0.2812 | 0.1043 | 0.2354 | 0.3768 | 0.2156 | 0.1611 |
| -0.2625 | 0.0096 | 0.2231 | 0.4947 | 0.1786 | 0.3380 |
| -0.2437 | 0.0517 | 0.1992 | 0.4479 | 0.2037 | 0.2033 |
| -0.2250 | 0.0481 | 0.2317 | 0.4609 | 0.2186 | 0.0344 |
| -0.2062 | 0.0127 | 0.1678 | 0.4605 | 0.2114 | 0.1937 |
| -0.1875 | 0.0334 | 0.2158 | 0.5730 | 0.2532 | -0.0265 |
| -0.1687 | -0.0557 | 0.2204 | 0.4641 | 0.2682 | 0.3239 |
| -0.1500 | 0.0010 | 0.1890 | 0.5259 | 0.2223 | 0.0778 |
| -0.1312 | -0.0058 | 0.2121 | 0.4095 | 0.2175 | 0.0939 |
| -0.1125 | -0.0000 | 0.2182 | 0.4628 | 0.1943 | -0.0059 |
| -0.0937 | 0.1052 | 0.2165 | 0.4526 | 0.1865 | 0.2557 |
| -0.0750 | 0.0529 | 0.2219 | 0.5074 | 0.1770 | 0.3182 |
| -0.0562 | 0.0871 | 0.2212 | 0.3712 | 0.1676 | -0.0923 |
| -0.0375 | 0.0585 | 0.2134 | 0.4584 | 0.2229 | 0.1827 |
| -0.0187 | 0.0466 | 0.2490 | 0.4329 | 0.1997 | 0.1322 |
| 0.0000 | -0.0147 | 0.2183 | 0.5799 | 0.2029 | 0.3931 |
| 0.0187 | 0.0513 | 0.2158 | 0.4926 | 0.2084 | 0.1068 |
| 0.0375 | 0.0759 | 0.2271 | 0.4580 | 0.2241 | 0.0219 |
| 0.0562 | 0.0207 | 0.2255. | 0.5390 | 0.2233 | -0.1419 |
| 0.0750 | 0.0122 | 0.2179 | 0.6084 | 0.2343 | 0.0894 |
| 0.0937 | -0.0183 | 0.2115 | 0.5986 | 0.1813 | 0.0109 |
| 0.1125 | 0.0279 | 0.2269 | 0.5527 | 0.2069 | 0.3344 |
| 0.1312 | 0.0504 | 0.2131 | 0.4820 | 0.2042 | -0.1220 |
| 0.1500 | -0.0128 | 0.2266 | 0.5054 | 0.2329 | 0.1981 |
| 0.1687 | -0.0043 | 0.1945 | 0.5123 | 0.1975 | 0.1174 |
| 0.1875 | 0.0145 | 0.2286 | 0.4735 | 0.2045 | 0.2231 |
| 0.2062 | 0.0296 | 0.2146 | 0.3809 | 0.2652 | 0.0245 |
| 0.2250 | -0.0048 | 0.1869 | 0.4800 | 0.2330 | -0.2347 |
| 0.2437 | 0.0167 | $0+2170$ | 0.5126 | 0.1844 | 0.0209 |
| 0.2625 | 0.0360 | 0.2083 | 0.5099 | 0.2139 | 0.0494 |
| 0.2812 | 0.0376 | 0.1981 | 0.3846 | 0.2246 | 0.1294 |
| 0.3000 | 0.0486 | 0.2123 | 0.3907 | 0.2082 | 0.2440 |
| 0.3187 | 0.0413 | 0.2087 | 0.5252 | 0.2373 | 0.2219 |
| 0.3375 | 0.0358 | 0.1935 | 0.5303 | 0.2074 | 0.3048 |

Unweighted

$$
a / b=1.0, \quad \alpha=0 \text {, Free Convection (Re=0) }
$$

Tbot $=400.8 \pm 5.7$ (C), Tbac $=403.4 \pm 4+5$ (C)
TtOF $=336.8 \pm 4.0$ (C), $T_{\infty}=26$ (C)
$\Delta T / T_{\infty}=1.184, G r=4+15 E 7, N=1000$
$x / b=0.25, y / 3=0.0$

| 2/(c/2) | W | U | ${ }_{\omega}{ }^{2} \times 10$ | $\bar{u}^{2} \times 10$ | U'w' |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 3375 | 0.0182 |  |  |  |  |
| 0.3187 | 0.0176 | 1003 | 00 | 0.2594 |  |
| 0.3000 | 0.0556 | 0.2247 | . 3881 | 0.2396 | -0.1072 |
| 0.2812 | 0.0361 | 0.1366 | 0.3599 | 0.2586 | 14 |
| 0.2625 | 0.0433 | 0.1531 | 0.4299 | 0.2143 | . 0804 |
| 0.2437 | 0.0393 | 0.1158 | 0.3428 | 0.2220 | 659 |
| 0.2250 | 0.0578 | 0.1699 | . 3398 | 0.1979 | 75 |
| 0.2062 | 0.0584 | 0.1653 | . 380.3 | 3016 | -0.0815 |
| 0.1875 | 0.0325 | 0.1170 | 0.3732 | 0.2547 | -0.1973 |
| 0.1687 | 0.0413 | 0.1578 | 0.3003 | 0.2232 | 0.0036 |
| 0.1500 | 0.0535 | 0.1586 | 0.3101 | 0.2476 | 0147 |
| 0.1312 | 0.0603 | 0.2536 | 0.3865 | 0.2147 | 0. 4376 |
| 0.1125 | 0.0369 | 0.1219 | 0.3408 | 0.1987 | 0.0535 |
| 0.0937 | 0.0520 | 0.1477 | 0.3050 | 0.2263 | . 0820 |
| 0.0750 | 0.0576 | 0.1424 | 0.3218 | 0.2037 | 736 |
| 0.0562 | 0.0135 | 0.0984 | 0.3051 | $0+2841$ | 0.0270 |
| 0.0375 | 0.0715 | 0.1655 | 0.2715 | 0.2418 | -0.0196 |
| 0 | 0.0240 |  | 0 | 0.2589 | 88 |
| 0.0 | 0.0663 | . 1 | 0.3 | 0.215 | 0.2271 |
| 0.0 | 0.07 | 0.1605 | 0.396 | 0.2112 | 0.2501 |
| -0.0375 | 0.0441 | 0.1720 | $\therefore 4602$ | 0.2978 | 0.0215 |
| -0.0562 | 0.0446 | 0.1657 | 0.3707 | 0.2465 | -0.1398 |
| -0 | 0.0609 | 0.177 | 0.3792 | 0.1997 | 0.0126 |
| -0.0937 | 0.0340 | 0.1295 | 0.3101 | 0.2460 | -0.0851 |
| -0.1125 | 0.0361 | 0.1266 | 0.3444 | 0.1966 | 0.0911 |
| -0.1312 | 0.0433 | $0+1334$ | 0.2261 | 0.1929 | -0.0144 |
| 0.1500 | 0.0253 | 0.1247 | 0.3354 | 0.2405 | 0.1831 |
| -0.1687 | 0.0546 | 0.1699 | 0.3445 | 0.4371 | 0.1152 |
| -0.1875 | 0.0461 | 0.1137 | 0.3175 | 0.1893 | 76 |
| -0.2062 | 0.0387 | 0.1710 | 0.3108 | 0.2478 | 0.0863 |
| -0.2 | 0.0383 | 0.1547 | 3183 | 0.1887 | 0.0464 |
| -0.2437 | 0.0368 | 0.1118 | 0.3665 | 0.2994 | 0.1185 |
| 0.2625 | 0.0141 | 0.1312 | 0.3991 | 0.2291 | -0.0585 |
| 0.2812 | 0.0288 | 0.1401 | 0.3475 | 0.2506 | -0.1386 |
| 0.3000 | 0.0225 | 0.1809 | 0.4278 | 0.2737 | -0.2980 |
| 0.3187 | 0.0323 | 0.1264 | 0.3569 | 0.2636 | -0.0331 |
| . 3375 | 0.0554 | 0.1523 | 0.31483 | 0.2692 | 0.0136 |

Unweighted

$$
3 / b=1,0, \quad \alpha=0 \text {, Free Convection (Re=0) }
$$

Tbot $=400.8 \pm 5.7(C), T b a c=403+4 \pm 4.5$ (C)
Ttof=336.8 $\pm 4+0$ (C), $T_{\infty}=26$ (C)
$\Delta \mathrm{T} / \mathrm{T}_{\infty}=1.184, \mathrm{Gr}=4.15 \mathrm{E} 7, N=1000$
$x / b=0+10, y / a=0+0$

| z/(c/2) | $\omega$ | U | $\bar{w}^{2} \times 10$ | - ${ }^{2} \times 10$ | Ј'W' $\times 100$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| -0.3375 | 0.0305 | 0.3222 | 0.3646 | 0.1458 | 0.0653 |
| -0.3187 | 0.0280 | 0.3782 | 0.3481 | 0.1760 | 0.1330 |
| -0.3000 | 0.0197 | 0.3110 | 0.3865 | 0.1488 | 0.0848 |
| -0.2812 | 0.0156 | 0.3059 | 0.3870 | 0.1152 | -0.0061 |
| -0.2625 | 0.0367 | 0.3134 | 0.4416 | 0.1809 | 0.2641 |
| -0.2437 | 0.0711 | 0.3634 | 0.4213 | 0.1688 | 0.0367 |
| -0.2250 | 0.0478 | 0.2873 | 0.3325 | 0.1819 | -0.0755 |
| -0.2062 | 0.0329 | 0.3596 | 0.5537 | 0.1318 | 0.0531 |
| -0.1875 | 0.0514 | 0.2382 | 0.2921 | 0.1771 | 0.1155 |
| -0.1687 | 0.0222 | 0.3226 | 0.3023 | 0.1149 | -0.0276 |
| -0.1500 | 0.0389 | 0.2905 | 0.3253 | 0.2450 | 0.2080 |
| -0.1312 | 0.0511 | 0.3320 | 0.3086 | 0.1280 | -0.0223 |
| -0.1125 | 0.0670 | 0.3283 | 0.3706 | 0.1612 | 0.2242 |
| -0.0937 | 0.0339 | 0.2891 | 0.2326 | 0.1601 | 0.0873 |
| -0.0750 | 0.0453 | 0.2986 | 0.3775 | 0.1652 | 0.0655 |
| -0.0562 | 0.0344 | 0.2718 | 0.4450 | 0.2193 | 0.3523 |
| -0.0375 | 0.0627 | 0.3194 | 0.3624 | 0.1519 | -0.0157 |
| -0.0187 | 0.0464 | 0.2817 | 0.4294 | 0.2056 | 0.2487 |
| 0.0000 | 0.0367 | 0.3202 | 0.3621 | 0.1303 | -0.0523 |
| 0.0187 | 0.0433 | 0.2931 | 0.4062 | 0.1394 | 0.0551 |
| 0.0375 | 0.0536 | 0.2519 | 0.3522 | 0.1985 | 0.1346 |
| 0.0562 | 0.0113 | 0.3071 | 0.3861 | 0.1254 | 0.1062 |
| 0.0750 | 0.0617 | 0.3576 | 0.4093 | 0.1384 | 0.1749 |
| 0.0937 | 0.0352 | 0.2189 | 0.2849 | 0.1326 | 0.0572 |
| 0.1125 | 0.0580 | 0.3343 | 0.4104 | 0.1601 | 0.0328 |
| 0.1312 | 0.0573 | 0.3751 | 0.4553 | 0.1480 | -0.0384 |
| 0.1500 | 0.0684 | 0.3351 | 0.4101 | 0.1437 | -0.0323 |
| 0.1687 | 0.0885 | 0.2741 | 0.3052 | 0.1161 | -0.0371 |
| 0.1875 | 0.0690 | 0.3902 | 0.4900 | 0.1793 | 0.1664 |
| 0.2062 | 0.0883 | 0.2808 | 0.3812 | 0.1734 | 0.1417 |
| 0.2250 | 0.0352 | 0.3439 | 0.3577 | 0.1209 | 0.1067 |
| 0.2437 | 0.0460 | 0.2547 | 0.3135 | 0.2136 | -0.1306 |
| 0.2625 | 0.0751 | 0.2923 | 0.4338 | 0.1795 | 0.0041 |
| 0.2812 | 0.0747 | 0.2964 | 0.5172 | 0.1590 | -0.2305 |
| 0.3000 | 0.0611 | 0.3016 | 0.3826 | 0.1347 | -0.0120 |
| 0.3187 | 0.0801 | 0.3358 | 0.4538 | 0.1717 | 0.2026 |
| 0.3375 | 0.0530 | 0.2777 | 0.3334 | 0.1410 | -0.0008 |

## Unweighted

$$
\begin{aligned}
& a / b=1.0, \quad \alpha=0 \text {, Free Convection (Fe:=0) } \\
& \text { Thot }=398.2 \pm 5+2 \text { (C), Thac=402.9 } \pm 2.2 \text { (C) } \\
& \text { Ttov:= } 339.1 \pm 1.9 \text { (C), } T_{\infty}=26 \text { (C) } \\
& \Delta T / T_{\infty}=1.184, G r=4.1 E 7, N: 500 \\
& 4 / 3=-0.5 y \quad 2 / \frac{c}{2}=0.0
\end{aligned}
$$

## Unweighted



## Weighted

$a / b=1.0, \quad \alpha=45$, Free Convection (Re:=0)
TBOt $=397.8 \pm 6.6$ (C), TDac= $=401.1 \pm 5.0$ (C)
TtOF $=337.7 \pm 4.1$ (C), $T_{\infty}=24$ (C)

$$
\Delta T / T_{\infty}=1,19, G r=4+2 E 7, N=1000
$$

| ¢ | $\checkmark$ |  | $\bar{v}^{2}: 1.0$ | $\mathrm{T}^{2} \times 10$ | 00 | W | W ${ }^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.9789 | 0 | 0.2500 |  | 6 |  |  |  |
| . 9683 | 3017 | 0.2305 | 0.0692 | 0.0262 | 36 |  |  |
| 2 | 0.2613 | 0.2244 | 0.0498 | 333 | 295 |  |  |
| 0.9155 | 0.2284 | 0.2155 | 0.0513 | 0.0397 | 0.0174 | -0.0147 |  |
| . 8838 | 0.2001 | 0.2009 | 0.0594 | 0.0396 | 0.0317 | $\cdots$ | 0.076 |
| 22 | 0.1651 | 0.1810 | 0.0679 | 0.0 .475 | 0.0378 | -0.0025 |  |
| 05 | 0.1437 | 0.1639 | 0.066 | 0.0 .461 | . 0507 | -0.0005 |  |
| . 7888 | 0.1234 | 0.1371 | 0.0661 | 0.0269 | 0.0638 | 0 |  |
| 0.7571 | 0.1178 | 0.1284 | 0.0815 | 0.0279 | 0.0650 | 0.0057 | 0.073 |
| 0.7254 | 0.0951 | 0.1112 | 0.0647 | 0.0317 | 0.0588 | 0.001 .4 |  |
| . 6938 | 0.0811 | 0.1030 | 0.0638 | 0318 | 5514 | 0.0032 |  |
| 0.6621 | 0.0774 | 0.0987 | 0. | 0.0291 | 503 | 0.005 |  |
| . 6304 | 0.0718 | 0.0862 | 0.1078 | 0.0228 | 0.0561 | 0.0088 |  |
| . 5987 | 0.0564 | 0.0835 | 0.0859 | 0.0200 | 0.0265 | -0.0008 |  |
| 0.5670 | 0.0364 | 0.0776 | 0.0698 | 88 | \% | 58 |  |
| 0.535 .4 | 0.0290 | 0.0673 | 0.0484 | 0.0221 | 0.0100 | ‥0.009 |  |
| 0.5037 | 0.0152 | 0.0709 | 0.0493 | 0.0228 | -0.03119 | $-0.0078$ |  |
| 20 | 0.0111 | 0.0734 | 0.0502 | 0.0291 | -0.0580 | $-0.0121$ |  |
| 3 | $-0.0019$ | 0.0786 | 0.0562 | 0.0287 | -0.0344 | $-0.014$ |  |
| . 4086 | $-0.0145$ | 0.0831 | 0.05156 | 0.0290 | -0.0529 | $-0.0137$ |  |
| . 3767 | $-0.0330$ | 0.0945 | 0.0585 | 0.0293 | -0.0383 | -0.0073 |  |
| . 3450 | $-0.0473$ | 0.0982 | 0.0853 | 0.0272 | -0.0428 | 0.0007 |  |
| . 3134 | -0.0534 | 0.1064 | 0.0886 | 0.0254 | -0.0546 | -0.0089 |  |
| 0.2817 | $-0.0902$ | 0.0936 | 0.0257 | 0.0261 | -0.0924 | $\cdots$ |  |
| 0.2500 | -0.0785 | 0.0907 | 0.0698 | 0.0293 | -0.0633 | $\cdots-0.0057$ | 0.119 |
| . 2183 | $-0.1087$ | 0.0933 | 0.0359 | 0.0272 | -0.1094 | -0.0001 | 0.128 |
| . 1367 | -0.1.279 | 0.1003 | 0.0407 | 0.0268 | -0. 1089 | -0.009 |  |
| . 1550 | -0.1652 | 0.1370 | 0.0592 | 0.0401 | $-0.1631$ | $\cdots$ |  |
| 0.1233 | -0.2058 | 0.1659 | 0.0760 | 0.0352 | -0. 0.1630 | $-0.0333$ |  |
| . 0.0916 | -0.2637 | 0.2285 | 0.0938 | 0.0614 | -0.1947 | $-0.0165$ |  |
| 9 | -0.3549 | 0.3429 | 0.088 .4 | 0.0630 | -0.1095 |  |  |
|  |  |  |  |  |  |  |  |

## Weighted

$a / b=1.0, \quad \alpha=43$, Free Comvection (Fie:O)
Thot $=397.8 \pm 6.6(C), T B 4=401,1 \pm 5,0$ (C)
Ttow:=337.7 4.1 (C)y $T_{\infty}=24(C)$

$$
\Delta T / Y_{\infty}=1,17, G r=4.2 E 7, N=1000
$$

$\because / 3=0.25 y \quad 2 / \frac{2}{2}=0.0$

| $x / 0$ | $V$ | U | $v^{2} \times 10$ | $-1,2 \times 10$ | $1.1 v^{\prime} \times 100$ | W | $\bar{\omega}, 2 \times 10$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0000 | -0.030.3 | 0.136 | 0.0123 | 0.0305 | -0.0166 | $\cdots 0.0264$ |  |
| 0.0281 | -0.0307 | 0.1535 | 0.0 .407 | 0.03 .42 | $\cdots$ | 0.0 .15 | 0.0 .492 |
| 0.0598 | -0.037t | 0.1525 | 0.0723 | 0.0208 | $-0.0021$ | -0.00\%3 | 0.0570 |
| 0.0915 | $-0.0361$ | 0.1421 | 0.0751 | 0.0353 | 0.0364 | 0.0064 | 0.0559 |
| 0.1231 | -0.0351 | 0.1362 | $0+065$ | 0.0327 | 0.0377 | $-0.0013$ | 0.0668 |
| 0.1548 | $-0.0374$ | 0.1396 | 0.0467 | 0.0241 | 0.0139 | 0.0006 | 0.0677 |
| 0.1965 | $-0.0360$ | 0.1208 | 0.0614 | 0.0260 | 0.0035 | -0.0140 | 0.0585 |
| 0.2182 | $-0.0 .290$ | 0.1227 | 0.0 .491 | 0.0296 | $\cdots 0.0167$ | -0.0161 | 0.066 L |
| 0.2479 | $-0.0263$ | 0.1078 | 0.044.4 | 0.0267 | $-0.0211$ | 09 | 0.0688 |
| 0.2815 | $-0.0244$ | 0.1030 | 0.0453 | 0.0216 | 0.0000 | 47 | 0.104 |
| 0.31 .32 | $\cdots .0 .0166$ | 0.1127 | $0.0 \% 49$ | 0.024 .1 | . 0006 | 0207 | 0.103 |
| 0.34 .47 | $-0.0216$ | 0.1147 | 0,0.44.1 | 0.0396 | $-0.0027$ | $-0.0019$ | 0.0937 |
| 0.3766 | $-0.0169$ | 0.1098 | 0.040 .4 | 0.0267 | 0.0048 | $\cdots 0.0016$ | 0.0918 |
| 0.4083 | $-0.0092$ | 0.1166 | 0.0606 | $0.023 \%$ | 0.01 LE 5 | $\cdots-0.0981$ | 0.0792 |
| 0.4378 | -0.0059 | 0.1160 | 0.0425 | 0.0290 | 0.00\% 4 | $\cdots$ | 0.0936 |
| $0+471.6$ | $-0.0022$ | 0.1064 | 0.03 .42 | 0.0241 | 0.0093 | -0.0203 | 0.0746 |
| 0.5033 | $\cdots$ | 0.0833 | 0.0353 | 0.0247 | 0.0091 | $\cdots \mathrm{O} \cdot 0.024$ | 0.0926 |
| 0.5350 | 0.0001 | 0.0943 | 0.027 .4 | 0.0217 | -0.0080 | -0.0008 | 0.120 |
| 0.5667 | 0.0073 | 0.095 | 0.0277 | 0.0210 | -0.0031 | -0.0071 | 0.08 .44 |
| 0.8983 | 0.0084 | 0.0950 | 0.034 .1 | 0.0209 | 0.0158 | $\cdots 0.0160$ | 0.114 |
| 0.6300 | 0.0210 | 0.1018 | 0.0441 | 0.0236 | 0.0191 | $-0.0071$ | 0.0832 |
| 0.6617 | 0.0239 | 0.1161 | 0.0431 | 0.0247 | 0.0402 | $\cdots 0.0177$ | 0.0883 |
| 0.6936 | 0.02 .49 | 0.1217 | 0.0302 | 0.0 .193 | -0.0120 | $-0.0180$ | 0.110 |
| 0.7253 | 0.0285 | 0.1077 | 0.0371 | 0.0193 | 0.0103 | 0.0008 | 0.106 |
| 0.7570 | 0.0368 | 0.1287 | 0.0453 | 0.0248 | 0.0391 | $-0.0167$ | 0.0802 |
| 0.7887 | 0.0351 | 0.1454 | 0.0402 | 0.0216 | 0.0084 | $-0.0193$ | 0.123 |
| 0.8203 | 0.0343 | 0.1371 | 0.0331 | 0.0203 | 0.02 L 6 | -0.0095 | 0.0849 |
| 0.8520 | 0.0408 | 0.1433 | 0.0432 | 0.0247 | 0.0196 | $-0.0237$ | 0.0793 |
| 0.8837 | 0.0285 | 0.1370 | 0.0489 | 0.0351 | 0.0672 | -0.0105 | 0.0737 |
| 0.9154 | 0.0362 | 0.1608 | 0.0430 | 0.03 .15 | 0.0 .375 | 0.0056 | 0.1.16 |
| 0.9471 | 0.0416 | 0.1608 | 0.0470 | 0.03 .14 | 0.0905 | 0.0053 | 0.0865 |
| 0.9787 | 0.0298 | 0.1692 | 0.035 | 0.0348 | 0.0518 | $-0.0043$ | 0.0874 |
| 1.0000 | 0.0306 | 0.1754 | 0.0891 | 0.0248 | 0.0338 | $-0.00 .17$ | $0+103$ |



## Weighted

$\pi / b=1.0$, $\alpha=45$ y Free Convection (Fe:=0)

Ttom=337+7 $=4+1$ (C) $T_{\infty}=24$ (C)

$$
\Delta T / T_{\infty}=1.19, G r=4,2 E, y \text { i }=1000
$$

| a/3/3 | $\begin{array}{r} 0.0 \% \\ v \end{array}$ | $\frac{c}{2}=0.0$ | $\bar{v} 2 \times 10$ | -1, $2_{\times 10}$ | $\overline{1 . v^{\prime}} \times 100$ | W | $\mathrm{w}^{2} \times 10$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0211 | --0.1356 | 0.5436 | 0.0646 | 0.0184 | 0.0265 |  |  |
| 0.0423 | $\cdots 0+1190$ | 0.3827 | 0.0398 | 0.0290 | $\cdots 0.0139$ |  |  |
| 0.0635 | -0.0.093 | 0.3217 | 0.03330 | 0.0313 | -0.0.156 |  |  |
| 0.0846 | $-0.0810$ | 0.3770 | 0.0379 | 0.0361 | -0.0297 | $-0.0116$ | $0.03 \% 4$ |
| 0.1056 | $-0.0727$ | 0.2380 | 0.0238 | 0.0262 | $\cdots 0.0096$ | $-0.0172$ | 0.0278 |
| 0.1267 | $-0.0632$ | 0.2062 | 0.01 .37 | 0.0374 | $-0.0148$ | -0.0227 | 0.0213 |
| 0.1481 | -0.0581 | 0.3056 | 0.02 LE | 0.0320 | $-0.0248$ | $\cdots 0.0147$ | 0.0299 |
| 0.1692 | $-0.0522$ | 0.1951 | 0.015 | 0.0306 | $-0.0079$ | -0.0223 | 0.0223 |
| 0.1904 | -0.0.439 | 0.1790 | 0.0234 | 0.0306 | $-0.0243$ | $\cdots 0.0288$ | 0.0250 |
| 0.2116 | $\cdots 0.0483$ | 0.1812 | 0.0143 | $0.031 \%$ | $-0.0013$ | -0.0199 | 0.0386 |
| 0.2327 | -0.0371 | 0.1648 | 0.0194 | 0.0290 | 0.0019 | $-0.0280$ | 0.0400 |
| 0.2500 | $\cdots 0.0303$ | 0.135 | 0.0128 | 0.0305 | $\cdots 0.0165$ | $\cdots+0.024$ | 0.0373 |


| \%/3/3 | $\begin{array}{r} +0 y \\ v \end{array}$ | $\frac{0}{2}=0.0$ | $\bar{v} 2 \times 10$ | T.1. $2 \times 0$ | 15V'×100 | W | w $2 \times 10$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.2500 | 0.0306 | 0.1754 | 0.0521 | 0.0248 | 0.0338 | $\cdots 0.0017$ | 0.103 |
| 0.2324 | 0.0377 | 0.1944 | 0.0453 | 0.0246 | 0.0528 | $-0.0206$ | 0.0768 |
| 0.21 .2 | 0.0343 | 0.195 | 0.0380 | 0.0207 | 0.0557 | $-0.0130$ | 0.119 |
| 0.1901 | 0.0524 | 0.213. | 0.051 .8 | 0.031 .3 | 0.0880 | $\cdots$ | 0.0985 |
| 0.1639 | 0.0595 | 0.2337 | 0.0668 | 0.02 .36 | 0.0606 | 0.0080 | 0.108 |
| $0.14 \% 0$ | 0.0689 | 0,2576 | 0.1205 | 0.036 | $0+1.163$ | 0.0119 | 0.0818 |
| 0.1266 | 0.1449 | 0.2844 | 0.2305 | 0.0436 | $0 \cdot 1244$ | 0.0200 | 0.0884 |
| 0.1054 | 0.2309 | 0.3158 | 0.4026 | 0.030 L | 0.3929 | 0.0006 | 0.0930 |
| 0.0843 | 0.3162 | 0.3616 | 0.4934 | 0.07118 | 0.4408 | 0.0012 | $0+1.17$ |
| 0.0631 | 0.3595 | 0.4089 | 0.4297 | 0.0 .329 | 0.1672 | 0.0062 | 0.101 |
| 0.0420 | 0.3709 | 0.425 .4 | 0.401. | 0.0283 | $0+1335$ |  |  |
| 0.0208 | 0.3893 | 0.4198 | 0.2001 | 0.01 .47 | 0.0266 |  |  |

## Weighted

| Tbot: $=397.6 \pm 6.7$ ( C$), \mathrm{Tbac}=397.1 \pm 9.3$ (C) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Ttop:=334.9 5. 5 (C). $T_{\infty}=24$ (C) |  |  |  |  |  |
| $\Delta T / T_{\infty}=1.136, \operatorname{Or}=4.2 \mathrm{E}, \mathrm{C}, \mathrm{N}=500$ |  |  |  |  |  |
| $x / 0=0.5 y=16=0.0$ |  |  |  |  |  |
| $3 / 3$ | $\frac{2}{u}$ | $\square 2 \times 10$ | $4 / 3$ | U | $\square 2_{<10}$ |
| -0.9733 | 0.2933 | 0.3593 | $-0.2162$ | 0.0545 | 0.0352 |
| -0.9624 | 0.3628 | 0.1055 | $\cdots-0.1746$ | 0.0513 | 0.0279 |
| -0.9517 | 0.31 .04 | 0.1164 | -0.1729 | 0.0547 | 0.0307 |
| -0.9409 | 0.2584 | 0.2338 | -0.1513 | 0.0607 | 0.0278 |
| -0.9300 | 0.2457 | 0.1382 | --0.1296 | 0.0558 | 0.0186 |
| -0.9084 | 0.2095 | 0.1621 | -0.1080 | 0.0661 | 0.0222 |
| -0.8867 | 0.1341 | 0.1139 | $-0.0863$ | 0.0696 | 0.0224 |
| $-0.8652$ | 0.1183 | 0.1116 | -0.0649 | 0.0690 | 0.0272 |
| -0.8435 | 0.0821 | 0.0888 | -0.0432 | 0.0683 | 0.0188 |
| -0.821.7 | 0.0631 | 0.0651 | -0.0216 | 0.0727 | 0.0211 |
| -0.8002 | 0.0535 | 0.0768 | $\cdots 0.0001$ | 0.0753 | 0.0157 |
| -0.7786 | 0.0323 | 0.0497 |  |  |  |
| -0.7570 | 0.0366 | 0.0697 |  |  |  |
| $-0.7354$ | 0.0242 | 0.0669 |  |  |  |
| -0.7137 | 0.0052 | 0.0468 |  |  |  |
| -0.6921 | 0.0052 | 0.0460 |  |  |  |
| -0.6703 | -0.0040 | 0.0417 |  |  |  |
| -0.6488 | -0.0095 | 0.0338 |  |  |  |
| -0.6273 | --0.000.4 | 0.0366 |  |  |  |
| -0.6056 | -0.0093 | 0.0447 |  |  |  |
| -0.5840 | -0.0072 | 0.0352 |  |  |  |
| -0.5623 | 0.0117 | 0.0309 |  |  |  |
| -0. 5407 | 0.0 .117 | 0.0277 |  |  |  |
| -0. 5190 | 0.0120 | 0.0344 |  |  |  |
| -0.4974 | 0.0176 | 0.0405 |  |  |  |
| -0.4758 | 0.0210 | 0.03114 |  |  |  |
| -0.4542 | 0.0341 | 0.0368 |  |  |  |
| -0.432' | 0.0368 | 0.0397 |  |  |  |
| -0.4109 | 0.0399 | 0.0297 |  |  |  |
| -0.3892 | 0.0482 | 0.0417 |  |  |  |
| -0.3676 | 0.0535 | 0.0352 |  |  |  |
| -0.3459 | 0.0536 | 0.0498 |  |  |  |
| -0.3243 | 0.0594 | 0.0408 |  |  |  |
| -0.3026 | 0.0602 | 0.0348 |  |  |  |
| -0.2811 | 0.0637 | 0.0326 |  |  |  |
| -0.2595 | 0.0643 | 0.0309 |  |  |  |
| -0.2378 | 0.0602 | 0.0360 |  |  |  |

## Unweighted

$a / b=1.0, \quad \alpha=45$, Free Convection (Fie=0)
Tbot $=397.8 \pm 6.6$ (C), Tbac: $=401.1 \pm 5.0$ (C)
$T$ top= $=337.7 \pm 4.1(C), T_{\infty}=24(C)$

$$
\Delta T / T_{\infty}=1.19, G r=A .2 E 7, N=1000
$$

$y / a=0,0, \quad 2 / \frac{c}{2}=0.0$

| $8 / 6$ | $V$ | U | $v^{-2} \times 10$ | -1, $2 \times 10$ | $\overline{J^{\prime} V^{\prime} \times 100}$ | W | $\overline{\mathrm{w}} \times 2 \times 10$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.9739 | 0.3770 | 0.2550 | 0.1850 | 0.0382 | 0.0104 | 6 |  |
| 0.9683 | 0.3140 | 0.2355 | 0.0965 | 0.0 .436 | -0.0054 |  |  |
| 0.7472 | 0.2738 | 0.2326 | 0.0847 | 0.0692 | 0.0 .333 | 0.01 .41 | 0.228 |
| 0.9155 | 0.241 .1 | 0.2258 | 0.0823 | 0.0639 | --0.0092 | 0.0272 | 0.318 |
| 0.8838 | 0.2153 | 0.2123 | 0.0989 | 0.0760 | 0.0246 | 0.0517 | 0.374 |
| 0.8522 | 0.1855 | 0.1979 | 0.1314 | 0.1058 | -0.0178 | 0.0489 | 0.350 |
| 0.8205 | 0.1681 | 0.1830 | 0.1344 | 0.1016 | 0.0049 | 0.0560 | 0.359 |
| 0.7888 | 0.1538 | 0.1510 | 0.1764 | 0.0598 | 0.0879 | 0.0669 | 0.425 |
| 0.7571 | 0.1532 | 0.1430 | 0.2014 | 0.0544 | 0.0643 | 0.06 .35 | 0.368 |
| 0.7254 | 0.1273 | 0.1310 | 0.1674 | 0.0708 | 0.0011 | 0.0636 | 0.458 |
| 0.6938 | 0.1190 | 0.1241 | 0.2153 | 0.0739 | 0.0164 | 0.0717 | 0.465 |
| 0.6621 | 0.11303 | 0.1187 | 0.3030 | 0.0596 | $-0.0378$ | 0.0621 | 0.360 |
| 0.6304 | 0.1386 | 0.1029 | 0.3647 | 0.0414 | 0.0468 | 795 | 0.438 |
| 0.5987 | 0.1084 | 0.0995 | 0.2906 | 0.0365 | 0.0094 | 0.0507 | 0.330 |
| 0.5670 | 0.0814 | 0.0737 | 0.2643 | 0.0395 | 0.0304 | 0.0685 | 0.43 A |
| 0.5354 | 0.0594 | 0.0901 | 0.2102 | 0.0466 | 0.0605 | 0.0441 | 0.410 |
| 0.5037 | 0.0408 | 0.0803 | 0.1793 | 0.0409 | -0.0803 | 0.0426 | 0.377 |
| 0.4720 | 0.0337 | 0.0977 | 0.1840 | 0.0640 | $-0.0933$ | 0.0440 | 0.454 |
| 0.4403 | 0.0201 | 0.1047 | 0.2183 | 0.0609 | 0.0074 | 0.0387 | 0.390 |
| 0.4086 | 0.0030 | 0.1090 | 0.1982 | 0.0592 | -0.0880 | 0.0347 | 0.417 |
| 0.3767 | -0.0203 | 0.1180 | 0.1586 | 0.0502 | -0.0.198 | 0.0464 | 0.426 |
| 0.3450 | -0.0286 | 0.1186 | 0.2482 | 0.0400 | 0.0157 | 0.0675 | 0.422 |
| 0.3134 | -0.0404 | 0.1246 | 0.2138 | 0.0371 | $-0.0615$ | 0.0571 | 0.540 |
| 0.2817 | $-0.1006$ | 0.11123 | 0.2666 | 0.0446 | 0.0611 | 0.0554 | 0.437 |
| 0.2500 | -0.0747 | 0.1112 | 0.1620 | 0.0491 | -0.0521 | 0.0613 | 0.898 |
| 0.2183 | -0.1214 | 0.1116 | 0.0463 | 0.0406 | -0.0898 | 0.0867 | 0.663 |
| 0.1867 | -0.1387 | 0.1157 | 0.0572 | 0.0396 | -0.0972 | 0.0267 | 0.276 |
| 0.1550 | -0.1762 | 0.1548 | 0.0693 | 0.0540 | $-0.1469$ | 0.0529 | 0.211 |
| 0.1233 | -0.2159 | 0.1784 | 0.0773 | 0.0358 | $-0.1539$ | 0.0276 | 0.143 |
| 0.0916 | -0.2741 | 0.2441 | 0.0873 | 0.0708 | -0.1948 | 0.0377 | 0.443 |
| 0.0599 | -0.3617 | 0.31525 | 0.0813 | 0.0664 | $-0.0962$ |  |  |
| 0.0281 | -0.3279 | 0.4633 | 0.1658 | 0.0087 | 0.0 .459 |  |  |

Unweighted
$3 / b=1.0, \quad \alpha=45$, Free Convection (Fe=0)
Tbot $=397.8 \pm 6.6$ (C), Tbac= $=401+1 \pm 5.0$ (C)
Ttos:=337.7 $\pm 4.1$ (C), $T_{\infty}=24$ (C)
$\Delta T / T_{\infty}=1.19, G r=4.2 E 7, N=1000$
$4 / a=0.25 y \quad z / \frac{5}{2}=0.0$

| $x / 6$ | v | U | $\bar{y}^{2} \times 10$ | $\overline{1},{ }^{2} \times 10$ | ':100 | W | $\bar{w}^{2} \times 10$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| . 0000 | -0 | 0.1563 | 0.0199 | 4 | -0.0067 | $\cdots 0.0146$ |  |
| . 0.281 | -0.0268 | 0.1733 | 0.0914 | 0.0343 | $\cdots$ | 0.0643 |  |
| 0.0598 | -0.0246 | 0.1644 | 0.1909 | 0.0301 | -0.0018 | 0.0448 | 0.306 |
| . 09115 | -0.0179 | 0.1639 | 0.1928 | 0.0507 | 0.1252 | 0.0554 | 0.303 |
| . 1231 | -0.0239 | 0.1545 | 0.1236 | 0.0474 | 0.0458 | 0.0530 | 0.38 |
| 0.1548 | $-0.0295$ | 0.1530 | 0.0967 | 0.0430 | 0.0173 | 0.0596 |  |
| 0.1865 | $\cdots$ | 0.1380 | 0.1882 | 0.0388 | 0.0002 | 0.0300 | 0. |
| . 2182 | -0.0.172 | 0.1420 | 0.1195 | 0.0482 | -0.0433 | 0.0254 | 0. |
| . 2499 | $-0.0170$ | 0.1290 | 0.1206 | 0.0304 | -0.0459 | 0.0159 |  |
| 2815 | $-0.0122$ | 0.1194 | 0.1240 | 0.0340 | -0.0234 | 0.0 .486 |  |
| . 3132 | 0.0013 | 0.1306 | 0.1799 | 0.0320 | -0.0005 | 0.0377 | 0.550 |
| . 3449 | -0.0105 | 0.1359 | 0.1213 | 0.0538 | 0.0156 | 0.0593 | 0. |
| . 3766 | -0.0073 | 0.1301 | 0.1125 | 0.0423 | 0.041 | 0.0610 |  |
| 0.4083 | 0.0130 | 0.1338 | 0.1683 | 0.0306 | 0.0042 | 0.0460 | 0.430 |
| . 4399 | 0.0086 | 0.1387 | 0.1176 | 0.0427 | $-0.0213$ | -0.0107 | 0.389 |
| .4716 | 0.0111 | 0.1256 | 0.1039 | 0.0321 | 0.0308 | 0.0331 | 0.524 |
| . 5033 | 0.01447 | 0.1050 | 0.13883 | 0.0992 | 0.024 | 0.054 |  |
| 0.5350 | 0.0090 | 0.1130 | 0.0855 | 0.0395 | -0.03359 | 0.0781 |  |
| 0.5667 | 0.0184 | 0.1137 | 0.0757 | 0.0321 | -0.0206 | 0.0405 | 0.499 |
| . 5983 | 0.0237 | 0.1133 | 0.0920 | 0.0394 | 0.0080 | 0.03688 |  |
| . 6300 | 0.0438 | 0.1292 | 0.1378 | 0.0442 | --0.0038 | 0.0529 |  |
| 0.6617 | 0.0439 | 0.1350 | 0.1164 | 0.0418 | 0.0241 | 0.0328 | 0. |
| 0.6736 | 0.0390 | 0.1356 | 0.0958 | 0.0323 | -0.0296 | 0.0388 | 0.543 |
| . 7253 | 0.0451 | 0.1241 | 0.1054 | 0.0395 | -0.0041 | 0.0522 | 0.63 |
| . 71570 | 0.0563 | 0.1 .460 | 0.1130 | 0.0332 | 0.0773 | 0.0366 |  |
| 0.7897 | 0.0488 | 0.1588 | 0.0944 | 0.0367 | 0.0081 | 0.0 .403 | 0.636 |
| . 8203 | 0.0462 | 0.1523 | 0.0670 | 0.0258 | 0.0014 | 0.0438 | 0.502 |
| 0.8520 | 0.0553 | 0.1587 | 0.0938 | 0.0295 | -0.0092 | 0.0279 | 0.536 |
| 0.8837 | 0.0503 | 0.1627 | 0.2315 | 0.0642 | 0.1326 | 0.0454 | 0.526 |
| 0.9154 | 0.0494 | 0.1792 | 0.0869 | 0.0622 | 0.0619 | 0.0723 | 0.063 |
| . 9471 | 0.0576 | 0.1792 | 0.0942 | 0.0576 | 0.0791 | 0.0666 | 0.460 |
| 0.9787 | 0.0474 | 0.1886 | 0.1363 | 0.0689 | 0.0410 | 0.0439 |  |
| +0000 | 0.0454 | 0. | 0.1082 | 0.0 | 0.029 | 0.0 |  |

## Unweighted

| ( $\mathrm{Fe}=0$ ) |  |  |  |
| :---: | :---: | :---: | :---: |
| Tbot $=397.6 \pm 6.7$ (C), Tbac= $=397.1 \pm 9.3$ |  |  |  |
| Ttos:=334.7 $\pm 5.5$ (C), $T_{\infty}=24$ (C) |  |  |  |
| $\Delta T / T_{\infty}$ | $=1.186$, | $\mathrm{Gr}=4.2$ | $E 7, N=500$ |
| $4 / 3=-0.5 y=2 / \frac{c}{2}=0.0$ |  |  |  |
| $x / 0$ | $v^{2}$ | $\bar{v}^{2} \times 10$ |  |
| 0.0 .493 | 0.2432 | 4.8618 |  |
| 0.0598 | -0.1969 | 2.0763 |  |
| 0.0703 | -0.2536 | 0.7575 |  |
| 0.0915 | -0.2123 | 0.3677 |  |
| 0.1126 | -0.1666 | 0.3544 |  |
| 0.1338 | -0.1289 | 0.2106 |  |
| 0.1635 | -0.0921 | 0.2056 |  |
| 0.1772 | -0.0728 | 0.2468 |  |
| 0.2298 | -0.0227 | 0.1967 |  |
| 0.2605 | -0.0248 | 0.2149 |  |
| 0.2922 | 0.0116 | 0.1676 |  |
| 0.3239 | 0.0368 | 0.2203 |  |
| 0.3555 | 0.0364 | 0.2427 |  |
| 0.3872 | 0.0359 | 0.2651 |  |
| 0.4189 | 0.0597 | 0.2976 |  |
| 0.4506 | 0.0876 | 0.2158 |  |
| 0.4823 | 0.0833 | 0.1687 |  |
| 0.5139 | 0.1095 | 0.1788 |  |
| 0.5456 | 0.1112 | 0.1765 |  |
| 0.5773 | 0.1240 | 0.1920 |  |
| 0.309 .1 | 0.1221 | 0.2219 |  |
| 0.6408 | 0.1343 | 0.1718 |  |
| 0.6725 | 0.1189 | 0.1814 |  |
| 0.7042 | 0.1179 | 0.1400 |  |
| 0.7358 | 0.1492 | 0.1371 |  |
| 0.7675 | 0.1426 | 0.1740 |  |
| 0.7992 | 0.1696 | 0.1703 |  |
| 0.8309 | 0.1609 | 0.1498 |  |
| 0.8626 | 0.1853 | 0.1326 |  |
| 0.8942 | 0.1915 | 0.1205 |  |
| 0.9155 | 0.2124 | 0.2184 |  |
| 0.9260 | 0.2000 | 0.1825 |  |

## Unweighted

$$
3 / b=1,0, \quad \alpha=45 \text {, Free Convection (Fe=0) }
$$

Tbot $=397.8 \pm 6.6$ (C), Tbac:=401+1 $\pm 5.0$ (C)
Ttop $=337.7 \pm 4.1$ (C), $\mathrm{T}_{\infty}=24$ (C)
$\Delta T / T_{\infty}=1.19, G r=4.2 E 7, N: 1000$
$x / b=0+0, \quad z / c=0.0$

| 4/3 | V | $\overline{2}$ U | $\bar{v}^{2} \times 10$ | $\mathrm{T}^{2} \times 10$ | 山'v'ィ100 | W | $\bar{w}{ }^{2} \times 10$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0211 | $-0.1347$ | 0.5467 | 0.0706 | 0.0195 | 0.0285 |  |  |
| 0.0423 | -0.1184 | 0.3895 | 0.0 .488 | 0.0301 | $-0.0128$ |  |  |
| 0.0635 | -0.09.47 | 0.3309 | 0.0468 | 0.0323 | -0.0096 |  |  |
| 0.0846 | -0.0791 | 0.2897 | 0.0563 | 0.0371 | -0.0237 | -0.0050 | 0.17 |
| 0.1058 | -0.0713 | 0.2387 | 0.0452 | 0.0267 | 0.0118 | -0.0115 | 0.101 |
| 0.1269 | -0.0638 | 0.2225 | 0.0184 | 0.0358 | -0.0000 | -0.0200 | 0.073 |
| 0.1481 | -0.0570 | 0.2200 | 0.0403 | 0.0351 | -0.0176 | -0.0105 | 0.062 |
| 0.1692 | $-0.0523$ | 0.2093 | 0.0213 | 0.0332 | -0.0037 | -0.0266 | 0.045 |
| 0.1904 | -0.0429 | 0.1949 | 0.0457 | 0.0417 | -0.0.199 | 0.0243 | 0.0779 |
| 0.2116 | -0.0487 | 0.1968 | 0.0190 | 0.0329 | 0.0033 | -0.0016 | 0.169 |
| 0.2327 | -0.0358 | 0.1801 | 0.0304 | 0.0336 | 0.0051 | -0.0116 | 0.161 |
| 0.2500 | $-0.0313$ | 0.1563 | 0.0199 | 0.031 .4 | $-0.0067$ | -0 | 0.151 |


| </i | $\begin{gathered} 0.0 \\ v \end{gathered}$ | $\frac{c}{2}=0.0$ | $\bar{v}^{2} \times 10$ | $\square^{-2} \times 10$ | u'v'x100 | W | $\mathrm{w}^{2} \times 10$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.2500 | 0.0454 | 0.1887 | 0.1082 | 0.0470 | 0.0297 | 0.0531 | 0.523 |
| 0.2324 | 0.0520 | 0.2067 | 0.0846 | 0.0360 | 0.0440 | 0.0251 | 0.439 |
| 0.2112 | 0.0451 | 0.2058 | 0.0676 | 0.0310 | 0.0656 | 0.0392 | 0.660 |
| 0.1901 | 0.0670 | 0.2275 | 0.0999 | 0.0574 | 0.0839 | 0.0424 | 0.533 |
| 0.1689 | 0.0763 | 0.2436 | 0.1321 | 0.0352 | 0.0468 | 0.0809 | 0.569 |
| 0.1478 | 0.1115 | 0.2708 | 0.2192 | 0.0501 | 0.1185 | 0.0661 | 0.445 |
| 0.1266 | 0.1817 | 0.2972 | 0.3856 | 0.045 .4 | 0.0846 | 0.0992 | 0.492 |
| 0.1054 | 0.2886 | 0.3376 | 0.375.1 | 0.0609 | 0.1906 | 0.06153 | 0.558 |
| 0.0843 | 0.3712 | 0.3779 | 0.6022 | 0.0436 | 0.1464 | 0.0833 | 0.644 |
| 0.0631 | 0.3938 | 0.4157 | 0.3.430 | 0.0338 | 0.1398 | 0.0761 | 0.493 |
| 0.0420 | 0.4021 | 0.4306 | 0.323.4 | 0.0298 | 0.1030 |  |  |
| 0.0208 | 0.4051 | 0.4218 | 0.2362 | 0.0167 | 0.0189 |  |  |

## Unweighted

```
a/b=1+0, \alpha=45 , Free Convection (Fe:=0)
```

Thot $=397.6 \pm 6.7$ (C) , TBac= $=397.1 \pm 9.3$ (C)
THOF=33.4.9 $\pm 5.3$ (C), $T_{\infty}=24$ (C)

$$
\Delta T / T_{\infty}=1.186, \operatorname{Gr}=4.2 E 7, N=500
$$

$$
\therefore / b=0.5, \quad \mathrm{z} / \frac{\mathrm{c}}{2}=0.0
$$

| 4/3 | $\begin{aligned} & \overline{2} \\ & \mathrm{u} \end{aligned}$ | -1 ${ }^{2} \times 10$ |
| :---: | :---: | :---: |
| -0.9733 | 0.4043 | 0. |
| -0.7624 | 0.39119 | 0.1.071 |
| -0.9517 | 0.3479 | 0.2777 |
| $\cdots 0.9409$ | 0.3408 | 0.5333 |
| 0.9300 | 0.30 .17 | 0.1311 |
| -0.708.4 | 0.2826 | 0.1523 |
| -0.8367 | 0.2075 | 0.1378 |
| 0.8652 | 0.1880 | 0.1360 |
| -0.8435 | 0.1437 | 0.1305 |
| -0.8219 | 0.1097 | 0.1 .133 |
| 0.8002 | 0.1085 | 0.1374 |
| . 7786 | 0.0686 | 0.1191 |
| 0.7570 | 0.0709 | 0.1110 |
| -0.7354 | 0.0541 | 0.1198 |
| $-0.7137$ | 0.0205 | 0.1130 |
| 0.6921 | 0.0197 | 0.0994 |
| -0.6705 | 0.0004 | 0.091 .4 |
| -0.6488 | -0.0043 | 0.0716 |
| 0.6273 | 0.0052 | 0.0789 |
| 0.6056 | 0.0021 | 0.1034 |
| -0.5840 | $-0.0011$ | 0.0754 |
| -0. 0.563 | 0.0263 | 0.0688 |
| 0.5407 | 0.0197 | 0.0652 |
| 0.5190 | 0.0212 | 0.0787 |
| -0.4974 | 0.0380 | 0.1088 |
| -0,4758 | 0.0390 | 0.0830 |
| -0.4542 | 0.0600 | 0.1005 |
| -0.4325 | 0.0718 | 0.1386 |
| -0.4109 | 0.0598 | 0.0714 |
| -0.3892 | 0.0844 | 0.1187 |
| -0.3676 | 0.0851 | 0.1118 |
| -0.3459 | 0.0958 | 0.1813 |
| -0.3243 | 0.1013 | 0.1557 |
| -0.3026 | 0.0990 | 0.1666 |
| $-0.2811$ | 0.0993 | 0.1334 |
| -0.2595 | 0.0992 | 0.1283 |
| 0. 2 | 0.0993 | 0 |


| 313 | $U$ | -1.2610 |
| :---: | :---: | :---: |
| -0.2162 | 0.0949 | 0.1800 |
| -0.1746 | 0.0809 | 0.1202 |
| -0.1729 | 0.0861 | 0.1163 |
| -0.1513 | 0.0883 | 0.0988 |
| -0.1296 | 0.0772 | 0.0658 |
| -0.1080 | 0.0914 | 0.0914 |
| -0.0863 | 0.0945 | 0.0804 |
| -0.0649 | 0.0965 | 0.0960 |
| -0.0432 | 0.0878 | 0.0515 |
| -0.0216 | 0.0935 | 0.0462 |
| -0.0001 | 0.0916 | 0.0426 |

## Weighted

$$
3 / b=0.5 y \quad \alpha=0 \text {, Free Convection (Fe=0) }
$$

Tbot: $=399.5 \pm 4.3$ ( C ), Tbac: $=400.6 \pm 2.9$ ( C )
Ttom $=341.8 \pm 2.4$ (C), $T_{\infty}=24.5$ (C)

| $\begin{gathered} y / a= \\ x / b \end{gathered}$ | $\text { p, } \quad \frac{1}{2}=$ | U | $\vec{v} \cdot 2 \times 10$ | 5120 | 00 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| . 7825 | 0.3448 | 0.3511 | 0.9121 | 0.1576 | 0.2958 |
| 0.9736 | 0.3805 | 0.2896 | 0.6453 | 0.0790 | 0.2973 |
| 0.9472 | 0.2524 | 0.1914 | 0.3140 | 0.0924 | 0.4027 |
| 0.9296 | 0.1761 | 0.2089 | 0.5254 | 0.2174 | 0.4241 |
| 0.8768 | 0.1029 | 0.1201 | 0.2932 | 0.1975 | 0.4654 |
| 0.8240 | 0.0594 | 0.0727 | 0.1324 | 0.1368 | 0.3591 |
| 0.7712 | 0.0338 | 0.0430 | 0.0896 | 0.0526 | 0.0890 |
| 0.7184 | 0.01 .66 | 0.0309 | 0.070 .1 | 0.0372 | 0.0906 |
| 0.6655 | 0.00 .31 | 0.0320 | 0.0556 | 0.0 .339 | 0.0496 |
| 0.6127 | $-0.00 .43$ | 0.0356 | 0.0475 | 0.0303 | 0.0213 |
| 0.5599 | 0.0017 | 0.0558 | 0.0967 | 0.0478 | 0.0417 |
| . 5071 | $-0.0112$ | 0.0514 | 0.0845 | 0.0400 | 0.0161 |
| 0.4543 | $-0.0123$ | 0.0627 | 0.1104 | 0.0766 | 0.0661 |
| 0.4014 | -0.0276 | 0.0811 | 0.1613 | 0.1480 | -0.0245 |
| 0.3486 | -0.0356 | 0.0912 | 0.1917 | 0.0679 | -0,0028 |
| 0.2958 | --0.0328 | 0.0891 | 0.1973 | 0.0640 | -0.0663 |
| 0.2430 | -0.0469 | 0.1156 | 0.2483 | 0.0930 | 0.0445 |
| 0.1902 | $-0.0622$ | 0.1383 | 0.3203 | 0.100 .1 | -0.0635 |
| 0.1573 | -0.0735 | 0.2361 | 0.8804 | 0.1293 | -0.1405 |
| 0.0345 | -0.1494 | 0.3477 | 0.6654 | 0.0816 | -0.0356 |
| 0.070 .4 | $-0.1197$ | 0.3623 | 0.8113 | 0.1014 | 0.0004 |
| 0.0493 | $-0.0222$ | 0.4552 | 0.4378 | 0.0440 | -0.0409 |
| . 0289 | 0.1320 | 0.4290 | 1.290 | 0.1590 | 0.3380 |

## Weighted

$$
3 / b=0.5, \quad \alpha=0 \text {, Free Convection (Fe=}=0 \text { ) }
$$

Tbot $=399.5 \pm 4+3$ (C), Tbac: $=400+6 \pm 2.9$ ( $C$ )
Ttos: $=341.8 \pm 2.4$ (C), $T_{\infty}=24.5$ (C)

$$
\Delta \mathrm{T} / \mathrm{T}_{\infty}=1.2, G r=4.2 E 7, N=1000
$$



| $\times / b$ | $u^{2}$ | U | $\bar{v} \times 10$ | 15, ${ }^{2} \times 10$ | 小'v'*100 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1.0000 | 0.0116 | 0.1177 | 0.1612 | 0.0559 | 0.0822 |
| 0.9175 | 0.0156 | 0.1049 | 0.1138 | 0.0600 | 0.0536 |
| 0.8351 | 0.0205 | 0.1194 | 0.1519 | 0.0624 | 0.0969 |
| 0.7526 | 0.0142 | 0.0932 | 0.1115 | 0.0580 | 0.0773 |
| 0.6702 | 0.0192 | 0.1038 | 0.1279 | 0.0560 | 0.0367 |
| 0.5877 | 0.0067 | 0.1022 | 0.1260 | 0.0474 | 0.0633 |
| 0.50153 | 0.0124 | 0.0998 | 0.1186 | 0.0524 | 0.0364 |
| 0.4228 | 0.0072 | 0.1098 | 0.1240 | 0.0521 | 0.0847 |
| 0.3404 | 0.0114 | 0.1155 | 0.1505 | 0.0655 | 0.1136 |
| 0.2579 | 0.0190 | 0.1247 | 0.1629 | 0.0618 | 0.0492 |
| 0.1755 | 0.0117 | 0.1178 | 0.1621 | 0.0698 | 0.1068 |
| 0.0930 | 0.0186 | 0.1391 | 0.1692 | 0.0659 | 0.0577 |
| 0.0000 | 0.0171 | 0.1237 | 0.1795 | 0.0726 | 0.0993 |


| $x / b=1$ <br> y/3 | $\begin{gathered} z / \frac{c}{2}=0 \\ v \end{gathered}$ | U | $\vec{v} \cdot 2 \times 10$ | $\overline{15}^{2} \times 10$ | Y'ı'×100 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0823 | 0.4660 | 0.4980 | 0.6941 | 0.1046 | 0.7205 |
| 0.1647 | 0.3246 | 0.4271 | 0.7465 | 0.0988 | 0.5808 |
| 0.2470 | 0.1747 | 0.3043 | 0.3671 | 0.1030 | 0.7039 |
| 0.3274 | 0.0903 | 0.2185 | 0.2225 | 0.1071 | 0.5365 |
| 0.4117 | 0.0584 | 0.1718 | 0.1950 | 0.0804 | 0.3635 |
| 0.4941 | 0.0521 | 0.1707 | 0.1638 | 0.0953 | 0.3168 |
| 0.5764 | 0.0198 | 0.1190 | 0.1280 | 0.0654 | 0.1798 |
| 0.6588 | 0.0363 | 0.1580 | 0.1650 | 0.0706 | 0.1261 |
| 0.7411 | 0.0366 | 0.1576 | 0.1920 | 0.0624 | 0.1689 |
| 0.8234 | 0.0214 | 0.1398 | 0.1539 | 0.0478 | 0.1004 |
| 0.9058 | 0.0215 | 0.1510 | 0.1721 | 0.0492 | 0.0736 |
| 1.0000 | 0.0116 | 0.1177 | 0.1612 | 0.0559 | 0.0822 |

## Weighted

| Tbot $=399.5 \pm 4.3$ (C), Tbac= $=400.6 \pm 2.9$ (C) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| THOP=34.1.8 $\pm 2.4$ (C), $\mathrm{T}_{\infty}=24.5$ (C) |  |  |  |  |  |
|  | $=1.2$ | $r=4.2$ | 7 , N | 1000 |  |
| $x / b=0 .$ <br> $3 / 3$ | $\begin{gathered} .0, \frac{2}{2}=0 \\ v \end{gathered}$ | U | $\bar{v}^{2} \times 10$ | $\pi{ }^{1} 2 \times 10$ | $14^{\prime} v^{\prime} \times 100$ |
| 1.0000 | 0.0171 | 0.1237 | 0.1795 | 0.0726 | 0.0993 |
| 0.9059 | 0.0179 | 0.1375 | 0.1755 | 0.0564 | 0.0882 |
| 0.8235 | 0.0109 | 0.1372 | 0.1947 | 0.0677 | 0.0630 |
| 0.7412 | 0.0200 | 0.1650 | 0.2311 | 0.0524 | 0.0264 |
| 0.6589 | 0.0054 | 0.1408 | 0.2057 | 0.0588 | 0.0815 |
| 0.5765 | 0.0091 | 0.1690 | 0.2158 | 0.0576 | 0.0337 |
| 0.4942 | $-0.0010$ | 0.1775 | 0.2303 | 0.0625 | 0.0237 |
| 0.4118 | 0.0036 | 0.1792 | 0.2471 | 0.0582 | 0.051 .7 |
| 0.329 .3 | 0.0026 | 0.1992 | 0.3542 | 0.0514 | 0.0724 |
| 0.2471 | $-0.0015$ | 0.1977 | 0.2997 | 0.0632 | 0.0374 |
| 0.1648 | $-0.0302$ | 0.3146 | 0.4481 | 0.0467 | 0.0760 |
| 0.0824 | $-0.0254$ | 0.5190 | 0.8276 | 0.0 .458 | $\cdots-0.0071$ |

## Unweighted

```
a/b=0.5, \alpha=0 , Free Convection (Fe:=0)
```

Tbot $=399.5 \pm 4.3$ (C), Tbac=400.6 $\pm 2.9$ (C)
Ttos=341.8 $\pm 2.4$ (C), $T_{\infty}=24.5$ (C)

| $\begin{gathered} y / 3=0 \\ x / b \end{gathered}$ | $\begin{gathered} \quad \frac{z}{2}=0 \\ v \end{gathered}$ | U | $\bar{v} \times 10$ | $\square{ }^{2} \times 10$ | $v \times 100$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.9825 | 0.4138 | 0.3721 | 1.1562 | 0.16 .47 | 0.14 .24 |
| 0.9736 | 0.4592 | 0.3044 | 0.7974 | 0.1070 | 0.2710 |
| 0.9472 | 0.3184 | 0.2179 | 0.4120 | 0.1404 | 0.3221 |
| 0.9296 | 0.2417 | 0.2677 | 1.0169 | 0.3232 | -0.0037 |
| 0.8768 | 0.1776 | 0.2147 | 0.7406 | 0.3918 | 0.2133 |
| 0.8240 | 0.1444 | 0.1815 | 0.4593 | 0.3855 | 0.2467. |
| 0.7712 | 0.0891 | 0.0990 | 0.4445 | 0.2243 | 0.2117 |
| 0.7184 | 0.0803 | 0.0890 | 0.4162 | 0.1745 | 0.1697 |
| 0.6655 | 0.0 .487 | 0.0843 | 0.3333 | 0.1780 | 0.1349 |
| 0.6127 | 0.0246 | 0.0811 | 0.2996 | 0.1611 | 0.1071 |
| 0.5599 | 0.0579 | 0.1060 | 0.4186 | 0.2598 | $-0.0222$ |
| 0.5071 | 0.0117 | 0.0964 | 0.3926 | 0.1594 | $\cdots 0.0785$ |
| 0.4543 | 0.0255 | 0.1403 | 0.4610 | 0.2342 | 0.1967 |
| 0.4014 | $-0.0037$ | 0.0830 | 0.5686 | 0.4231 | 0.2196 |
| 0.3486 | $-0.0152$ | 0.1395 | 0.5601 | 0.1455 | -0.0032 |
| 0.2958 | $-0.0112$ | 0.1337 | 0.5864 | 0.1585 | -0.1796 |
| 0.2430 | -0.0315 | 0.1633 | 0.5523 | 0.1900 | 0.1013 |
| 0.1902 | -0.0525 | 0.1838 | 0.6548 | 0.1612 | $-0.0151$ |
| 0.1373 | $-0.1254$ | 0.2701 | 1.7507 | 0.1596 | -0.1785 |
| 0.0845 | $-0.1547$ | 0.3643 | 0.8365 | 0.0887 | -0.0014 |
| 0.070 .4 | $\cdots$ | 0.3817 | 1.0226 | 0.1045 | 0.0018 |
| 0.0493 | $\cdots$ | 0.4637 | 0.5718 | 0.0467 | -0.0590 |
| . 0287 | 0.1710 | 0.4360 | 1,3800 | 0.1360 | 0.2760 |

## Unweighted

| Tbot $=399.5 \pm 4.3$ (C) , Tbac: $=400.6 \pm 2.9$ (C) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Ttos: $=341.8 \pm 2+4(C), T_{\infty}=24.5$ ( $C$ ) |  |  |  |  |  |
| $\Delta \mathrm{T} /$ | $=1.2$ | Grima 2 | E7 y $N$ | $=1000$ |  |
| $4 / 3=1$ <br> $\therefore / i$ | $y=\frac{c}{\frac{c}{2}}=0$ | $U$ | $\bar{v}^{2} \times 10$ | $13^{3} \times 10$ | $\overline{u^{\prime} v^{\prime} \times 100}$ |
| 1.0000 | 0.0527 | 0.1533 | 0.4319 | 0.1465 | 0.0021 |
| 0.7175 | 0.0510 | 0.1495 | 0.334 .1 | 0.2971 | -0.0286 |
| 0.835\% | 0.0833 | 0.1605 | 0.411 .4 | 0.1843 | 0.1027 |
| 0.7526 | 0.0570 | 0.1415 | 0.3545 | 0.19738 | 0.0161 |
| 0.6702 | 0.0539 | 0.1 .455 | 0.3053 | 0.1437 | -0.1786 |
| 0.5977 | 0.0429 | 0. 0.1377 | 0.3896 | 0.1374 | 0.01 .37 |
| 0.5053 | 0.0404 | 0.1390 | 0.3831 | 0.1653 | -0.0019 |
| 0.4228 | 0.0379 | 0.1478 | 0.3537 | $0.153 \%$ | 0.0766 |
| 0.3404 | 0.0571 | 0.1618 | 0.4321 | 0.1755 | 0.1948 |
| 0.2579 | 0.0483 | 0.1628 | 0.4349 | 0.1541 | 0.0201 |
| 0.1755 | 0.0545 | 0.1640 | 0.4655 | 0.1538 | 0.0535 |
| 0.0930 | 0.0466 | 0.1757 | 0.4060 | 0.1805 | 0.0266 |
| 0.0000 | 0.0552 | 0.1699 | 0.5550 | 0.1846 | -0.039 |
| $x / B=1,0,=/ \frac{c}{2}=0.0$ |  |  |  |  |  |
| 0.0323 | 0.5210 | 0.51 .44 | 0.7010 | 0.0934 | 0.5039 |
| 0.1647 | 0.3739 | 0.4458 | 0.9167 | 0.1100 | 0.6040 |
| 0.2470 | 0.2324 | 0.3377 | 0.5129 | 0.1203 | 0.7102 |
| 0.3294 | 0.1444 | 0.2640 | 0.3583 | 0.1376 | 0.3618 |
| 0.4117 | 0.1103 | 0.2143 | 0.3732 | 0.1181 | 0.4965 |
| 0.4941 | 0.0968 | 0.2196 | 0.3071 | 0.1276 | 0.3435 |
| 0.5764 | 0.0637 | 0.1636 | 0.3570 | 0.1336 | 0.2393 |
| 0.6588 | 0.0655 | 0.1957 | 0.3769 | 0.1439 | 0.0608 |
| 0.7411 | 0.0762 | 0.1720 | 0.4697 | 0.1316 | 0.2971 |
| 0.8234 | 0.0550 | 0.1686 | 0.3865 | 0.1027 | 0.0948 |
| 0.9058 | 0.0542 | 0.1782 | 0.4010 | 0.1226 | 0.0632 |
| 1.0000 | 0.0527 | 0.1533 | 0.4317 | 0.1465 | 0.0021 |

## Unweighted

| Tbat $=397.5 \pm 4.3$ (C) , Tbac $=400.6 \pm 2.9$ (C) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Ttos: $=341.8 \pm 2.4$ ( $C$ ) , $\mathrm{T}_{\infty}=24.3$ ( C$)$ |  |  |  |  |  |
| $\Delta \mathrm{T} / \mathrm{T}_{\infty}=1.2$ y $\mathrm{Gr}=4.2 \mathrm{E}, 2, \mathrm{~N}=1000$ |  |  |  |  |  |
| $x / B=0+0, z / \frac{c}{2}=0.0$ |  |  |  |  |  |
| ツ/3 |  | U | $\bar{v}^{2} \times 10$ | - ${ }^{2} \times 10$ | J'V'100 |
| 1.0000 | 0.0552 | 0.1699 | 0.5552 | 0.1846 | -0.0329 |
| 0.9059 | 0.0475 | 0.1703 | 0.4324 | 0.11 .60 | 0.1306 |
| 0.8235 | 0.0437 | 0.1776 | 0.5196 | 0.1171 | 0.0033 |
| 0.7412 | 0.0529 | 0.1904 | 0.4966 | 0.1005 | -0.0619 |
| 0.6589 | 0.0416 | 0.1756 | 0.5253 | 0.1176 | 0.1351 |
| 0.5765 | 0.0418 | 0.1967 | 0.4769 | 0.11 .73 | 0.0262 |
| 0.4942 | 0.0264 | 0.20 .69 | 0.4790 | 0.11 .47 | -0.0902 |
| 0.4118 | 0.0318 | 0.2064 | 0,5170 | 0.0955 | 0.0519 |
| 0.3295 | 0.0370 | 0.2192 | 0.7096 | 0.0881 | 0.1518 |
| 0.2471 | 0.0229 | 0.2237 | 0.5514 | 0.0978 | $\cdots 0.0041$ |
| 0.1648 | -0.0029 | 0.3274 | 0.668 .4 | 0.0604 | 0.0842 |
| 0.0824 | $-0.0113$ | 0.5259 | 1.0556 | 0.0 .486 | -0.0792 |

APPENDIX B
Measurements of Temperature

1. $a / b=0.5: \quad \alpha=0^{\circ}$

$$
\alpha=20^{\circ}
$$

$$
\alpha=45^{\circ}
$$

2. $a / b=1.0: \quad \alpha=0^{\circ}$
$\alpha=20^{\circ}$
$\alpha=45^{\circ}$
3. $a / b=1.46: a=0^{\circ}$
$\alpha=20^{\circ}$
$\alpha=45^{\circ}$
$\theta=\frac{T-T_{\infty}}{\Delta T}$
SD is the standard deviation in degrees $K$
$N$ is the sample size

$$
\begin{aligned}
& a / b=0.5, \alpha=0, \text { Free Convection }(\text { Re }=0) \\
& \text { Tbot }=400.3 \pm 3.7(C), \text { Tbac }=402.8 \pm 4.9 \text { (C) }
\end{aligned}
$$

$$
\text { Ttop }=310.7 \pm 2.1 \text { (C), } T_{\infty}=22.5 \text { (C) }
$$

$$
\Delta T / T_{\infty}=1.18, G r=4 \mathrm{E} 7, N=50
$$

| $x / 6$ |  | SIL (K) |
| :---: | :---: | :---: |
| +0254 | +6448 | 9.1 |
| . 0525 | . 3744 | 14.5 |
| . 0797 | + 1746 | 17.5 |
| . 1610 | . 0315 | 3.6 |
| . 2424 | . 0315 | 0.6 |
| . 4322 | . 0301 | 0.4 |
| . 6220 | . 0290 | 0.6 |
| . 8119 | . 0585 | 9.8 |
| . 8661 | . 1067 | 18.1 |
| +9203 | +2626 | 34.8 |
| . 9475 | . 3667 | 39.6 |
| +9746 | +4799 | 24.9 |

$$
a / b=0.5, \quad \alpha=0
$$

$$
\text { Tbot }=401.6 \pm 3.5 \text { (C), Tbac }=405.2 \pm 4.9 \text { (C) }
$$

$$
\text { Ttop }=317.1 \pm 2.1 \text { (C), } T_{\infty}=23.0 \text { (C) }
$$

$$
\Delta \mathrm{T} / \mathrm{T}_{\infty}=1+19, \mathrm{Gr}=4.03 \mathrm{E} 7, \mathrm{Gr} / \text { Re** } 2=459.78
$$

$$
y / 3=0.0, \geq / \frac{c}{2}=0.0
$$

x/b
.0254
.0525
.0797
.1610
.2424
.4322
.6220
.8119
8661
$+9203+1687$
.9475 . 2659
.9746 . 4272

| SII(K) |
| :---: |
| 1.3 |
| 2.2 |
| 1.4 |
| 0 |
| 0.4 |
| 0 |
| 0 |
| 3.6 |
| 8.3 |
| 7.8 |
| 13.6 |
| 8.9 |

```
a/b=0,5, \alpha=0
Tbot=402.1 \pm3.7 (C), TVac=405.4 \pm4.7 (C)
Ttos=318.8 土2.1 (C), T T = =3.0 (C)
    \DeltaT/T
3/3=0.0, 2/\frac{C}{2}=0.0, N=50
#/b बn(K゙)
--.----
.0254
.0525
.0797
.1610
.2424
.4322
.6220
,811
.8601
.9203
.947:
.9746
```

$a / b=0,5 y \quad \alpha=0$
Thot: $401.9 \pm 3.7$ (C), Tbac= $405.2 \pm 4.5$ (C)
Tbop=319.2 $\pm 2.1$ ( C$), \mathrm{T}_{\infty}=23.0$ (C)
$\Delta \mathrm{T} / \mathrm{T}_{\infty}=1.19, \mathrm{Gr}=4.03$ E7y Gr/Fe**2=7.53
$3 / 3=0.0, ~ z / \frac{c}{2}=0.0, ~ N=50$
$x / b$
…….....
.0254
.0525
.0254
+0525
.0797
.1610
$+2424$
. 4322
.6220
.8119
.8661
.9203
. 7475
.9746
…-...--
Solk
.4492
6.0

```
\(3 / b=0.5, \quad \alpha=0\)
Tinot \(=401.6 \pm 3.5\) (C), Tbac: \(=405.1 \pm 4.7\) (C)
TtoF=319.5 \(=2.1\) (C)y \(T_{\infty}=33.0(C)\)
        \(\Delta T / \mathrm{T}_{\infty}:=1.19\), Gr:=4.03 E7, Gr/Re**2: \(=5.55\)
\(\because / 3=0.0,2 / \frac{c}{2}=0.0, \quad N=50\)
\begin{tabular}{|c|c|c|}
\hline \(\cdots / 6\) & \(\theta\) & 500パ) \\
\hline -0234 & . 41.47 & 7.1 \\
\hline .0523 & . 1210 & 6.0 \\
\hline . 0797 & +0273 & 0.8 \\
\hline . 1610 & - 0227 & 0 \\
\hline - 2424 & . 0297 & 0.3 \\
\hline . 4393 & +0256 & 0 \\
\hline . 6230 & . 0224 & 0.3 \\
\hline . 3117 & +037\% & 2.5 \\
\hline . 9661 & +1213 & \(6+6\) \\
\hline .9203 & . 2539 & 5.8 \\
\hline .9475 & . 3976 & 1.3 .0 \\
\hline . 9746 & +3351 & 6.0 \\
\hline
\end{tabular}
\(3 / 6=0.6 \quad \alpha=0\)
```



```
    Ttof=317.3 \(\pm 1.9\) (C) y \(T_{\infty}=23,0(C)\)
        \(\Delta T / r_{\infty}=1.17, ~ E r=4.03 E 7 y\) Gr/Ge**9=2.33
    \(\because / 3=0.0, ~=/ \frac{c}{2}=0.0 y N:=0\)
    \(\because / 6\)
- - - - - - -
.0354
    .3344
    .0745
    \(+0227\)
    .0227
    .0281
    -02.27
    .0199
    \(.0245 \quad 1.2\)
    \(.0873 \quad 6.9\)
    .2150 4.9
    \(.3267 \quad 7.8\)
    \(+4765 \quad 5.8\)
```



```
    a/h=0,5, \alpha=20, Free Convection (Ne=0)
    Tiot=402.6\pm4.0 (C), Tbac:=399.5\pm5.S (C)
    Tbo=:=317.4\pm1.7 (C) y T T =23.0 (C)
        \DeltaT/ r
    U/3:=0.0, a/\frac{C=0.0 y N N = 50}{2}
```



```
.0254 .5017 16.1
.0525 .2117 13.8
.0797 .1017 11.0
.1610 .0334 3.5
.2424 - .0357 1.2
.4322 0.0334 0.9
. $220 .0317 1.0
.3119 .0922 10.6
.3661 +1628 20.4
.9203 +2893 24.1
.7475 +3761 26+4
.9746 +4846 19.9
    a/b=0.3y O=20
    Thot=402.0 +3.7 (C), TVac=398.9 5 5.0 (C)
    Ttow=310,5 土2, 1 (C), T}=2,=2,0(C
        \DeltaT/T
    B/B=0.0, 2/\frac{c}{2}=0.0,N:N: N0
    </b
----
.0525
.0797
+1610
.2424
.4322
+6220
.8119
.8661
.9303
.9475 . 3677
.9746 .5443
    SII<バ)
.025
\begin{tabular}{l} 
SIUK゙ \\
\hdashline 0.3 \\
0.3 \\
0 \\
0 \\
0 \\
0.3 \\
0 \\
0 \\
1.0 \\
1.3 \\
0.9 \\
0.8
\end{tabular}
```



```
a/b=0.5, \alpha=20
    That=400.7\pm4.1 (C), Tbac:=397.1\pm5.0 (C)
    Ttor:=315,3\pm1.9 (C), T T =23.0 (C)
        \DeltaT/T T =1.18 , Gr:=4 E7, Gr/Fe**2==% . 6B
    4/a=0.0, z/\frac{c}{2}=0.0, N:= 50
M/b 㫜(バ)
```



```
.0525 0.0187 0.7
.0797 .0195 1.1
-1610 -0566 6.5
+2424 +1063 5.2
4322 +1172 3.0
-6220 +1086 2+6
.0119 +0989 6.7
.8661 +2009 23.6
.9203 +4546 16.4
.7475 +5807 16.8
.7746 . 5730 1. IN
    a/0=0.5, \alpha=20
    TbOt=400.2 =4.9 (C), Tb;=:396.2 土4.9 (C)
    Ttos:=314.0\pm2.0 (C), T}=2=23.0 (C
        \DeltaT/T
    3/a=0.0, 2/\frac{c}{2}=0.0, N:= 30
    </b 0
.0254 .0187
.0525 .0202
.0797 .0199 1.5
+1610 +0256 3.5
+2424 +0623 7.3
.4322 +1625 4.6
.6220 +1544 7.0
.8119 .2247 14.8
+8661 +3748 19.3
+9203 +5203 23.9
.9475 9.595 9.6
.9746 +6356 6.4
```

$a / b=0.5, \quad \alpha=20$
Tbot $=400.0 \pm 5+3$ (C), Tbac= $=395.9 \pm 5.2$ (C)
Ttop $=313.1 \pm 1.8(C), T_{\infty}=23.0(C)$
$\Delta T / T_{\infty}=1.17, G r=3.97$ E7, Gr/Re**2=1.15

| $3 / 3=0.0$, | $2 / \frac{c}{2}=0.0$, | $N=50$ |
| :---: | :---: | :---: |
| $\times / b$ | $\theta$ | $5 \square(K)$ |
| .0254 | .0211 | 0.5 |
| .0525 | .0205 | 0.2 |
| .0797 | .0173 | 0 |
| .1610 | .0173 | 0.4 |
| .2424 | .0208 | 0.6 |
| .4322 | .0588 | 7.5 |
| .6220 | .1762 | 8.2 |
| .8119 | .2818 | 11.9 |
| .8661 | .3513 | 20.6 |
| .9203 | .4318 | 9.0 |
| .9475 | .4575 | 11.7 |
| .9746 | .5359 | 7.7 |

$a / b=0.5, \quad \alpha=20$
Tbot $=399.1 \pm 5+4$ (C), Tbac: $=397.3 \pm 5.4$ (C)
$T$ tom $=307.8 \pm 1.9$ (C), $T_{\infty}=23.0$ (C)
$\Delta T / T_{\infty}=1.17, G r=3.97$ E7y Gr/Re**2=0.56
$y / a=0.0, z / \frac{c}{2}=0.0, \quad N=50$

| $\times / 6$ | $\theta$ | $S D($ K゙) |
| :---: | :---: | :---: |
| -.0254 | .0171 | 0.3 |
| .0525 | .0200 | 0.3 |
| .0797 | .0174 | 0.2 |
| .0783 | 2.4 |  |
| .1610 | .0183 | 0.5 |
| .2424 | .0206 | 0.9 |
| .4322 | .0188 | 9.5 |
| .6220 | .0536 | 11.6 |
| .8119 | .0823 | 15.1 |
| .8661 | .1272 | 10.5 |
| .9203 | .2083 | 9.9 |
| .9475 | .2904 | 5.8 |

```
a/b=0,5, a=45, Free Comvection (Fe:=0)
    Thot:=400.5\pm 3.7 (C); Tbac:=40it.3\pm5+1 (C)
    THOF=320.7 +2.2(C) % T T = 20.5(0)
        \DeltaT/T
3/a=0.0, 2/\frac{c}{2}=0.0, N: NO
```




```
.0525 .1003 3.1
.0797 +0520 2.4
.1610 .0317 0.6
.2424 0.0382 0.6
.4322 .0384 0.7
.6220 .0469 1.9
.8119 .2903 12.8
.8661 .3666 16.3
.9203 +5031 1.3.0
.9475 .5820 14.0
.7746 .6583 14.4
    3/i=0.5, \alpha=45
    Tbot=400.5\pm3.9 (C) y Tbac:=402.7 \pm6.3 (C)
    Ttof:=322.1\pm2.1 (C), T T =20.5 (C)
        \DeltaT/T T =1.21,Gr=4+1 E7,Gr/Re**2:=274.04
    B/a=0.0, z/\frac{c}{2}=0.0, N=50
\begin{tabular}{|c|c|c|}
\hline \(\cdots / 6\) & \(\theta\) & Sn(バ) \\
\hline . 0254 & - 2324 & 0.7 \\
\hline +0525 & . 0821 & 0.6 \\
\hline . 0797 & . 0378 & 0.2 \\
\hline + 1610 & . 0321 & 0.3 \\
\hline +2424 & . 0389 & 0.5 \\
\hline -4322 & . 0381 & 0 \\
\hline +6220 & .0358 & 0.4 \\
\hline . 8119 & . 1864 & \(3 \cdot 6\) \\
\hline . 8661 & +3590 & 3.8 \\
\hline . 9203 & +5099 & 1.9 \\
\hline . 9475 & . 6097 & 1.9 \\
\hline . 9746 & +6873 & 0.8 \\
\hline
\end{tabular}
```

```
a/b=0.5% 杖 45
Tbot=400.6\pm3.9(C), TDac:=401.8\pm5.1 (C)
Tto=:=322.3\pm2.1 (C), T T = 20.G (C)
    \DeltaT/T
#/a=0.0, z/\frac{c}{2}=0.0, N:=50
</b
\begin{tabular}{|c|c|c|}
\hline \(\cdots / 0\) & \(\theta\) & G以くバ） \\
\hline ． 0254 & ＋2046 & 6.5 \\
\hline ． 0525 & ＋0322 & 1．2 \\
\hline ． 0797 & ． 0240 & 0.3 \\
\hline ． 1610 & ． 0319 & 1．4 \\
\hline ＋2424 & ． 0446 & 1.5 \\
\hline －4322 & －0522 & 1.3 \\
\hline －6220 & －0821 & 3.4 \\
\hline ＋ 81.19 & ． 3124 & 9．8 \\
\hline ． 8661 & － 4059 & 11.0 \\
\hline ＋9203 & ． 5319 & 7．2 \\
\hline ． 9475 & ． 6354 & 6.3 \\
\hline ． 9746 & ． 6888 & 9．2 \\
\hline
\end{tabular}
    3/0:0,0%y 杖45
```



```
    Ttom:=321,3 土1.7 (C), T T =21.0 (C)
        \triangleT/T
    \because/a=0,0, z/\frac{c}{2}=0.0, N=100
--------
05%5
0797
.0797
.1610
.2424
.4322
+6220
.8119
.8661
.9203
+9475
.9746
```



SM（K゙）

7.1
$2+6$
1.7
2.0
1.9

2．8
4.4

12．2
14．9
7.9

11．2 6.6


```
    3/b=0.5, \alpha=45
    Thot=398.3 土6.2 (C), Thac=398.0\pm4.9 (C)
    Ttop=311.4\pm2.1 (C), T T = 21.5 (C)
        \DeltaT/T T}=1.18,Gr=4 E7,Gr/Re**?=1.16
    y/a=0.0, z/\frac{c=0.0, N N = 100}{2}
    */b
ー-ー--
.0-0254
.0525
.0797
. 1610
.2424
.4322
.6220
.8119
.8661
.9203
.9475
.9746
```



Tbot=400.3 $\pm 5+4$ (C), Trac=402 $\pm .5 .0$ (C)
Tbow $334,5 \pm 4.5(C), T_{\infty}=24,5(C) 4$ N $=100$ $\Delta T / T_{\infty}=1.19$, Or: A. 03 E7y Gr/Fe**2=225.29
$3 / 3=0,0,2 / \frac{c}{2}=0,0$
$\alpha / \mathrm{b} \theta$
-
.025
$.0525 \quad .2503$
.0797 .0886
$.1610 \quad .0240$
$.2424 \quad .0296$
.4322 .0274
.6220 .0347
$+8119$
.8661
.9203
.9475
$.9746 \quad .4495$

ตか(K)
2.0 .7
2.9
1.5
0
0
0.4
4.1
12.0
16.4
12.3
14.5
14.7

```
    a/D=1,0, \alpha=0
    Tbot:=400.2 +5,3 (C) , Tbac:400.8 ##,7 (C)
    T4OF:=335.4 土4, (% (C)y T T =24.E (C)
    \DeltaT/T
```



```
    3/3=0.0, % % % = 0,0
        2
\begin{tabular}{|c|c|c|}
\hline \(x / 0\) & \(\theta\) & 6m（k） \\
\hline ． 0254 & －3607 & 2.4 \\
\hline －0525 & ＋1394 & \(2+8\) \\
\hline ． 0797 & ． 0303 & 0.5 \\
\hline －1610 & ＋0212 & 0 \\
\hline － 2424 & ． 0271 & 0.3 \\
\hline ＋4322 & ．0240 & 0 \\
\hline －620 & －0223 & 1.3 \\
\hline ． 81.9 & ． 1476 & \(12+4\) \\
\hline ． 3661 & ．2021 & 1． 2.7 \\
\hline ， 9203 & －2716 & 9.2 \\
\hline － 9475 & ＋3754 & 16.0 \\
\hline ．9766 & ＋ 908 & 1.3 .0 \\
\hline
\end{tabular}
    3/B=#,0y \alpha=0
```






```
    #/3:=0.0, x=/\frac{c}{2}=0.0
    N/m
-....-n+... --........
.0254 .2309
.0525 .0485
.0797 .0186
.1610 01.02
.2424 0.0244 0.#
.4322 02, LL O
.6220 -0423 4.1
.8119 .1.474 7.9
.8661 .2075 15.5
.9203 +2943 1. +.3
.9475 1.3705 1.4.0
.9746 .4725 11.9
    GM(バ)
    7.0
    3+5
    0
    0.%
```

```
a/b=1,0, \alpha=0
```

Tbot $=400.8 \pm 5.6(C), \operatorname{Tbac}=404.4 \pm 6.1$ (C)
Ttof=336.5 4. $4.6(C) T_{\infty}=24.5(C)$

$$
\Delta T / T_{\infty}=1.2 \quad \text { y } 0 r=4.06 E 7
$$

Or／Re＊＊2＂9．2日 y $N=50$
$\because / 3=0.0 \times 2 \times=0.0$

| $x / b$ | $\theta$ | 901（K） |
| :---: | :---: | :---: |
| ．0254 | ． 1665 | 5.2 |
| ．0925 | ． 0334 | $1 * 1$ |
| ． 0797 | ． 0183 | 0 |
| ． 1610 | ． 0183 | 0 |
| ． 2424 | ． 0233 | 0 |
| ． 4322 | ．0202 | 0.8 |
| ＋6220 | ＋0320 | 2.9 |
| ． 8119 | ＋ 1269 | 5.0 |
| ．8601 | ． $176 \%$ | 10.9 |
| ． 9203 | ． 2730 | 9．4 |
| ． 9.475 | ． 3578 | 13.2 |
| ． 9746 | ． 4993 | 1.0 .0 |

$$
a / b=1.0 y \quad \alpha=0
$$

TBot $=400.2 \pm 6.0(C), T \operatorname{TaC}=404.8 \pm 5.8(C)$
Ttas＝336．7 $\pm 5.0$（C）$T_{\infty}=24.7$（C）

$$
\Delta T / T_{\infty}=1.2,0 r:=4.06 E 7
$$

Gr／Fe＊＊2＝1．14，N $=1.00$

| $4 / 3=0$ | $=\frac{c}{2}=0$ |  |
| :---: | :---: | :---: |
| $2 / 0$ | $\theta$ | 勺ロバ） |
| ． 0254 | ． 0239 | 0.6 |
| ． 0525 | ．0183 | 0 |
| ． 0797 | ＋0157 | 0.2 |
| ． 1610 | ． 0183 | 0 |
| ． 2424 | ． 0211 | 0 |
| ． 4322 | ． 0133 | 0 |
| ＋6220 | ．0213 | $2+2$ |
| ． 81.19 | ． 09749 | 14.2 |
| ．8661 | ． 1356 | 25.9 |
| ． 9203 | － 1620 | 28.8 |
| ． 9475 | ＋2092 | 37.0 |
| ． 9746 | ． 2786 | 30.2 |

```
\(a / b=1.0, \quad \alpha=0\)
    Tbot \(=399.8 \pm 6.0\) (C), Tbac \(=404.4 \pm 5.8\) (C)
    Ttos \(=335.5 \pm 4.5\) (C), \(T_{\infty}=25.0\) (C)
    \(\Delta T / T_{\infty}=1.19, G r=4.03 \mathrm{E} 7\)
    Gr/Fe**2=0.55 , N := 100
    \(y / 3=0,0, \quad z / \frac{c}{2}=0.0\)
    \(\times 10 \quad \theta \quad \sin (\mathbb{L}\)
. 0166
.0525 .0169
.0797 .0147
.1610 .0167
\(.2424 \quad .0203\)
\(+4322.0167\)
.6220 .0163
.8119 .0178
\(.8661 \quad .0231 \quad 5.5\)
\(.9203 \quad .0307 \quad 7.6\)
\(.9475 \quad .05131 .3 .2\)
.9746 .1124 19.5
```

$a / b=1.0, \quad \alpha=20$, Free Convection (Fe: $=0$ )
Tbot $=401+3 \pm 5.5$ (C), Tbac:=416.6 $\pm 6.2$ (C)
Ttop:=348.5 $\pm 4.6$ (C), $T_{\infty}=20.0$ (C)
$\Delta T / T_{\infty}=1.26, G r=4.27 E 7, N=100$

| $3 / a=0.0, \geq / \frac{c}{2}=0.0$ |  |  |
| :---: | :---: | :---: |
| k/b | $\theta$ | SN(K) |
| . 0234 | . 3704 | 8.4 |
| .0525 | . 1245 | 7.5 |
| . 0797 | . 0450 | 3.1 |
| . 1610 | . 0304 | 0.6 |
| . 2424 | . 0274 | 0.8 |
| +4322 | . 0263 | 0.7 |
| . 6220 | . 0369 | 3.2 |
| . 8119 | +2034 | 11.9 |
| +8661. | . 2871 | 14,6 |
| .9203 | + 4187 | 11.2 |
| .9475 | + 4317 | 20.4 |
| .9746 | +5548 | $12+7$ |

$3 / b=1.0 y \quad \alpha=20$
Thot $=402.3 \pm 5.2$ (C), Tbac:=418.1 $\pm 6.1$ (C)
Ttos=351.3 $\pm 4.7$ (C), $T_{\infty}=20.0$ (C) $\Delta \mathrm{T} / \mathrm{T}_{\infty}=1.26, \mathrm{Gr}=4.27 \mathrm{E}=\mathrm{Gr}$, Ge**2=231.87
$\leftrightarrows / a=0+0, z / \frac{c}{2}=0.0, N=100$

| $2 / 0$ | $\theta$ | Sロ1(k) |
| :---: | :---: | :---: |
| -.0254 | -3566 | 0.6 |
| .0525 | .1082 | 0.3 |
| .0797 | .0405 | 0 |
| .1610 | .0329 | 0.4 |
| .2424 | .0297 | 0 |
| .4322 | .0283 | 0.5 |
| .6220 | .0340 | 0.5 |
| .8119 | .1756 | 15.2 |
| .8661 | .3127 | 19.2 |
| .9203 | .4599 | 21.9 |
| .9475 | +4524 | 19.9 |
| .9746 | .4958 | 8.7 |

```
B/b=1+0, 人=20
Tbot=403+3\pm5+5(C), TEam=4L8,4\pm#, & (C)
TCOF=353+4\pm4,5 (C)y T T = 20. % (C)
```



```
    B/3:=0,0, 2/\frac{0}{2}=0,0,N:=100
    </b बOくK゙〉
\begin{tabular}{|c|c|c|}
\hline ＋0．264 & \[
.2974
\] & 12.3 \\
\hline ． 0525 & ． 0283 & \(2+4\) \\
\hline ． 0777 & ． 0175 & 0 \\
\hline ． 1.610 & －0272 & 0.7 \\
\hline － 2424 & ． 0236 & 1．7 \\
\hline ＋4322 & ＋0372 & 9．7 \\
\hline ． 6220 & ．0563 & 2．1 \\
\hline ． 8119 & － 171.6 & 1．4．8 \\
\hline ． 8661 & － 2972 & 17.9 \\
\hline ． 9203 & ． 385 & 19.7 \\
\hline －947\％ & ＋4604 & 23.7 \\
\hline ． 9746 & ＋6339 & 13.8 \\
\hline
\end{tabular}
    a/0=1+0y a:20
    TW0t:=400.3 +4.9 (C) y Tba@=424.2 \pm3.7 (C)
    TW0&:=346+4 土4, L (C) y T T = =2L+0 (C)
        \DeltaT/T
    #/3:=0,0, z/0:=0,0, N = = 50
2
    </b
.0254
.0525
.0797
.1610
.2424
.4322
.6220
.8119
.9661
.9203
+9475
+9746
```


$.03 \%$
.0176
.0162
$+0181$
.0320
$+0639$
$+1078$ ＋．2610 ． 3084 $+3740$ ． 4517 ． 8188

GK！（K゙）

4.5
0.5
0.7
2.0
2.8
$2+3$
$5 \cdot 7$
$12+3$
$21+2$
11.6
1.1 .3
9.7

```
    a/b=1+0, a=20
    Tbot=403.4 土5,7 (C) % TE#C:42g, 1 \pm3,8 (C)
    TtoF=352.0 44.2 (C), T T = =21+0 (C)
        \DeltaT/T
    #/#:=0,0, z/\frac{c}{2}=0+0y N:= 50
    \therefore/b 0 कw<<゙
-0.-...-
.0524
.0777 .0150
+1610 .0134
+2424 +01.37
+4323 +0313
+6220 +1218 6.9
.8119 .2509 6.2
.8661 . .2908 9.7
+9203 -3515 5+6
.9475 +4110 6.3
.9746 +5296 7.9
    a/m=1+0y }\alpha=2
```



```
    Y&0=:=353+2 \pm4.2 (C), T T = 21.0 (C)
        \DeltaT/T
    Y/a=0.0, a/\frac{%}{2}=0.0y N=: N0
\begin{tabular}{ccc}
\(2 / 6\) & \(\theta\) & \(5 \ldots(k)\) \\
\hdashline .0254 & .0160 & 0 \\
.0525 & .0160 & 0.2 \\
.0797 & .0136 & 0.3 \\
.1610 & .0112 & 0.4 \\
.2424 & .0187 & 0.9 \\
.4322 & +0200 & 3.7 \\
.6220 & .0203 & 3.9 \\
.8119 & +2005 & 6.7 \\
.8661 & .2968 & 6.2 \\
.9203 & .3540 & 2.5 \\
.9475 & .4311 & 4.3 \\
.9746 & .5382 & 3.6
\end{tabular}
```

```
    a/b=1,0, \alpha=20
    Tbot=401+0 55.8 (C), Tbac=413.3 土5+7 (C)
    Ttos=347.9\pm5.3 (C), T T =20.5 (C)
        |T/T
    y/a=0.0, z/\frac{c}{2}=0.0, N=50
    </b
--n-- ---
.0254 .0177
.0525
.0525 .0166 2.1
.0797 .0136 0.7
.1610 .0213 1.9
.2424 .0202 2.3
.4322 .0218 3.3
.6220 .0338 6.0
.8119 .0286 3.5
.8661 .0398 6.2
.9203 . . 096 8.6
.9475 8.2300 8.0
.9746 6.1
```

```
a/m=1.0; \alpha:=45 , Free Convection (Fe:=0)
    Tbot=401.0\pm5 (C), Tbac:=421.3 土5.7 (C)
    Thow:=358.1 \pm4.3 (C), T T = =20.5 (C)
    \Deltar/T
    y/a=0,0, 2/\frac{c}{2}=0.0, N=50
\begin{tabular}{|c|c|c|}
\hline \(\cdots / 0\) & \(\theta\) & 6x（バ） \\
\hline －0254 & ＋3568 & 6． 6 \\
\hline －0525 & \(+1088\) & 9， 2 \\
\hline ． 0777 & ＋0．477 & 3，4 \\
\hline －1610 & ． 0359 & 0.9 \\
\hline － 2424 & ＋0332 & 0.8 \\
\hline －4322 & ＋0319 & 0.8 \\
\hline ＋6220 & ． 0413 & \(2+2\) \\
\hline ． 81.7 & ＋2424 & 9，7 \\
\hline ． 3661 & ＋ 3686 & \(12+1\) \\
\hline ＋9203 & ． \(488 \%\) & 9．2 \\
\hline ＋ 9475 & ． 5560 & 9.0 \\
\hline ＋9746 & ＋6190 & 10.7 \\
\hline
\end{tabular}
    a/D=1,0y 林咅
```



```
    Ttow=350.2\pm4.4 (C) y T T = 20, 5 (0)
        \DeltaT/T = =1.27 y Gr:4,31 E7, Or/Be**2=233.7. 
    y/a=0+0% 2/\frac{0}{2}=0.0, N=: N0
    k/b
--.........
.0254
.0525
.0777
+1610
.2424
.4322
-6220
.8119 .2040 2.7
.8661 .3232 3.0
.9203 .4542 2.8
.9475 .5315 2.3
.9746 .6199 2.1
        Sn!(k゙)
        .3050 0.0.5
        .0792
        .0338
        .0397
        .0336
        .0341
        .0.405
        0.3
        0.3
        O
        0.4
        0.5
```

```
a/b=1.0, a=4'5
Thot=399.2\pm5.3 (C), Tbac=421.9\pm5.8 (C)
TtoF=358.2 44.4 (C), T T = 20.5 (C)
    \DeltaT/T
a/a=0.0, z/\frac{c}{2}=0.0, N=50
\begin{tabular}{|c|c|c|}
\hline \% \(/ 6\) & \(\theta\) & Su(N) \\
\hline .0254 & . 1680 & 8.6 \\
\hline .0525 & .0212 & 0.5 \\
\hline . 0797 & +0199 & 0.4 \\
\hline . 1610 & . 0368 & \(2+0\) \\
\hline . 2424 & . 0480 & 1.4 \\
\hline +4322 & . 0537 & 1.2 \\
\hline . 6220 & . 0582 & 2.4 \\
\hline +8119 & +3264 & 14.0 \\
\hline . 86.61 & . 3819 & 18.0 \\
\hline . 7203 & +4603 & 12, 6 \\
\hline . 9475 & +5118 & 12.9 \\
\hline . 9746 & +5870 & 8.4 \\
\hline
\end{tabular}
    a/b=1,0, \alpha=45
```



```
    Ttos:=357.5 +4.6 (C), T T = 21.0 (C)
        \Deltar/T
    y/a=0.0, 2/\frac{c}{2}=0.0,N=50
<<
.0254 .0789
.0525 .0703
.0797 .0805
.1610 +1102
.2424 +1212 3.9
.4322 +1584 4.4
.6220 +2182 5.4
.3119 .3412 6.2
.8661 . 3779 0.9
.9203 .423.1 7.0
.9475 .4783 9.9
.97.46 .5440 8.2
                                    SN(K)
        7.0
        3.8
        4.3
.2424 +1212 3.9
```

```
\(3 / b=1,0, \alpha=45\)
    Tbot \(=397.7 \pm 7.1\) (C), Tbac \(=420.7 \pm 5.4\) (C)
    TLOF \(=355.7 \pm 4.6\) (C), \(T_{\infty}=21.0\) (C)
        \(\Delta T / T_{\infty}:=1.26, \mathrm{Gr}=4.27 \mathrm{ET}, \mathrm{Gr} / \mathrm{Fe} * * 2=2.43\)
\(y / a=0.0, \quad 2 / \frac{c}{2}=0.0, \quad N=50\)
\begin{tabular}{ccc}
\(2 / 6\) & \(\theta\) & Sn(k) \\
\hdashline .0254 & .0235 & 2.9 \\
.0525 & .0410 & 5.6 \\
.0797 & .0613 & 6.0 \\
.1610 & .1547 & 7.9 \\
.2424 & .2122 & 7.5 \\
.4322 & .2918 & 7.4 \\
.6220 & .3402 & 4.9 \\
.8119 & .3855 & 4.5 \\
.8661 & .4023 & 6.3 \\
.9203 & .4141 & 4.2 \\
.9475 & .4638 & 4.3 \\
.9746 & .5456 & 2.9
\end{tabular}
    \(3 / b=1,0, \alpha=45\)
    Tbot:=397.2 \(\pm 7.9\) (C) 9 Tbac: \(=418.1 \pm 5.3\) (C)
    Ttom=351, 7 \(\pm 5.1\) (C), \(T_{\infty}=21+0\) ( C\()\)
        \(\Delta T / T_{\infty}=1+25\) y Gri=4,24E7 Y Gr/Re**2=1.19
    \(3 / a=0,0, z / \frac{c}{2}=0,0, N=50\)
\begin{tabular}{|c|c|c|}
\hline \(x / 0\) & \(\theta\) & Su(K) \\
\hline .0254 & . 0495 & 6.9 \\
\hline . 0525 & . 0560 & 9.5 \\
\hline . 0797 & . 0823 & 12.2 \\
\hline . 1610 & .1215 & 12.4 \\
\hline . 2424 & . 1666 & 18.3 \\
\hline + 4322 & . 1967 & 16.5 \\
\hline +6220 & . 2236 & 16.4 \\
\hline . 81.19 & . 2739 & 7.1 \\
\hline . 8661 & . 2999 & 6.3 \\
\hline +9203 & . 3062 & 3.0 \\
\hline .9475 & . 3799 & 3.3 \\
\hline .9746 & . 4622 & 2.5 \\
\hline
\end{tabular}
```

```
3/b=1,0, \alpha=43
    Tbot=392.8 土5.8 (C), Thac:=412.2 \pm5.4 (C)
    Ttow:=343.7 \pm5.7 (C), T T = =21+0 (C)
    \DeltaT/T}\mp@subsup{T}{\infty}{}=1.23,Gr:=4.17E
Gr/Re**2:=0.57, N:= 50
3/a=0,0, a/\frac{c}{2}=0.0
M/b
-0.0-*-
.0254 .0.071
.0525% .0600
.0797 .0630
.1610 .0788
.2424 .1031 7.4
.4322 .1307 10.1
+6220 +1473 10.3
.8119 +15%3 6.2
.8661 .1792 6.4
.9203 +2327 4.5
.9475 +3053 4.0
.9746 -3802 4.4
```

```
a/b=1,46, \alpha:=0 , Free Comvaction (Fe=0)
Tbot=398.9\pm1.7 (C), Tbac:=433.E\pm 5.1 (C)
Ttow:=326, 3 土5+0 (C)y T T = 21+0 (C)
    \DeltaT/T}=1,24 y Gr:=4 +2 E7
y/a=0+0. z/\frac{0}{2}=0.0 y N=50
\begin{tabular}{|c|c|c|}
\hline \(\cdots / 0\) & \(\theta\) & g\％（K゙） \\
\hline ． 0254 & ＋5999 & 7．1 \\
\hline ＋0525 & － 2596 & 20.0 \\
\hline ． 0777 & ＋1305 & 23．2 \\
\hline ＋1610 & ＋0263 & 3.0 \\
\hline －2424 & ． 0312 & 2.8 \\
\hline ＋4322 & ＋0274 & 2.0 \\
\hline ． 6220 & ＋0593 & 1．0．3 \\
\hline ． 81.7 & ＋1716 & 17.2 \\
\hline ＋8661 & ＋2132 & 22.1 \\
\hline ＋9203 & ． 2786 &  \\
\hline ． 9475 & － 3243 & 23.0 \\
\hline ． 9746 & ＋4527 & 20.7 \\
\hline
\end{tabular}
```

$a / 0=1+46, \quad \alpha=0$

$T$ कо $=328.2 \pm 5.2(C), T_{\infty}=21.0(C)$ $\Delta \mathrm{T} / \mathrm{T}_{\infty}=1.24$ y Gr：＝4．2 E7，Gr／Re氷2 $=1.17 .37$
$\because / 3=0.0, \quad x / \frac{0}{2}=0,0, N=50$
$x / b$
－－－．．．．．．．．．
$+0254$
． 0525
． 0797
.1610
． 2424
． 4322
＋6220
.8119
． 8661
.9203
． 9475
$+9746$
$\theta$
.5072
.1981 .0374 ＋0233 ＋030． .0274
.0566
－ 2074
$+2443$ －3026 $+3551$ .4747

GL（K゙）
$1+4$
$1+1$
$0+6$
0.5

0
0
5.3
$6+5$
$8 \cdot 3$
9.0
11.5
9.7

```
a/b=1,46, \alpha=0
Tbot=399.0\pm1.4 (C), TGec:=430.9 =4.8 (C)
Ttar==327.6 土5.0 (C) , T T = 21.0 (C)
    \DeltaT/T
Y/z=0.0, z/\frac{c}{2}=0.0, N = = 50
\begin{tabular}{|c|c|c|}
\hline י／om & \(\theta\) & GM（バ） \\
\hline ＋0234 & \(+2941\) & 4．3 \\
\hline ＋0525 & ． 0359 & 1．0 \\
\hline ． 0777 & ． 0134 & 0.5 \\
\hline ＋1610 & ． 0164 & 0 \\
\hline ＋ 2424 & ． 0238 & 0.5 \\
\hline ． 4322 & ． 0244 & \(2 \cdot 3\) \\
\hline ． 6220 & ． 0347 & 6.0 \\
\hline ． 8119 & ．1737 & 6.3 \\
\hline ＋8661 & ． 2239 & 10.1 \\
\hline ． 9203 & ． 3018 & 7． 5 \\
\hline ． 9475 & ． 3583 & 10.9 \\
\hline .9746 & ． 4740 & 12.5 \\
\hline
\end{tabular}
```

$a, a=1+46 y \quad \alpha=0$

Ttom： $326.6 \pm 3.6(C), r_{\infty}=21+0(C)$

$\because / a=0.0 y \quad \therefore / \frac{c}{2}=0.0, \quad$ N $=50$
$x / b$
$+0254$
$+0525$
.0797
.1610
＋2424
＋4322
＋6220
． 8119
． 8661
$+9203$
.9475
.7746
$\theta$
$.180=$
.0225
.0170
.0165
－0247
.0383
$+1044$
． 2113
． 2376
.3077
.3453
.4407
$S M(k)$
7.5
0.5
0.3

0
0
10.7
10.2
13.8
1.1 .9
13.5
18.6



```
\(a / a=1,46, \quad \alpha=20\)
Tbot \(=409.0 \pm 5.9\) (C), Tbac \(=401+8 \pm 5.1\) (C)
Ttop:=323.9 \(\pm 4.7\) (C), \(T_{\infty}=21.5\) (C)
```



```
\(y / a=0.0 y z / \frac{c}{2}=0.0 y N=50\)
\begin{tabular}{ccc}
\(\times 10\) & \(\theta\) & \(51(\mathbb{1})\) \\
\hline .0254 & .0230 & 1.8 \\
.0525 & .0193 & 0.5 \\
.0797 & .0179 & 0.2 \\
.1610 & .0185 & 1.8 \\
.2424 & .0378 & 0.7 \\
.4322 & .0872 & 3.3 \\
.6220 & .1391 & 6.6 \\
.8119 & .3050 & 14.3 \\
.8661 & .3361 & 18.8 \\
.9203 & .4197 & 14.2 \\
.9475 & .4432 & 14.7 \\
.9746 & .4999 & 13.0
\end{tabular}
\(a / b=1,46, \quad \alpha=20\)
Tbot: \(=408.6 \pm 6.7\) (C), Tbac: \(=403,2 \pm 4.9\) (C)
Ttom: \(=324.7 \pm 4.8\) (C), \(T_{\infty}=21.5\) (C)
\begin{tabular}{|c|c|c|}
\hline \multicolumn{3}{|l|}{\[
y / 3=0.0, \frac{z / \frac{c}{2}=0.0, N=50}{}=50
\]} \\
\hline \(x / b\) & \(\theta\) & ¢がぐ） \\
\hline ． 0254 & ． 0182 & 0 \\
\hline ．0525 & ． 0193 & 0.5 \\
\hline ． 0797 & ． 0179 & 0.3 \\
\hline ． 1610 & ． 0154 & 0 \\
\hline ． 2424 & ． 0218 & 0.6 \\
\hline ＋4322 & ＋0294 & 4.6 \\
\hline ＋6220 & .1308 & 1．1．2 \\
\hline ＋8119 & ． 2597 & 8.0 \\
\hline ．8661 & ＋3132 & 14.1 \\
\hline ．9203 & ＋3664 & 6.9 \\
\hline ． 9475 & ． 3964 & 10.1 \\
\hline ． 9746 & ． 4599 & \(9 \cdot 3\) \\
\hline
\end{tabular}
```

$3 / b=1+46, \quad \alpha=20$
Tbot $=408.0 \pm 7.3$ (C), riac= $=400.7 \pm 4.7$ (C)
Ttom=393.2 $55+3$ (C), $T_{\infty}=21+5$ (C) $\Delta T / T_{\infty}=1+21, G r=4+1$ E7, Gr/Re**2=1.18
$y / a=0.0, \quad 2 / \frac{c}{2}=0.0$, iv $=50$
$x / b$
-.........
.0254
.0525
.0797
. 1610
$+2424$
$+4322$
$+6220$
.8119
. 8661
.9203
.9475
.9746

Tbot: $=409.4 \pm 7.8$ (C), Tbac= $=399.0 \pm 4.9$ (C)
Ttom: $=317.3 \pm 5.8$ (C), $T_{\infty}=22.0$ ( $C$ )

$$
\Delta T / T_{\infty}=1.21, G r=4.1 \text { E7, Gr/Fe**2=0.58 }
$$

$\theta$
…….....
.01830
$.0185 \quad 0.3$ .01710 .5
.0155
.0202
.0157
.0340
$.1996 \quad 10.3$
$.2780 \quad 8.9$
$.3420 \quad 4.4$
.36514 .8
$+4536 \quad 4,3$

$$
3 / B=1+46 y \quad \alpha=20
$$



| $3 / 3=0.0, \quad 2 / \frac{c}{2}=0.0 \text { y } N=50$ |  |  |
| :---: | :---: | :---: |
| $x / 2$ | $\theta$ | SL(K゙) |
| .02'54 | . 0.170 | 0 |
| .0525 | . 0170 | 0 |
| . 0797 | . 0142 | 0 |
| . 1610 | . 0142 | 0 |
| . 2424 | . 0181 | 0.5 |
| . 4322 | . 0153 | 0.5 |
| . 6220 | . 0142 | 0 |
| . 81.19 | . 0179 | 1.1 |
| . 8661 | . 0336 | 3.7 |
| . 9203 | . 1116 | 6.7 |
| . 9475 | . 1576 | 8.2 |
| . 9746 | .2757 | 6.5 |

$$
3 / 3=0.0, \quad z / \frac{c}{2}=0.0, N=50
$$

$$
x / b
$$

$$
-\infty-
$$

$$
.0254
$$

$$
.0525
$$

$$
.0797
$$

$$
.1610
$$

$$
.2424
$$

$$
.4322
$$

$$
.6220
$$

$$
.8119
$$

$$
.8661
$$

.9203
.9475
.9746

```
3/b=1.46, a:=45 , Free Convection (Fe=0)
```

Tbot $=403.5 \pm 5.7(C), ~ T b a c=400.2 \pm 4.4$ (C)
Ttos:=327.9 $\pm 3.7$ (C), $\mathrm{T}_{\infty}=92.0$ (C)
$\Delta r / T_{\infty}=1.2 \quad$ Gr: $=4.06 \mathrm{E} 7$
$3 / 3=0.0, \quad z / \frac{c}{2}=0.0, N: 50$

$.0254 \quad .3877 \quad 9.2$
$.0525 \quad .1298 \quad 6.9$
.0797 .0524 2.1
$.1 .610 \quad 0.0290$
$.2434 \quad 0.0358$
$.4322 \quad .0343 \quad 0.5$
$.6220 \quad .0448 \quad 3.5$
$.8119 .2706 \quad 6.9$
$.8661 \quad .3809 \quad 7.8$
$.9203 \quad .5124 \quad 5.5$
$.9475 \quad .56530$
.9746 . $64.10 \quad 5.8$
$a / b=1+46, \quad \alpha=45$
Tbot: $403.5 \pm 5.7$ (C), Tbac= $397.8 \pm 4.3$ (C)
$T \mathrm{CO}=328.4 \pm 3.7$ (C), $\mathrm{r}_{\infty}=22.0$ (C)
$\Delta T / T_{\infty}=1.2, G r=4.06 E 7$, Gr/Re米2 $2=695.75$
$y / a=0.0,2 / \frac{c}{2}=0.0, N=50$
$\cdots / b \quad \theta$
---.....
.0254
. 0535
$+0797$
$+1610$
. 2424
.4322
$+6220$
$+8119$
.8661
.9203
$+9475$
$\begin{array}{lll}.9475 & .5839 & 1.8 \\ .9746 & .6441 & 1.3\end{array}$
Sa(K)
$.0343 \quad 0.4$
.9746
.3685
0.4
. 1154
0.2
.0 .431
0.4
.0282
0
.03660
$+0363 \quad 0.3$
.2314 2.8
.37022 .9
$\begin{array}{ll}.5155 & 2.0 \\ .5839 & 1.8\end{array}$
.64411 .3

```
a/y=1.46y }\alpha=4
Tbot=405.7 \pm5.7 (C), Tbac=400.7\pm4.3 (C)
Ttow=399.2 =3.9 (C), T T =22.0 (C)
    \DeltaT/T}\mp@subsup{T}{\infty}{}=1+21,Gr=4+1 E7,Gr/Re**2=47.3
3/a=0.0, z/\frac{C}{2}=0.0, N=100
x/b 㫜 ज0(K)
---.-...-
.0254
    .2093
    5.9
.0525 .0255 0.4
.0797 .0208 0.5
.1610 .0281 1.5
.2424 .0477 2.0
.4322 .0547 1.2
.6220 .0819 7.1
.8117 .2738 12.8
.8661 .3436 15.1
.9203 +4415 10.7
.9475 .5153 12.3
.9746 .5896 9.3
3/0:=1.46, }\quad\alpha=4
Tbot=403.7 隹6 (C), Tbac=401.1 \pm4.4 (C)
    Ttos:=327.6 土4.1 (C), T T = 22.0 (C)
        \DeltaT/T}\mp@subsup{T}{\infty}{}=1.2,G\mp@code{Gr:4.06 E7,Gr/Re**2:=5.6
    y/a=0,0, z/\frac{c}{2}=0.0. N=50
*/b
.0254
.0525
.0797
.1610
.2424
.4322
.6220
.9119
.8661
.9203
.9475
.9746
        0
    .0847
    SD(K゙)
---.-
    --.......-
    ----..-
        .0759
        3+3
\[
3 / 0=1,46, \quad \alpha=45
\]
\[
\text { Tbot: }=403.7 \pm 6+6 \text { (C), Tbac=}=401.1 \pm 4,4 \text { (C) }
\]
\[
\text { Ttos:=327.6 } \pm 4+1 \text { (C), } T_{\infty}=22.0(C)
\]
\[
\Delta \mathrm{T} / \mathrm{T}_{\infty}=1.2, \mathrm{Gr}=4.06 \mathrm{E} 7, \mathrm{Gr} / \mathrm{Re} * * 2=5.6
\]
\[
3 / a=0,0,2 / \frac{c}{2}=0.0, N=50
\]
\[
54
\]
--
\[
\frac{50(k)}{10+2} \begin{gathered}
3+3 \\
3.6
\end{gathered}
\]
\[
\begin{array}{ll}
.0827 & 3.6 \\
.1021 & 3.9
\end{array}
\]
\[
\begin{array}{ll}
+1021 & 3+9 \\
+1246 & 3+8
\end{array}
\]
\[
\begin{array}{ll}
+1603 & 5.0 \\
2031 & 4.0
\end{array}
\]
\[
\begin{array}{ll}
.2231 & 6.2 \\
.3266 & 6.0
\end{array}
\]
\[
\begin{array}{rl}
.3266 & 6.0 \\
.3775 & 7.3
\end{array}
\]
\[
.3775 \quad 7.3
\]
\[
\begin{array}{ll}
.4304 & 6.0 \\
.4304 & 0
\end{array}
\]
\[
.9475 \quad .4798 \quad 8.2
\]
\[
.9746 \quad .5333 \quad 9.9
\]
```

$3 / b=1,46, \quad \alpha=45$

$$
\begin{aligned}
& \text { Tbot }=403.7 \pm 7.8 \text { (C), } \mathrm{Tbac}=402.5 \pm 4.4 \text { (C) } \\
& \text { Ttop }=326.3 \pm 4.6 \text { (C), } T_{\infty}=22.0 \text { (C) } \\
& \Delta T / T_{\infty}=1.2, \text { Gr: }=4.06 \text { E7, Gr/Fe** } 2=2.37 \\
& 3 / 3:=0.0,2 / \frac{c}{2}=0.0, N=50 \\
& \text { 2/B } \\
& .0254 \\
& \text {. } 0525 \\
& .0797 \\
& .1610 \\
& .2424 \\
& .4322 \\
& .6220 \\
& .8119 \\
& \text { - } 866.1 \\
& .9203 \\
& \text {. } 9.475 \\
& .9746 \\
& \stackrel{\theta}{-} \\
& .0166 \\
& .0208 \quad 0.7 \\
& .0813 \quad 3.6 \\
& .17193 .4 \\
& .26531 .0 \\
& +31592.0 \\
& .32261 .7 \\
& .3941 \quad 4+1 \\
& +4290 \quad 2.4 \\
& .47062 .5 \\
& .52662 .0
\end{aligned}
$$

$$
a / b=1,46 y \quad \alpha=45
$$

Thot: $=403.2 \pm 8.5(C), \operatorname{Tbac}=400.6 \pm 4.0$ (C)
Ttow: $=322.3 \pm 5.1$ (C), $\mathrm{T}_{\infty}=22.0$ (C)

$$
\Delta T / T_{\infty}=1.2, G r=4.06 E 7, \text { Gr/Re** } 2=1.16
$$

| $3 / 3=0$ $x / b$ | $\frac{c}{2}=0 .$ | $=50$ $50(K)$ |
| :---: | :---: | :---: |
|  |  |  |
| . 0254 | . 0314 | 2.9 |
| . 0525 | . 0320 | 3.0 |
| . 0797 | . 0365 | 3.6 |
| . 1610 | . 0.484 | 4.0 |
| . 2424 | . 0733 | 2.9 |
| . 4322 | . 1188 | 3.4 |
| .6220 | . 2198 | 3.9 |
| . 8119 | . 2040 | $3 \cdot 3$ |
| . 8661 | . 3397 | 3.4 |
| . 9203 | . 3694 | 1.9 |
| . 9475 | . 4218 | 1.7 |
| . 9746 | . 4812 | 1.2 |

```
    a/b=1,46, व=45
    Tbot=408.1 \pm9.5 (C), Tisc:=400.7\pm4.2 (C)
    Ttos:=319.2 m6.1 (C), T
    |T/T
    Gr/Re**2=0.58, N:=50
    3/3=0.0, z/\frac{c}{2}=0.0
```



```
.0254 .0741 .5.7
.0525 +0609 4.6
.0797 .0518 4.8
.1610 .0670 7.0
.2424 +0611 4.2
.4322 .0772 4.4
.6220 .0970 5 5%5
.811% -1626 2.5
.8661 -2811 4.2
.9203
.9473 +3911
    .3312
    2.6
    2+4
    2+1
```


#### Abstract

APPENDIX C Flow Diagram and Listing of Computer Programs for Automatic Data Acquisition and Statistical Reduction


## Brief Description

The main program is started by entering the system parameters through the console terminal such as: calibration factor (or fringe spacing), beam intersection angle, $\gamma$; index of refraction of fluid medium; the sampling size, $N$; the net frequency shift, $f_{s}$; the origin of the space coordinate, $\vec{X}_{0}$, the coordinate rotation angle, $\phi$; and the permanent data file name, etc.

With reference to the flow diagram below:

1. The INTRAL subroutine requires the user to enter the parameters controlling the next sequence of stepping motor movements, which include the initial position, $\vec{X}_{i}$, the increment, $\Delta \vec{X}_{i}$, and the number of measuring positions, NMP.
2. The MOTMOV subroutine deals with the DR 11-M output interface board to direct the stepping motor movements.
3. The HANSHK subroutine deals with the DR 11-L input interface board to perform the data fetching and the storage of the data in a temporary array.
4. The CONVRS subroutine converts the data from binary form to decimal equivalent. The statistical reduction and storage of the data into a permanent file are subsequently accomplished.
5. The mean values and turbulent stresses are then displayed on the console terminal following the bell rings.
6. The LPRNTR subroutineprints the data on the line printer.


```
C ********************* LAMILIU.SE2 EEGINS **************************
    LOGICAL*I FILNAI{(II),LIKEyINITI%FINISH,INIR
    INTEGER CSFLOA,IIBFLOOA,CNTCSF,CSRLOB,DEFLOB,AISCSR,ADSNEK
    INTFGEF AEOFT(S),IFH{2,1000), COUNTR,COIN
    REAL LF, XYZ(3),SHIFT(2),CFCTT(3),INCX,INCY,INCZ,TSHIFT(2),TCFCT(2)
    COMMON /ADSFEG/CSFIOA, IEFLOA,CSRLOE,IIERLOE,ADSCSR,ANSLEF'
    & /FILE/FILNAM/FCTRS/CFCT/COMF/NCHANI. COUNTR/RECOM/NRECOI
    & /FINLEX/RICX,FICY,RICZ/FRGSFT/GHIFT/EFLOW/UBLLK゙/SIZE/TRES
    & /OLI/XFQLD,YFOL[I,ZFOLLI/POF/NFOF/SFUBI/IFIINC/INTFCE/COIN
    g. /DATA/XI,YI,ZI,XF,YF,ZF,WX, LIY,DZ,SIGNX,GIGNY,SIGNZ
    & /ASK1/XO,YO,ZO/ASKZ/ICO/MOUE/LF,XYZ/SIGN/SIGNA,SIGNB
    COMMON /ARG/UMEAN,VMEAN,UMS,VMS,UUMS,ULV,VZU,UMEANL,VMEANI,UMSI,
    &UMS1,UUMS1,U2U1,U2U1/TNCL/ANGLE/GWEEF/TOIR/TIL/THETA
    COMMON /AKGGF/UMF,VMF,UMSF, VMSF, UUMSF,UZUF,V2UF,UMT,VMT,IMST,
    &VMST,UUMST,UNUT,VIUT/TWM/TSHIFT,TCFCT
        COMMON /SEFOFW/SU;SU,SUU,SUU,SUUU,SUJUL,R/FLAY/NFRTR
        COMMUN/BEROFU/SUI,SU1,SUU1,SUU1,SUUUI,SUULI,R1
        COMMON/GERORF/SUF,SUF,SUUF,SUUF,SUUUF,SUULF,FF
        SOMMON /SEROFT/SUT,GUT, SUUT,SUUT,SUUUT,SUULT,RT
C INITIATION
    MATA F゙ILNAM/\sigma*'O',',',3*'0','1/,XYZ/3*O,O/yNFRTFIO/
    IATA XI,YI,ZI,XIF,YF,ZZF, IX, DY,DZ/7*O,O/,ICO/'CA'/
    IAFA XO,YO:ZO/Z*O.O/,FFNISH/.FALSEE/NFECON/O/,NFOF/1/
    CSFL.OA="164010
    MAFLLOA=":64012
    COTLOB=" 1.44014
    ORLOO=* I.64016
    TYFE *,' ENTEF CHANNEL NO. ("1."1-COMFONENT*"2*:2-COMFONENT)"
    ACCEFT *,NCHANL
    IF (NCHANL ,EG. 2) GO TO 36
    TYFE *,' ENTER COUNTER NO. ("1":COUNTER-A;"2";COUNTER-E)'
    ACCEFT *: COUNTR
    AIISCSF:=CSRLOA+4* (COUNTR-1)
    ALSNEF=WERLOOA+4* (COUNTF-1)
    G0 ro 39
36 TYFE *,' COINCIDENCE IN TWO CHANNELS ? ENTER "Y*:YES* *N*:NO*
    ACCEFT 38, COIN
    TYFEE *,' EN'TER FREQ. SHIFT FOR "TWM" IN ONE-CHANNEL MEASUIEEMENT.
    ACCEF'T *,TSHIFT
    TYFEE *, ENTER CALI. FACTORS FOR "TWM" IN ONE-CHANNEL MEASUREMENT'
    ACCEFT *% TCFCT
30 FOFMAT (A1)
    AHSCSR=CSFLOH
    AUSNAF=TEFKLOE
37 ABOKT (1)=ADSCSR
    ABORT (2):=0
    AEOFT (3)=* 164000
    ABOFT (4)=0
    AEOKT(S)=0
    TYFEE ** ENTER THE ANGLE FOR COORUINATE TRANSFOFMATIO IN OEG**
    ACCEFT *, THETA
    THETA:=THETA/180.*3.1.415926
[ ********************** IIAMLIU,SE2 ENLIS **************************
```


CALL MEUICE (ABOFT)
C COMFUTE INTERFUFT VECTOR \& FRIORITY LEVEL CNTCSR= IFEEK (ANSCSR) TFFILO= ( (CNTCSK AND. *60)/"20) +4 TUECLO = (CNTCSK *ANH, 77000 )/"100
C FILE STORAGE SFECIFICATION
TYFE *, ENTER BEGINNING FOUR CHARACTERS IN THE FILE SFEC.' READ(Sy10) (FILNAM(I) y $I=1,4$ )
10 FORMAT (4A1) WNTTE (I, 11) (FILNAM(T), $I=1,4$ )
11 FOFMAT(, EEGINNING FILE GFEC. CHOSEN IS , $/$, EX, AA1) TYFE ** ENTEF LAST THREE CHARACTEFS IN THE FILE SFEC * E E G., "OOL"

KEAII (5,12) \{FILNAM (I), I= 9,10 )
12 FOFMAT (3A1)
TYFE 14, FILNAM
14 FOFMAT(, YOUR STOFEN FILE NAME IS ', 1.LA1)
$C$ ENTEF SIGN FOR BOTH COUNTERS
TYFE *ッ' ENTER SIGNS IN TWQ CHANNELS' TYFE *, IF (FLO ; FD), ENTER "-1"; OTHEFWTSE ENTER "1" ACCEFT *, SIGNA, SIGNE
C ENTER NC (NUMBER OF COUNTS TO BE TAKEN) TYFE *, ENTER NO, OF COUNTS/FOFULATION (EUEN INTEGEF, MAX. : LOOO), ACCEFT *,NC
C ENTER CAL IERATION FACTOR (SEE CITSA MANUAL)
TYFE *: ENTEF CAI IEFATION FACTOR IN EOTH CHANNELS (M/G/MHZ)'
ACCEFT *, CFCT
$\because$ ENTER FFFEQUENCY SHIFT. TYFE *, ENTER FRERUENCY SHIFTS IN BOTH CHANNELS (MHZ), ACCEFT ** SHIFT
SHIFT (1) =ABS (SHIFT (1))
SHTFT (2): ABS (SHIFT(2))
TYFE *, ENTEF THE COORNTNATES *XYZ" OF STARTING FOINT,
ACCEFT *, XYZ
TYFE *,' ENTER SWEEFING IITR F FOR TR-TABI_E, "Y":Y-DIR * "Z":Z-LIR'
ACCEFT 17, IMIR
17 FOFMAT (A1)
TYFE *, " ENTER THE BEAM INCLINATION ANGLE IN (DEG.)'
ACCEFT * , ANGLE ANGLEE:3,1415926*ANGILE/180.
C ENTEF BULK UELOCITY (OF REFERENCE VELOCITY) TYFE ** ENTER EULKK UELOCITY (M/S)' ACCEFT *, UBULK
C ENTEF COFRECTIONS FOR CHANGE TN INDEX OF FEFFACTION TYFE *, ENTER FEFFACTTUE TNLEX CORFECTION FACTORS;RICX;FICY,FTCZ, ACCEFT *,RICX,RICY,RICZ
[ $\quad$ ************************* 口AMLIU, SE 3 ENDS $* * * * * * * * * * * * * * * * * * * * * * * *$

```
C ************************ IIMMLIN.SE4 FEGINS **********************
C SET LAEE
    CALL IFOKE (CSFLIOA,".400)
    CALL IF'OKE(CGRLOR,"400)
    TYFEE*;',
    TYFE *,' COUNTER ON FFEE FUN & INTERIUUFT IISARIEE'
    TYFFE **',
    TYF゙E *,' OISAELE XYZ TAELE JOYSTICK (SWGTCH TO COMF' CONTFOL,'
    FAUSE
    TYFE *, NOW FOSITION XYZ TABLE EY JOYSTICK IF YOU WTSH'
    YYFE *, WHEN IN FOSTTTON SWITEH TO LOMF* CONTFDL & FETUFN'
    FGUSE
    TYFE *, ******* FITAIY FOR DATA ACQUISITION ********
    FAUSE
C ENABLE THE COUNTER
    CALLL FOOKE (CSFLOOA;1)
    CALL EFOKE(CSFLOE,I)
C INITIALIZE THE ARMING OF THE COUNTEFES
    TMM=1FEEK゙(DEFLOA)
    LMM=TFEEK゙(ロBRLOE)
C
C OFEN THE FILE ON THE UNIT 2 FOR THE STORAGE OF IIATA
    IFl:3=3*2+4*2
    IF(NCHANL FEC, 2) IFES:=3*2+14*4
    OFET\(UNIT:=2,NAME:FFILNAM,TYFE:='NEW' yFOFM='UNFOFMATTED',
    & ACCESS='口TRECT', RECOFDSTZE:TRES )
c ************************* صAMLIU,SE4 ENDS *************************
```

```
C ********************** DAMLIIU,SES GEGINS **********************
    NMFSUM=0
295 KFOLD=XYZ(1)
    YFOL.I=XYZ(2)
    ZFOLIH=XY'Z(3)
    CAl.L. INTFAC(FINTSH,NMF)
    NMFSUM=NMF'SUM+NMF
    IF (FINISH) GO TO 35S
O MOUING STEFFING MOTOR IS MONE EY CALLING SUBFOUTINES "INCREM" &
C "MOTMOU".
    CALL INCFEM(INCX, LNCY,INCZ)
    GO T0 305
301 CALL MOTMOU (INCX,INCY,INCZ,L3O,15O)
305 WFITE(5,308) XYZ
3OB FOKMAT(/,' TF'MOUES TO',' X:=,,F7,3,' Y:=',F7.3,' Z=',F7.3,1)
    CALL HANSHK
    CALLL CONVFS
    CALLL NISFLS
C BELL FINGS TO NOTIFY THAT THE MEASUREMENTS AT A FOINT HAS BEEN
C COMF゙LETED.
    10 33'5 I:1.5
    TYFE *'!BEL'
    INIE:=ISLEEF (0,0,0,30)
335 CONTINUE
    NMF:=NMF-1
    CALLL SLEROR(NC,UMS,UMS,UUMS,`U,SU,SUU,SUU,GUUU,SUUL,F)
    CALL SUEROR(NC,UMSI,VMS1,UNMSL,SUL,SU1,SUU1,SUU1,SUUUI,SUULI,FR1)
    CALLL SOEROF(NC,UMSF,UMSF,UUMSF,SUF,SUF,SUUF,SUUF,SUUUF,SUULF,FFF)
    CALLL SDEFUF(NC,UMST,VMST,WUMST,SUT,SUT,SUUT,SUUT,SUUUT,SUVLT,FRT)
    CALL STORE
    IF (NMF ,EQ, O) GO TO 295
    GO TO 301
    TYFE *,',
35S TYFE *;' DO YOU WANT TO FRINT THE IAATA ? ENTER "Y":YES*"N":NO'
    ACCEFT 36S, IFRINT
365 FOFMAT (A1)
    IF(IF'KINT *NE, AY') GO TD 370
    CALLL LFFNNF(NMFGSUM)
    CLOSE(UNIT:=2,NISFOSE='SAVE')
    STOF
370 TYFE 37Sy FILNAM,NMFFSUM
375 FOOFMAT(///,2X,' THE DATA ARE STORELI IN THE FILE *,IIAI,
    &' WITH TOTAL [IATA FOINTS ,I'S)
    CLOSE (UNIT:=2,IISFOSE='SAUE')
    STOF
    END
C ************************* IIAMLIU.SES ENIIS *********************
```

```
    SUBKOUTINE INTFAC(FINISH,NMP)
C ************************ AUTHOF: A. MOLAVI **********************
```



```
C INTEFACTIVE SUBFOUTINE
C *****************************************************************
    FEAL XYZ(3),LF,CFCT(2),SHIFT (2)
    LOGICAL*I FINISH
    COMMON/WATA/XI,YI,ZI, XF,YF,ZF,IXX,IY,MZ,SIGNX,SIGNY,SIENZ
    C口MMON MOUE/LF,XYZ/FCTFG/CFCT/FFQGFT/GHNFT/SIGN/SIGNA&GIGNB
    COIMON/INCL/ANGLE
C
G0 FWORMAT(, '
50
    各:"', F
```



```
        ACCEFT 40, FINISH
40
    FOKMAT(L1)
    IF (FTNTSH) RETUKN
G ENYFF LNITGAL FGSITION OF NEXT MEASUFEMENT
    IFE *y' ENTER XI,YI,ZIvTHE INITIAL ROSTTION OF NEXT MEASOKEOE
    &NY家
    ACCEFT *% XI:YIッZI
C EINER THE INCREMENTS IN THIS MOURNG GECULENCE
    TYFE *,' ENTEF OX,GY:MZ,THE INOFEMENTS OF THIS GEQUENGE,
    ACCEFT *, UXy,IY,tZ
C ENTER THE NO. OF MEASUFING FOTNTS RN THES GEQUENCE
    TYFE *,' ENTER THE NO. DF MEASUKING FOTNTS IN THTS GERUENCE'
    ACCEFT *, NMF
C
    TYFE 90, XI,YI%ZI
90 FORMAT(' THE NEXT INGTIAL FOINT TO BE MEAGURED IS ',XI=',F7,3,
    &' YI=',F゙7,3,' ZI=',F7,3)
    TYFE 75y NMF',
GF FORMATS' TME NO. OF MEASUKING FOINTS IN THIS SEQUENCE TS'y I4,%)
    TYPE *," ALL SETTINGS REMAIN THE SAME ? ENTEF "Y": YES%"N";NO"
    ACCEF'T IOO, ISET
100 FOFNi今AT (A1)
    IF(ISET ,EG. 'Y') KETURN
    TYFE *,' ENTER THE CALTBRATION FACTORS IN 2 CHANNELS
    ACCEFT *; CFCT
    TYFE *,' ENTER THE FFEQ. GHCFT IN 2 CHANNEIS',
    ACCEFT *, SHIFT
    TYFE *," ENTR THE SIGNS IN 2 CHANNEI.S'
    ACCEFT *, SIGNA,SIGNB
    TYFE*,' ENTEF THE BEAM TNCL.INATION ANGLE IN (NEO*)'
    ACEEFT *, ANGLE
    ANGLE=3, 1.45926*ANGILE/180.
    HETUKN
    END
C *********************** INTRAC.FOF ENDS *************************
```

    SUBROUTINE INCREM (INCX, INCY, INCZ)
    ******************* AUTHOR; JIMMY WONG *** MOO.: A. MOIAUI *****

C
C
$\stackrel{C}{C}$
C
INCX $=\langle X I-X F O L D\rangle / L F$
WNCY:= (YI-YFOLI)/LF
INCZ:=(ZI-ZFOLJ)/LF
C. CHEOK FOR COORDTNATE SYSTEM TYFE,
IF (TCO ,ER. 'CA') GO TO $1 \pm 7$
$C$ IF YOU WANT, SUFFLY YOUR OWN FORMULA
117 INCX: INCX/RICX
INCY:=INCY/FICY
INCZ: INCZ/RICZ
127 CALL MOTMOU(INCX,INCY,INCZ,130:150)
GO TO 177
157 TNCX:=SIGNX*NX/LF
INCY:=SIGNY*IY/LF
INCZ:=SIGNZ*IZノF
177 INCX $=$ INCX/FICX
INGY: INCY/FICY
INCZ=INCZKICZ
RETUFN
END
C
************************ INCREM.FOR ENDS $* * * * * * * * * * * * * * * * * * * * * * * * ~$

```
    SUBROUTINE MOTMOU(INCX,INCY,INCZ,LOOF1,LUOFZ)
C *********************************************************************
c **************************** Al\THOF: A. MOLAUI *
C *************************** MC口, F, TURI, M, ARNAL. *
C ****************************** MOM. M゙.G. CHEN
C "MOTMOU" CONVERTS SFECIFIEN MOUEMENT VALUES TO A FORM ACCEFTAELEE *
C TO THE MOTOF CONTROL INTEFFACE ANN THEN LEFOSITS THESE VAIUES TN *
C THE FHOFEF ADINESS TO EFFECT MOTOR MOVEMENT. *
C
C ************************ MOUMOT,GE1 GEGINNS ***********************
    REFLL INCX,INCYyINCZ
    FEAL &FFMXYZ(3)
C THETA % TILT ARE THE COOROINATE FOTATION ANGLES
    COMMON /MDUE/LF,XYZ/INCL/ANGLE/TIL/THETA
    COMMON/RINDEX/RICX,RICYYRICZ
C TNCFEMENTS AFE CONUERTEN TO INTEGER UAIUES.
    FINCX:= INCX*COG (THETA) +TNCZ*SIN (THETA)
    KINCY:= - INCX*SIN(THETA) +INCZ*COS(THETA)
    EHNCZ:TNCZ
    GF{RINCX &E 0 0, FINCX=FINCX+0.5
    IF (RINCX , LT, O.) FINCX=RINCX-0.5
    FF(FINCY *GE. O.) FINCY=RINCY+0.5
    TF(FINCY +LT, O.) RINCY:=RNCY-O.S
    IF!FINCZ &GE, O.) FINCZ:=FINCZ+0.5
    IF\RINCZ .LT, O.) FINCZ=RINCZ-0.5
    INTX:=INT(FINCX)
    LNTY:=INT(FINCY)
    LNTZ:=INT(F゙INCZ)
c
    XYZ(1)=XYZ(1)+(INTX*COS(THETA)-INTZ*SIN(THETA))*LF
    XYZ(Z)=XYZ(Z)+INTY*LP
    XYZ(2):=XYZ(2)+(INTX*SIN(THETA)+INTZ*COS(THETA))*LF
C ************************ MOVMOT.SE1 ENDIS *************************
```

```
************************ MQUMDT,SE2 &EGINS ***********************
THE FOLLOWING IS AN EXFLANATION OF THE MOTOF MOUEMENT INTEFFACE
CONTFOL, THE ANMRESS OF THE MOTOR MOUEMENT KEGISTER IS "164002,
THIS FEGISTER A SIX EIT BINARY NUMEER WHICH INDICATES FOGITIUE,
NEGATIVE, OR ZEFO MOUEMENT IN THE XIY, AND Z IIRECTIONS. THIS
NUMEEF HAS THE FOLLOWING FORM:
    IIFECTION:
    GIGN:
    BIT NUMBER:
    \Z)
IF A FOSITIUE MOVEMENT IN THE X:Y, OF Z IIFECTIONS IS LESIFEI, THEN
A "I" AFFEAFS IN THE 2.4% OR S BIT LOCATIONS% FESFECTIUELY FOR A
NEGATIUE MOUEMENT IN THE X,Y, OR Z MIFECTIONG, A "1" AFFEARS IN
THE 1,3; OF G EIT LOCATIONS,RESFECTIUELY, FOR ZEFO MOUEMENT IN ANY
FARTICULAF IIFECTIONPA :1" AFFEARS IN BOTH BIT LOCATIONS ASSOCIATEM
EXAMPLE : FOSITTUE MOUEMENT IN THE X IIFECTION, ZEFO MOUEMENT IN
THE Y IIFECTION, AND NEGATIUE MOUEMENT IN THE Z DIFECTION--
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline IIRECTION: & \multicolumn{2}{|c|}{(Z)} & \multicolumn{2}{|c|}{(Y)} & \multicolumn{2}{|c|}{(x)} \\
\hline BIT NUMEEF: & 6 & 5 & 4 & 3 & 2 & 1 \\
\hline BINARY VALUE: & 0 & 1 & 1 & 1 & 1 & 0 \\
\hline
\end{tabular}
THE MOVEMENT OCCURS IN INCFEMENTS OF 0,005 MM (THIS VALUE IS A
CHARACTERISTIC OF THE STEFFING MOTORS USEH). TO MOUE DISTANCES
GFEATEF THAN DNE INCREMENT A "NOMLDOF" IS USED.
************************ MOUMOT.SE2 ENDS **************************
```

```
C *********************** MOUMOT,SE3 BEGINS ***********************
SOO CONTTNUE
C MOUEMENT IN X DIFECTION
        IF(INTX) 10,11,12
10 T I=1
    INTX=TNTX+1
    00 TO 200
11 II=3
    INTX=INTX+O
    GO TO 20O
12 11=2
    INTX:= INTX-1
    GO T0 200
C MOVEMENT IN THE Y OIRECTION
200 IF (INTY) 20.21.22
20 I2=4
    LNTY:=TNTY+1
    GO TO 300
2.1 I2=12
    INTY:= INTY+O
    GO TO 300
22 T2=8
    INTY=INTY-1
    GO TO 300
C MOUEMENT IN THE Z GTFECTION
300 IF(INTZ) 30.31.32
30 13=16
    INTZ=INTZ+1
    GO T0 400
31 I 3:=48
    INTZ=INTZ+O
    GO TO 400
32 13=32
    INTZ=INTZ-1
    GO TO 400
C CALCULATE MOTOR INCRMENT YALUE ANII INSEFT INTO FEGISTERF.
400 ISTEF=I1+I2+I3
    CALL IFUKE(*164002,ISTEF)
C THE SECONLAFIY TIME DELAY IS TO ALIOOW FOR MOTOR MOUEMENT.
    0055 I:=1,LOOP?
S5 CONTINUE
    CALL IFOKE("164002,63)
C FRIMAFYY TIME IIELAY LDOF
    HO 50 I:=1,LOOFI
50 CONTINUE
C CHECK IF FUFTHEF MQUEMENT IS REQUTFED.
    IF(INTX.NE,O .OF. INTY.NE.O .OR. INTZ.NE.O) GO TO 500
    RETURN
    ENII
C *********************** MOUMDT,SE3 ENDS ****************************
```

```
    SUBROUTINE HANSHK
C HANISHAKE MONITORNIG OF RQ(EIT }7\mathrm{ OF ADSCSR)
C ***************************** AUTHOR: A, MOLAUI ******************
C **************************** REYISED: K゙-S CHEN *******************
C
    INTEGER CSRLOA,OBRLOA,CSRI_OR,DERLOB,ANSCSK,ADSNBR,CNTCSK
    INTEGER IFO(2,1000),COLNTR,CO:N
    COMMON /AIISREG/CSRLOA, IEHLLOA,CSRIOD,DBRLOE,ALISCSR,ANSNER
    COMMON /COMF/NCHANI_,COUNTR/SEVEI/IFI,NC/INTFCE/COIN
    IF(NCHANL .EQ. 2) GO TO 590
    INM=IFEEK(ADSNGR)
    NO 500 I=1,NC
45O LDM=1FEEK(ANSN&R)
    IF({IFEEK(ALISCSF) .ANO. "2OO) .NE. "2OO) GO TO 450
    IFI(1,I)=IPEEK(ANISDER)
SOO CONTINUE
    FETURN
C
590 IF(COIN .EQ, 'Y') GO TO 900
600 ILM:=IFEEK(IIBRLOA)
    TMM=IFEEK゙(DERLOB)
    HO 000 I: 1,NC
550 INM:IFEEK(TIRRLOA)
    IF((IFEEK(CSRLOA) ,AND, "200) .NE, "200) GO TO 650
    ZFD(1,I):= FFEEK(DEKLOA)
750 TDM:IFIEEK(IRRLOB)
    TF((IFEEK(CSRLLOB) ,AND, "200) .NE. '200) GO TO 750
    IFW(2,I)=TFEEN゙{DBRLO.B
800 CONTINUE
    RETURN
c
900 INM=IFEEKK(DRRLOEA)
    NO 950 I=1,NC
925 1NM=IFEEK(DERLOF)
    IF((TPEEK(CSRLOB) .AND. '200) .NE. "200) G0 TO 925
    IFD(1,I)=IFEEK(IERLOA)
    IFI(2,I):=IFEEK(IIERLOB)
950 CONTINUE
    RETUKN
    ENI
[ **************************** HANSHK.FOF ENDS **********************
```

```
    GUBROUTINE CONURS
C ************************** AUTHDR: A. MOLAUI ************************
C ****************************** MOD,: J. FLDRES, F. TUFI **************
c ***************************** MOLI: K-S CHEN *********************
C ***************************** CONURS,SE1 GEGINNG ********************
FEAL CFCT(2),SHIFT(2)
TNTEGER TFW(2,1000),COUNTK
COMMON/SRUBI/TFL,NC/COMP/NCHANL,COUNTR/FRGGFT/SHTFT
&
FCTRS/CFCT/BFIOW/UBULK/GIGN/GIGNA,SIGNB/TNCL_ZANGLE
    COMMON /AFG/UMEAN,VMEAN,UMS,VMS,UUMS,J2V,USU,UMEAN1,VMEFNI,WGE:"
    8UMS1,UUMS1,U2V1,U2U1/TWM/TGHIFT(2),TCFCT(2)
        COMMON /ARGF,INMF,UMF,UMSF,UMSF,UUMSF,UEVF,VZUIF,UMT,UMT,UMST,
    &UMST,UUMST, LIUT,VZUT
C FOR THE UNWEIGHTEO MEANS
    USUM=0.
    USUM=0.
    UVGUM=0.
    USUMSQ:=0.
    USUMSQ=0.
    U\US=0.
    U2US=0.
c FOK THE WEIGHTEN MEANS
    UMEN=0.
    UNEN:=0.
    uUQEN:=0.
    USQLEN=O.
    YSQUEN=0.
    VELSUM:=0.
    U2VDEN=0.
    VUGEN=0.
C FOR THE FZNTTE-WETGHTELI MEANS AS LEV] --> O.
    UOENF=0.
    YOENF=O.
    UUNENF:=0.
    USTMNF:O.
    USQNNF:=0.
    VELGMF=0.
    UNVDNF:=0.
    VOUNNF=0.
C FOF THE TTME-WEIGHTEN MEANS EAGEI ON & COUNTS OF ZERO-GRCGSING
    UNENT:=0.
    ULENT:O.
    UDENTE:=0.
    UGENTF=O.
    UUOUNT=0.
    USOLNT:=0.
    vGODNT=0.
    USADTE=O.
    USOOTF=0.
    UELSTU:=0.
C ************************* CONURS.SEL ENDS ****************************
```

C $\quad$ ********************* CONVFS, SE2 BEGINNS ***********************
VELSTV: $=0$.
VELSUV:=0.
GEVANT:O.
Vaunit: $=0$.
IF (NCHANL, ER. 1) $U=0.0$
$00100 I=1, N C$

 U-U/COS (ANGLE)
IF MNCHANL .EG. 2) GO TO 80 GOT0 70
30 ITUMY2: IFH(2,I)
U=SIGNE* (14.96*ISAFLT(TNUMY2)/1000000.-3HTFT(2))*CFCT(2)
UB:TSHIFT(1)*TCFCT(1)

$\operatorname{aru}=(8 \cdot * \operatorname{CrCT}(1)) /(\mathrm{UE}+\mathrm{U})$
$\operatorname{Brv}=(3 . * \operatorname{CFCT}(2)) /($ UOFV)
arf:=(arlj+arv)
30 USUM-USUATH
VSUM $=$ USUM+U
UU=ijwU
リv=:
Uvinuv
UVBMM=UUSUM+UV USUMEA -HGUMSE +UU

 v2uS=v2USt! \%
C FOK WEIGHTED MEANS
VEL=SCRT (UU+UN)
VELF:=UEL
TF (UEL , EQ, O, ) VEL=1, OE 2
TF (VELF , LE . 0.05 ) VEIF: 0.05
UELSUM=VELSUIT $+1.0 /$ VEL
UREN=UDEN+U/VEL
VOEN: $=$ UDEN $+V / V E L$
UVDEN=UUDEN+UU/VEL USCOEN: USODENAUU/UEL VGRUEN=YSGRENPVV/UEL LZUDEN: LZUOEN+UU*U/VEI V2URENEUZUDEN+VU*U/VEL
C $\quad$ *********************** CONURS.SE2 ENOS $* * * * * * * * * * * * * * * * * * * * * * * * ~$


```
C FOR FINITE--NEIGHTEM MENNS
    VIGMF:=UELSMF+1,0/VELF
```



```
    UDENF=UDENF゙TV/UEL.O
    LUMENF:=UUNENF +WV/NELF
    USRINF:=\SNLNF +UU,VELLF
    VSRLNF:USORNF}+VY/VILIF
    USUONF:\\UDNF+UU*USUEIE
    VZUONF:=USUMNF+VW*U,VEL:
B FOR THE TTME-WFTGHTEN MEANS
    UELSTU=VELSTL'CITU
    UELSTV=UELSTL+EITV
    UELGUUZUELSSUVFDTF
    UNENT:UNGENT+UWETU
    GDENT=UGENT+V*ETV
    USGONT:=USGWNT+LUNRITU
```



```
    vGamNT-U%GMNT+VV*LTV
```



```
    WGENTF-LGGNO+LNTY
    UHENTFEUNENGF+METF
    UUDENT-GUOENT +UYWRTF
```



```
    UQGDNT:=V2UTTF゙NU*!*DT*
LOO GONTMNUE
    UMEAN1:=USLMANC
    UMEAND =\SUNINC
    UMSL= (USUMSQ/NC)-USEANLWDMEANL
    VMGL=(VOUMSZANE) --VMEMNL*VYEAN:
    UVHTSL= (UUSLM/NC) - INEANLWVMEMNQL
```



```
    ZUMEAN1
```



```
    &UMEANI
        UNMS=SQFT(ABS(LMSI))
        UTIL:(URHSノUBULN゙)*100.
```



```
C ********************** CONUFS,SE4 BEGINNS ************************
C CALCULATE MEAN VALUEG USING THE NETGHTEI FOFMULA
    LIMEAN:OUDN/UELSUM
    VM侯AN:=UWEN/VELSUM
    JMS:EUSUDEN/U:LSUM-UNEAN*UMEAN
    UMS:=USGOEN/UELSUM-YMEAN*UMEAN
    UVMS=IJUNEN/VELSUM-DMEAN:*UMEAN
```



```
    &-(USGLEN/VELSUM)*UMEAN
```



```
    &-(USOMEN/VELSUM)*UMEAN
    |FMS:=SQFT (ABS (UMS))
    UTI:=\URMS/VEULKK)*100.
C CALCWLIATE MEANS USTNG FTNTTE-WEIGHTING
    UMF:=UUENF,UELSMF
    UMF:=UUENF/UELSMF
    UMSF:#USQDNF/VELS:TF-UINF*UMF
    UMSF=USRLNF/VELSMF-WMOF\UMF
    UUMSF:=UUロENF,VELSMF-UMF*UMF
```



```
    Z-\USQENF/VELSMF)*UMF
```



```
    &-(Y%\NDNF/VELSMF) *UMF
C BALCULATE MEANS USING TIME-WEIGHTING
    IF (VELSSTU ,LE, 1,OE-B) VELSTU:N,OE-B
    IF (UELSTV ,LEE 1, OE-8) VELSTV:=1,OE...3
    IF(VELSUU ,LE, 1,OE\cdotsB) VELSUU=1,OE-8
    UMT:=ULGNT/VELSTU
    WMT:二ULENT/VELSTV
    UMST:=USQLNT/VELISTU-UMTWUMT
    UMST=USGLNT/VELSTV-VMT*UMT
    UVMST: (UUNENT\cdots:MTKURENTF-UMT*URENTF )/UFLSUUYHUMTKUMT
```



```
    &ULENTF)/UELSIUU- (UNTT*UMT*VMT)
    U2HDNT = (VZLDNT -UMT*USQRTF-UNT*UGDENT-UMT*UMT*UDENTF+VMT*UMT*
    &UDENTF')/VELSUU-(UMT*UMT*UMT)
    HETUNN
    END
c ************************ CONURG.SE4 ENDIS ***************************
```

```
C ******************************** AUTHOk: K--S CHEN ******************
C
C THIS ROUTINE COMFUTES ALL THE STANDARDI EFRORS FOF THE STATISTICAH*
c quantites between two Random varthelles with confidenge thterval *
C 95%, NAMELY, ZC=1.76, N IS SAMFLING SIZE.
C
C ********************** SGERDR.FOR GEGINNS **************************
    DATA ZC/1.96/
    SIGMX=SQRT(ABS(UX))
    STGMY:=SGRT(ABS(UY))
    FN:=FLOAT(N)
    SX=ZC*SI(GMX/SQRT(RNN)
    GY=ZC*SIGMY/SART(RN)
    SUX:=ZC*UX*(SRFT(2./FN))
    SUY=ZCKUY*(SakT (2,/RN))
C
    IF(<SIGMX ,EG. O.) .OR. (STGMY ,EQ. O.)) OO TO 10
    CXY:=CUXY/(SIGMX*STGMY)
    IF(CXY .EN, 1,) EO TO 10
    AFG=(1.+CXY)/(1,-CXY)
    IF(ARG .LE, O.) GO TO 10
    Z=0.5*ALOG(AFG)
    IF(RN .LE, 3) GO TO 10
    ZU=Z+ZC*(1./SaRT(RN-3.))
    ZL=Z-ZC*(1,/GQRT(FNN-3,))
    CXYU=(EXP(2,*ZU)-1,)/(EXP(2,*ZU)+1.)
    CXYL=(EXF(2,*ZL)-1,)/(EXF(2,*ZL)+1.)
    SUXYU:=CXYU*(SIGMX*SIGMY)
    SUXYL:CEXYL*(SIGMX*SIGMY)
    RETURN
10 SUXYU=1.0
    SUXYL=1.0
    CXY=1.0
    RETURN
    END
C ******************************** SIIEROFr,FOR ENLIS *******************
```

```
    SUEROUTINE STORE
    ****************************** AUTHOR: K゙-与 CHEN ****************
C
C
c
C
C
    *********************************************************************
    FEAL LF,XYZ(3)
    INTEGER COUNTR
    COMMON /MOUE/LF,XYZ/COMF/NCHANL,COUNTR/RECON/N
    COMMON /ARG/UAFG, VARG,IJMSARG, UMGARG, UVMGAG. UEU.VZU,UARG.L,
    8
    COMMON /ARGF/UMF, VMF,UMSF,VMSF,UVMSF,UZUF,VNUF,LIMT,
    &
                        UMT,UMST, UMST,UUMET,UZUT,VZUT
        COMMON/SERORW/SU.SU,SUL,SUU,SUUU,SUNL,R
        COMMON/GERORU/SUL,SU:,SUUL,SUUL,SUUUX,SUULI,FRL
        COMMON /SERORF/SUF,SUF,GUUF,SUUF,GUUUF,GUNLF,RF
        COMMON/GERORT/SUT,GUT,SUUT,SUUT,GUUUT,SUULT,RT
C
    HF\NCHANL ,EQ, 2) GO TO 150
    N=N+1
    WFTTE(2'N) (XYZ(I),I=1,3): UARG.LMSARG,GIGMAU,STGLMS.
    %
                                    uargl, imsagi,gtgmulystums.
    RETURN
C
15O N=N+1
    WRITE(2'N) (XYZ(I),T=1,3), IARG,VARC,UMGAFG.VMSARG,UVIGSAG.
    & U2V,U2U,SU%SUPSUU,SUU,SUUU.SUUL.FR
    N=N+1
    WFITE(2'N) (XYZ(I),I=1,3), UARG1,VAFGI,UMGAG.1,UMGAG1.UNMSA1,
    & U2U1,V2U1,SU1,GUL,SUU:,SUVI,SUVUL,SUVLI%RL
    N=N+1
    WFITE(2'N) UMF,UMF,UMSF,UMSF,UUMSF,U2UF,USUF,GUF,GUF,GUUF-SUVF,
    &
                        SUUUF,SUULF,RF
    N=N+1
    WRITE(2'N) UMT,WMT,UMST,UMST,UUMST,UZUT,VZUT,SUT,SUT,SUUT,SUQT,
    &
                        SUWUT,SUULT,RT
    RETUF'N
    END
c ******************************* STORE.FOR ENDS *********************:*
```

```
    SUEROUTINE IISFI_S
C ************************** AUTHOR: K゙-S CHEN **********************
C
        INTEGER COUNTR
        COMMON /COMF/NCHANL,COUNTR/FI_AY/N
        COMMON/ARG/UMEAN,VMEAN,UMS,VMS,UVMS,U2V,USU,UMEAN1,VMEAN1,UMSI,
    ZUMSI,UUMSI,U2U1,V2U1
        COMMON /ARGF/UMF,UMF,UMSF,UMSF,UUMSF,UZUF,UZUF,UMT,UMT,UMST,
        &UMST,UVMST,U2UT,VNUT
c
    N=N+1
        IF(NCHANL .EQ. 2) GO TD 130
        TYFE 100, UMEAN,UMS
100 FORMAT(IX,' WM : ', 2(E10.3,2X))
    TYFE 120, UMEAN1,UMSI
120 FOFMAT(1X, UM ( ', 2(E10.3.2X))
    FETUKN
C
130 TYFE 140, N,UMEAN1,UMEANI,UMS1,UMS1,UNMS1
1.40 FORMAT(IX,I2,' UW : 'y S(E10.3,X))
        TYFE 160, N.UMT,UMT,UMST,UMST,UUMST
160 FORMAT(1X,I2,' TW : ',S(E10.3,X))
    TYFE 220, N%UMEAN,VMEAN,UMS:UMS,UUMS
220 FOKMAT(1X,I2,' WM : ',S(E1O.3yX))
        TYFE 24O, N,UMF,UMF,UMSF,UMSF,UUMSF
240 FOFMAT(1X,I2, FWW : ',5(E1O.3%X))
    FETURN
    ENN
C. ************************** ITSFLS,FOR ENDS ***********************
```



```
C ************************ LFFNTR.SE2 EEGINNS *********************
450 CONTINUE
C** IF(ILINR ,EQ. 'X') FRINT 45G
    IF(IDIR ,EQ, 'Z') FFINT 457
    IF(ILIF ,EQ, 'Y') FRINT 4S8
```




```
    &'GU''U'LL')
458 FOFMAT(///,3X,' Y ',2X,'U U 'r`X,' U '3X*
    &'U''**2 ',2X,'U''**2 ', 2X,' U''U', , ミX,' SU ', 3X,
```



```
    &'SU''U''L')
    FRINT 460
```





```
        10% 470 I=1,NDATA
        N=N+1
        REA\Omega(2'N) X(I):Y(I),Z(I), UAFG(I),VARG(I),UMSAFG(I),VMSARG(E)%
```



```
    &%F((I)
        N=N+1
        KEAI(2'N) X(I),Y(I),Z(I), UARGI(I),VARGI(T)yUMGAGI(T)yVMGAGI(T),
```



```
    多UUL_1(I),FII(I)
        N:N+1
```



```
    &SUF(I),SUF(I),SUUF (I),SUUF (I),SUUUF (I),SUVLF(I),FF(I)
        N=N+1
        REALI(2'N) UMT(I),VMT(I),UMST(I),VMST(I),UUMST(I),U2UT(I),V2UT(I)y
    &SUT(I),SUT(I), SUUT(I) y SUUT(I),SUUUT(I),SUULT(I) yRT(I)
470 EONTINUE
C
    10 570 J=1,NDATA
    FRINT 489,X(J),Y(J);Z(J)
489 FORMAT(SX,' X= ',F7.3,' Y=, F7.3,' Z:= ',F7.3)
    FRINT G2O,CC,UAFG1(J),VARG1(J),UMSAG1(J),VMSAGI(J),UUMSAL{J),
    &SU1(J),SU1(J),SUU1(J),SUUI(J),SUVUI(J),SUVLI(J)
        FRINT S30,CC,UMT(N),VMT(J),UMST(J),VMST (J),UUMST(J),GUT(J),
    &SUT (J), SUUT (J),SUVT (J) ,SUUUT (J),GUUL.T (J)
        FFINT SOO,CC,UARG(J), UARG(J),UMSARG(J),UMSARG(J),UUMSAG(J),
    &SU(J)%SU(J),SUU(J),SUU(N),SUVU(J),SUUL(J)
        FRTNT G40,CC,UMF(J),VMF(J),UMSF (J),VMSF(J),UUMSF(J),GUF(J)*
    &SUF (N),SUUF (J),SUUF (J)%SUUUF (J),SUULFF(J)
500 FOFMMT(X,'W:',F7,3,X,11(EN1,3))
520 FORMAT(X,'U:',F7,3,X,11(E11,3))
530 FORMAT(X,'T:',F7,3,X,11(E11,3))
540 FOFMAT(X,'F:',F7.3,X,11(E11,3))
570 CONTINLE
C ************************* LFFNTR.SES ******************************
```

C $* * * * * * * * * * * * * * * * * * *$ LFFNTFR SE3 SEGTNNS $* * * * * * * * * * * * * * * * * * * * * * * * *$ FFINT *, , THE TFIFLE-CORRELATION FOF UW-,TW-:W- \& FW- ARE ;
FRINT *, ',

FRINT *, ,
FRINT * (U2U1 ( $J$ ) y $j=1$ y NMATA)
FRINT ** ,
FRENT *, (UZUT(J) y ل: $=1$ y NLATA)
PFINT *, ,
FFINT *, \{UミUT(J) y $J=1$, NNATA)
FRTNT *,
FRIN'T *, (UZU $(J), J=1$, NDATA $)$
PRINT *, ,
FRINT *,\{V2U(J),J=1,NDATA\}
FRINT *, "
FFFINT * (UNUF $(J), J=1, N N D A T A)$
PRINT ** '
FRINT *, (VIUF (J), J:=1,NDATA)
FFINT **',
FFTNT *, THE CORRELATTON COEFTCIENT ARE: *
FRINT *, (Fi (J) y $J=1$ yNOATA)
PFINT **,
FRINT * (FT ( $J$ ) , J $=1$ yNDATA)
FRLNT *, ,

FRINT *,',
FRINT $* y\langle K F(J), J:=1, N D A T A)$
RETURN
ENI


```
    ,TITle DSAFLT
    - IDENT /2gJANSO/
; FORTRAN-CALLABLE SUBROUTINE TO CONUERT OISA FLOATING
; FoInt to fob-1i fgFmat
;
OSAFLT:; MOU (RS)+, FOO ; FETCH:O OF ARGUMENTS
    MOU E(K5)t, RO
    MOU RO, RI
    SWAB RO
    GIC $177400, RO
    GIC $177760, R1
    TSTE RO
    EMM NORMAL
    FEQ ZERO
NORM:
    ASL KO
    OEC RI
    TSTE RO
    BFL NORM
NORYAL: ADN $210, FI
    GWAE K1
    ROR FII
    BIC $200, RO
    GIS RI, FO
    ER CLRLDW
ZERO;
CLRLOW:
    CLIF RO
    CLR Ki
    FITS PC
    - ENG
```

```
FETCH ARGUMENT
```

FETCH ARGUMENT
FOSTTION EXFONENT
FOSTTION EXFONENT
posirIon mantissa
posirIon mantissa
MELETE: EXFONENT FFGOM RO
MELETE: EXFONENT FFGOM RO
LELETE MANTISSA HRDM N1
LELETE MANTISSA HRDM N1
CHECK FOR NOKM OF zEFO
CHECK FOR NOKM OF zEFO
ERANCH TF NORMALIZEO
ERANCH TF NORMALIZEO
GRANCH IF ZERO
GRANCH IF ZERO
NOFMALIZE
NOFMALIZE
IF NEETIED
IF NEETIED
GEE IF NOFM NOW
GEE IF NOFM NOW
LOOF IF NOT
LOOF IF NOT
gIAS AND SHTFT BTNASY FOTNT
gIAS AND SHTFT BTNASY FOTNT
MOUE EXFONENT TO HTGH EIT
MOUE EXFONENT TO HTGH EIT
FOSITION AT EIT 7
FOSITION AT EIT 7
HTIE EIT
HTIE EIT
FACK EXFGNENT
FACK EXFGNENT
FACKING DONE
FACKING DONE
SFECIAL ZERO STORAGE
SFECIAL ZERO STORAGE
clear low order wordi
clear low order wordi
gIONE

```
gIONE
```


## APPENDIX D

## Internal Wave Analysis

The following is a highly simplified analysis of internal wave propagation on the stably-stratified layer in the top of the cavity. It neglects viscosity and velocity shear and employs the Boussinesq approximation to the effects of variable density. Thus it starts with the identification of a small vertical perturbation velocity, $\tilde{w}$, which is supposed to behave sinusoidally in $x$ - ct. Specifically

$$
\begin{equation*}
\tilde{w}(x, z, t)=\operatorname{Re}\left\{\bar{w}(z) e^{i k(x-c t)}\right\} \tag{D-1}
\end{equation*}
$$

In this appendix, we employ the coordinate system $x$ (horizontal), $z$ (vertically upward), which is usually adopted in the literature on internal waves.

The differential equation governing the complex amplitude $\bar{w}(z)$ is taken from Phillips [1966], (Chapt. 5, Eq. 5.2.9),

$$
\begin{equation*}
\bar{\omega}^{\prime \prime}+k^{2}\left(\frac{N^{2}}{n^{2}}-1\right) \bar{\omega}=0 \tag{D-2}
\end{equation*}
$$

where $k=2 \pi / \lambda$ is the horizontal wave number for a wave of length $\lambda ; n \equiv k c$ where $c$ is the horizontal phase speed; and

$$
\begin{equation*}
N^{2}=-\frac{g}{\rho_{m}} \frac{\phi_{0}}{d z} \tag{D-3}
\end{equation*}
$$

is the square of the Brunt-Vaisala frequency, which characterizes the stable density stratification. $\rho_{o}(z)$ is the density profile of the unperturbed fluid; $\rho_{m}$ is a constant mean value of $\rho_{0}$.

We shall imagine a density profile

for which $N^{2}=\alpha \mathrm{g} / \rho_{\mathrm{m}}=\frac{\Delta \rho_{\mathrm{o}}}{\rho_{\mathrm{m}}} \frac{g}{h}$ in $0 \leqslant z \leqslant h$ and $N^{2}=0$ in $z \leqslant 0$.
For the cavity flow, we estimate $h \approx 0.3 \mathrm{~b} \approx 0.03 \mathrm{~m}$;
$\Delta \rho_{0} / \rho_{m} \approx \Delta T / T_{\infty} \approx 1.2$. This gives

$$
N \approx 20 \mathrm{rad} / \mathrm{sec} \text { and } f=\frac{N}{2 \pi} \approx 3 \mathrm{~Hz} \text {. }
$$

Internal waves correspond to oscillatory solutions of (D-2) and hence will have circular frequencies $n \leqslant N$.

The boundary conditions on $\bar{w}$ are those appropriate to a free oscillation:

$$
\bar{w}=0 \quad \text { at } \quad z=h ; \quad \bar{w} \rightarrow 0 \quad \text { as } \quad z+-\infty .
$$

The solution that satisifes the boundary condition will have the form

$$
\bar{w}=A \sin \alpha(z-h) \text { in } 0 \leqslant z \leqslant h
$$

and

$$
\bar{w}=B e^{k z} \quad \text { in } z \leqslant 0 .
$$

Here $\alpha=k\left(\frac{N^{2}}{n^{2}}-1\right)^{1 / 2}$.

We impose continuity of $w$, and of $u$, at $z=0$. This translates into continuity of $\bar{\omega}$ and $\bar{\omega}^{\prime}$. So
$-A \sin \alpha h=B$,
and
$A \alpha \cos \alpha h=k B$.

Together these determine the dispersion relationship

$$
\begin{equation*}
\tan \alpha h=-\left(\frac{N^{2}}{n^{2}}-1\right)^{1 / 2} \tag{D-4}
\end{equation*}
$$

Since we have implied that $\alpha>0$, we evaluate the root

$$
\alpha h=\pi-\tan ^{-1}\left(\frac{N^{2}}{n^{2}}-1\right)^{1 / 2}
$$

or

$$
\begin{equation*}
k h=\left(\frac{N^{2}}{n^{2}}-1\right)^{-1 / 2}\left(\pi-\tan ^{-1}\left(\frac{N^{2}}{n^{2}}-1\right)^{1 / 2}\right) \tag{D-5}
\end{equation*}
$$

We want to use (D-5) to find the frequencies, $n_{i}$, for those modes that have antinodes at $x=0$ and $x=a$ (our cavity depth). These have

$$
\begin{equation*}
k_{i}=\pi i / a \quad \text { or } \quad k_{i} h=\pi i \quad \frac{h}{a} . \tag{D-6}
\end{equation*}
$$

For the shallow cavity $a / b=0.5$, we have $h / a \approx 0.6$, so

$$
k_{i} h \approx 1.88,3.76, \text { etc. }
$$

The corresponding frequencies are

$$
n / N=0.639,0.828,0.902, \text { etc. }
$$

For $N / 2 \pi \approx 3 \mathrm{~Hz}$, we find that $n / 2 \pi$ lies between 1.9 and 3 Hz . Thus, these crude estimates lie close to the observed frequencies.

The horizontal propagation speeds that correspond to these values of $k$ and $n$ are
$c=n / k=0.20,0.13$, etc. $(\mathrm{m} / \mathrm{s})$.

The fact that these values lie within the range of our observed values of $V$ implies that we should not have neglected velocity shear in the above analysis, and that a better analysis would have to account for the existence of a critical layer, where $V=c$, for the outward running waves. Shear would be relatively unimportant for the inward-running waves.

Even a linearized analysis of the effect of shear is too complicated (see Booker and Bretherton [1967]) to justify its presentation here.
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