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ABS1 H A C 1  

This  r e p o r t  descr ibes t h e  c o n t r o l  system f o r  t h e  10 MWe So la r  
lhern ia l  Cent ra l  Receiver P i l o t  P lan t  loca ted  near Barstow, Ca. l h e  
p l a n t ,  c a l l e d  So la r  One, i s  a coopera t ive  a c t i v i t y  between t h e  
Department o f  Energy and t h e  Associates:  
t h e  Los Angeles Dept. of Water and Power and t h e  C a l i f o r n i a  Energy 
Cormission. This  r e p o r t  prov ides an overview o f  t h e  p l a n t  c o n t r o l  
system i n c l u d i n g  t h e  r a t i o n a l e  f o r  t h e  des ign approach and t h e  
c o n f i g u r a t i o n  which r e s u l t e d  i n  response t o  program requirements.  

Southern C a l i f o r n i a  Edison, 





SOLAR THERMAL TECHNOLOGY 
FOREWORD 

The research and development descr ibed i n  t h i s  document was conducted 
w i t h i n  t h e  U.S. Department o f  Energy's (DOE) Solar  Thermal Technology 
Program. The goal  o f  t h e  So lar  Thermal Technology Program i s  t o  advance 
t h e  engineer ing and s c i e n t i f i c  understanding o f  s o l a r  thermal technology, 
and t o  e s t a b l i s h  t h e  technology base f rom which p r i v a t e  i n d u s t r y  can 
develop s o l a r  thermal power p roduc t ion  op t ions  f o r  i n t r o d u c t i o n  i n t o  t h e  
compet i t i ve  energy market. 

So la r  thermal technology concentrates s o l a r  r a d i a t i o n  by means o f  
t r a c k i n g  m i r r o r s  o r  lenses on to  a r e c e i v e r  where t h e  s o l a r  energy i s  
absorbed as heat  and converted i n t o  e l e c t r i c i t y  o r  incorpora ted  i n t o  
products as process heat.  
c e n t r a l  rece ive rs  and d i s t r i b u t e d  rece ivers ,  employ var ious  p o i n t  and 
l i n e - f o c u s  o p t i c s  t o  concentrate s u n l i g h t .  Current  c e n t r a l  r e c e i v e r  
systems use f i e l d s  o f  h e l i o s t a t s  ( two-ax is  t r a c k i n g  m i r r o r s )  t o  focus 
the  sun 's  r a d i a n t  energy onto a s i n g l e  tower-mounted rece ive r .  
Parabol ic  dishes up t o  1 7  meters i n  diameter t r a c k  t h e  sun i n  two axes  
and use m i r r o r s  o r  Fresnel  lenses t o  focus r a d i a n t  energy on to  a 
rece ive r .  Troughs and bowls a re  l i ne - focus  t r a c k i n g  r e f l e c t o r s  t h a t  
concentrate s u n l i g h t  onto r e c e i v e r  tubes a long t h e i r  f o c a l  l i n e s .  
Concentrat ing c o l l e c t o r  modules can be used a lone o r  i n  a mult i -module 
system. The concentrated r a d i a n t  energy absorbed by t h e  s o l a r  thermal 
r e c e i v e r  i s  t ranspor ted  t o  t h e  conversion process by a c i r c u l a t i n g  working 
f l u i d .  Receiver temperatures range from l O O O C  i n  low-temperature 
t roughs t o  over 150OoC i n  d i s h  and c e n t r a l  r e c e i v e r  systems. 

The two pr imary s o l a r  thermal technologies,  

The So la r  Thermal Technology Program i s  d i r e c t i n g  e f f o r t s  t o  advance 
and improve promis ing system concepts through t h e  research and development 
o f  s o l a r  thermal ma te r ia l s ,  components, and subsystems, and t h e  t e s t i n g  
and performance eva lua t i on  o f  subsystems and systems. These e f f o r t s  a r e  
c a r r i e d  o u t  through t h e  t e c h n i c a l  d i r e c t i o n  o f  DOE and i t s  network o f  
n a t i o n a l  l a b o r a t o r i e s  who work w i t h  p r i v a t e  i n d u s t r y .  Together they  have 
es tab l i shed a comprehensive, goal  d i r e c t e d  program t o  improve performance 
and prov ide  t e c h n i c a l l y  proven op t ions  f o r  eventual  i n c o r p o r a t i o n  i n t o  t h e  
n a t i o n ' s  energy supply. 

To be successfu l  i n  c o n t r i b u t i n g  t o  an adequate n a t i o n a l  energy 
supply a t  reasonable cos t ,  s o l a r  thermal energy must even tua l l y  be 
economical ly compet i t i ve  w i th  a v a r i e t y  o f  o t h e r  energy sources. 
Components and system-level  performance t a r g e t s  have been developed as 
q u a n t i t a t i v e  program goals.  The performance t a r g e t s  a re  used i n  p lann ing  
research and development a c t i v i t i e s ,  measuring progress,  assessing 
a l t e r n a t i v e  technology opt ions,  and making op t ima l  component 
developments. These t a r g e t s  w i l l  be pursued v igo rous l y  t o  i n s u r e  a 
successfu l  program. 

This  r e p o r t  descr ibes t h e  c o n t r o l  system f o r  t h e  10 MWe So la r  Thermal 
Cent ra l  Receiver P i l o t  P lan t  (So la r  One). Th is  i s  p a r t  o f  t h e  con t inu ing  
eva lua t i on  of  t h e  p i l o t  p l a n t  f o r  t h e  So la r  Thermal Technology Program. 
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Section 1 

INTRODUCTION 

Thi d ument describes the control system fo the 10 MWE Solar Thermal 

Central Receiver Pilot Plant, Solar One, located near Barstow, California. It 

provides an overview of the plant control system used at Solar One including 

the rationale for the design approach taken and the configuration that 

resulted in response to program design requirements. 

A description of the control system topology Is given in Section 2. This 

section includes a summary of the plant control system requirements', the 

design and development approach taken and the overall architecture of the 

control/monitor system chosen for the plant. 

and pictorial description of the subsystem hardware utilized in the 

control/monitor/evaluation functions Including the CS, SDPC, HAC, ILS, OCS, 

DAS, and the plant trip logic. The software employed for the CS, SDPS, OCS, 

ILS and DAS systems are described in Section 4 including functional 

descriptions of the interfaces of each. 

automating the plant on the subsystem and plant levels including the design 

approach taken and the functions automated. 

plant operation for a typlcal operating day. The Man-Machine Interface 

functions of monitor, display, and control are described in Section 6 for both 

subsystem control utilizing the SDPC and for plant control through OCS. 

Descriptions of the keyboards, printers, light pens, dedicated pushbuttons and 

special function keys are included. Finally, Section 7 provides an overview 

of the testing and verification effort for the control system beginning with 

Section 3 includes a functional 

Section 5 discusses the goals of 

It also includes a description of 

1 



the startup cold flow tests of the receiver and ending with the plant 

automation testing. A descrlptlon of the steam generatlon controls tests for 

the receiver and thermal storage subsystem and the manual control plant 

testing are also included. 

A reference list of control system documentation has also been provided 

for use in obtaining more detalled Information regarding requirements, 

hardware and software configurations, operating instructions, test results, 

etc. 

2 



Sect ion 2 

CONTROL SYSTEM TOPOLOGY 

There were many system design considerat ions Inc luded i n  t h e  SOLAR I 

program ob jec t i ves  which a f f e c t e d  t h e  p l a n t  c o n t r o l  system design. Among 

these were (1) p rov ide  s u f f i c i e n t  c o n t r o l  f l e x i b i l i t y  t o  determine the  most 

f e a s i b l e  and economic method o f  ope ra t i ng  a commercial p l a n t ,  (2)  gather 

s u f f i c i e n t  data t o  assess p i l o t  p l a n t  performance along w i th  i t s  a p p l i c a t i o n  

t o  a commercial p l a n t  and (3 )  i n c l u d e  p o s s i b i l i t y  o f  r e t r o f i t  a p p l i c a t i o n s  i n  

the  design. 

system requirements and design and development approaches were generated. 

Using these ob jec t i ves  as guidance, t he  f o l l o w i n g  p l a n t  c o n t r o l  

2.1 PLANT CONTROL REQUIREMENTS 

The Solar  I p l a n t  c o n t r o l  requirements may be s ta ted  as fo l l ows :  

A. Provide f o r  s i n g l e  operator  c o n t r o l  w i th  p a r t  t ime ass is tance us ing  a 

s i n g l e  console. 

8. Provide a c o n t r o l  system which i s  adaptable t o  change. 

C. Separate c o n t r o l  f unc t i ons  f rom eva lua t i on  func t i ons .  

D .  Provide th ree  methods o f  c o n t r o l l i n g :  

1. System (RS, TSS, EPGS) - Manual 

2. System-Automatic 

3.  Master Contro l  System (MCS) - Automatic 

E. Provide a separate Data A c q u i s i t i o n  System (DAS) wi,,, a flex1,le and 

programmable data eva lua t i on  feature.  

Provide a separate I n t e r l o c k  Logic System (ILS) us ing a programmable 

c o n t r o l l e r  (PC) .  

F .  
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G. The s a f e t y  and t r i p  func t i ons  should be accomplished independent o f  

p l a n t  c o n t r o l .  

H. l h e  c o n t r o l  system should be capable o f  implementing one f u l l y  

automatic “CLEAR DAY” scenar io  (exc lud ing  t u r b i n e  s t a r t u p  and 

synch ron iza t i on ) .  

I. Minimize s i n g l e  p o i n t  f a i l u r e s  where c o s t  e f f e c t i v e .  

2.2 DESIGN APPROACH 

l h e  So la r  I p l a n t  implementation and opera t i on  i s  unique i n  t h e  power 

generat ion i n d u s t r y .  

(F igu re  2 - 1 ) .  Some days i t  i s  subjected t o  non-normal c y c l i c ,  l a r g e  dynamic 

d is turbance due t o  clouds and wind. I n  a d d i t i o n  i t  must be s t a r t e d  and shut 

down every day, which i s  very unusual f o r  a power p l a n t .  l h u s ,  a c o n t r o l  

system was needed which could handle a l l  these cond i t i ons  and s t i l l  r e q u i r e  

minimum operator  i n t e r a c t i o n .  

It was a f i r s t  o f  a k i n d  p l a n t  w i t h  9 modes o f  ope ra t i on  

l h e  major c o n t r o l s  a n a l y s i s  e f f o r t  was concentrated on t h e  c o n t r o l  loops 

which were requ i red  t o  support  i n i t i a l  p l a n t  s t a r t u p  and t u r b i n e  r o l l .  The 

c o n t r o l  loops, o f  which t h e r e  were approximately 70, were assigned c o n t r o l s  

analyses p r i o r i t i e s  ranging from 1 t o  3. Contro l  loops assigned p r i o r i t y  (1)  

were those loops which requ i red  f a s t  response, l a r g e  turndown r a t i o s ,  had 

several  feedback loops, had s i g n i f i c a n t  subsystem process i n t e r a c t i o n  o r  

non - l i nea r  performance c h a r a c t e r i s t i c s .  

steam o r  h i g h  temperature o i l  loops. 

those which were c r i t i c a l  f o r  s t a r t u p  o r  shutdown; u s u a l l y  lower 

pressure/temperature o i l  o r  steam. P r i o r i t y  ( 3 )  c o n t r o l  loops were s i n g l e  

These g e n e r a l l y  w e r e  h i g h  pressure 

The loops assigned p r i o r i t y  ( 2 )  were 
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1 

cs * RS ' * 

STORAGE BOOSTED (SS) 

EPGS 

MODE 5: 
CHARGING ONLY (CO) 

1 

MODE 7: 
DUAL FLOW (DFI 

MODE 2: 
BASIC NORMAL AND 
CHARGING IBN&C) 

MODE 4: 
IN-LINE FLOW (I LF) 

MODE 6: 
STORAGE 
DISCHARGING (SD) 

MODE 8: 
INACTIVE (1) 

Mode 9: 
Steam Dump 

Mode 1 Turbine D i r e c t :  

Mode 2 Turbine D i r e c t  and 
Cha rg i n 9 : 

Mode 3 Storage Boos'ted: 

Mode 4 I n - l i n e  Flow: 

Mode 5 Storage Charging: 
Mode 6 Storage Discharging: 

Mode 7 Charging and Storage 

Mode 8 Inac t i ve :  
Mode 9 Steam Dump: 

Boosted : 

Receiver-generated steam d i r e c t l y  powers the 
tu rb ine .  
Recei ver-generated steam powers the  t u r b i n e  
and charges storage. 
Steam f r o m  the rece ive r  and s torage powers the 
tu rb ine .  
Receiver steam charges storage, wh i l e  storage 
steam i s  s imul taneously  discharged powering 
the turb ine.  
Receiver steam charges the  storaqe system. 
Steam generated by the  storage system i s  
used t o  power the  tu rb ine .  
A combination o f  Modes 2 and 3 (probably only 
achieved du r ing  t r a n s i t i o n s ) .  
Major systems are s tand ing  by f o r  operat ion.  
Receiver steam rou ted  d i r e c t l y  t o  the  Condenser 
(used f o r  s ta r tuo ,  shutdown; and t r i o s ) ,  

Fiqure 2-1 Steady S t a t e  Operatinq Modes 
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feedback, s imple loops which were n o t  performance c r i t i c a l ;  u s u a l l y  

c o n t r o l l i n g  water  l e v e l  and/or a u x i l i a r y  se rv i ces  (steam, meter ing pumps, 

e t c . ) .  The c o n t r o l s  a n a l y s i s  e f f o r t  f o r  t h e  h ighes t  p r i o r i t y  loops ( 1 )  

i nc luded  l i n e a r  s t a b i l i t y  a n a l y s i s  a t  c r i t i c a l  design cond i t i ons ,  t r a n s i e n t  

a n a l y s i s  us ing d i g i t a l  s imu la t i ons  f o r  responses t o  f o r c i n g  f u n c t i o n s  

( s e t p o i n t s  and d is turbances) ,  and an e v a l u a t i o n  o f  subsystem coup l i ng  and 

t r a n s i t i o n  responses us ing  MDAC's OLSF f a c i l i t i e s  h y b r i d  s i m u l a t i o n  o f  t h e  

p l a n t .  P r i o r i t y  2 loops were designed w i t h  l i t t l e  o r  no l i n e a r  s t a b i l i t y  

ana lys i s .  The loop gains were es tab l i shed  by minimum t r a n s i e n t  a n a l y s i s  us ing  

d i g i t a l  s i m u l a t i o n  techniques. P r i o r i t y  3 loops were n o t  s imulated and no 

l i n e a r  a n a l y s i s  conducted. The loops gains f o r  these simple c o n t r o l l e r s  were 

es tab l i shed  a t  t h e  s i t e  us ing  " f i e l d  t u n i n g "  techniques. 

Figures 2-2 through 2-5 l i s t  t h e  c o n t r o l  loops (and p r i o r i t i e s )  f o r  t h e  

Receiver (RS), TSS Charging, TSS E x t r a c t i o n  and EPGS and Balance o f  P l a n t  

(BOP). The c r i t i c a l  c o n t r o l  loops ( p r i o r i t y  1) f o r  t h e  RS i nc luded  t h e  

Receiver O u t l e t  Temperature C o n t r o l l e r s  f o r  t h e  18 b o i l e r  panels, t h e  Steam 

Dump System pressure c o n t r o l l e r ,  and t h e  feedwater pump c o n t r o l l e r s .  

TSS Charge System, c r i t i c a l  c o n t r o l l e r s  i nc luded  t h e  TSS main i n l e t  va l ve  

c o n t r o l l e r ,  t h e  Desuperheater O u t l e t  temperature c o n t r o l l e r ,  t h e  charg ing 

For t h e  

Steam pressure c o n t r o l l e r s ,  t h e  charg ing o i l  temperature c o n t r o l l e r s ,  and t h e  

charg ing o i l  pump speed c o n t r o l l e r s .  

h i g h e s t  p r i o r i t y  c o n t r o l  loops were t h e  e x t r a c t i o n  steam f l o w  c o n t r o l l e r s ,  t h e  

e x t r a c t i o n  steam temperature c o n t r o l l e r s ,  t h e  b o i l e r  water  l e v e l  c o n t r o l l e r s  

and t h e  e x t r a c t i o n  o i l  pump c o n t r o l l e r s .  For  t h e  EPGS and BOP t h e r e  were no 

c o n t r o l l e r s  t h a t  were considered t o  be o f  t h e  h ighes t  p r i o r i t y .  

BOP c o n t r o l l e r s  were a l l  f i e l d  tuned e i t h e r  by SCE o r  MDAC engineers. 

For t h e  TSS e x t r a c t i o n  system, t h e  

The EPGS and 



Figure 2-2 
RECEIVER CONTROL LOOPS 

Analysis Controller 
System/Control& Pr ior i ty  Tag Number( sr - Control Function 

1 .  Receiver Steam Outlet ( 1  1 TC2301,2,3 Controls Steam Temperature a t  Outlet  
lemperature Control l e r s  t o  o f  Each o f  18 Receiver Boiler Panels 

TC2801,2,3 by Controlling I n l e t  Flow a t  Each 
Boiler Panel 

2.  Flash lank Discharge Routing 
and Control System 

a .  Receiver Flash Tank ( 2 )  
Pressure Controller 

b.  Flash lank Steam Drain ( 2 )  
t o  Deaera t o r  Pressure 
Controller 

c .  Flash Tank Steam Drain t o  (2)  
Condenser Desuperheater 
Pressure Controller 

d .  Flash Tank Steam Desuper- (3)  
heater Atomizing Steam 
Va 1 ve 

e .  Flash lank Condensate ( 2 )  
Drain t o  High Pressure 
Heater No. 2 Level 
Controller 

f .  Flash Tank Condensate ( 3 )  
Drain t o  Condenser 
Level Controller 

PC2906 

PC647B 

PC 1 000 

Va 1 ve 
FV1007 

LC74A 

LC74C 

Controls Receiver Outlet  Pressure 
Dur ing  Startup-Shutdown o r  Any Time 
Dry Steam Not Produced by Receiver - 
Limited t o  500 psia Operating 
Pressure 

Controls Flash Tank Pressure by 
Venting Steam From Flash lank t o  
the  Deaerator and Condenser 

Vents Steam From Flash Tank t o  
Control Deaerator Pressure 

Vents Excess Steam Not Used By 
Deaerator t o  Condenser From Flash - 
Tank 

Open/Closed by ILS t o  Provide High 
Temperature Atomizing Flow t o  Mix 
Steam and Condensate i n  
Desuperhea t e r  

Proportionately Controls Condensate 
flow t o  High Pressure Heater No. 2 
by Controlling Flash Tank L i q u i d  t o  
Low Level Set Point - Pressure Over- 
ride Limits High  Pressure Heater 
No. 2 Pressure t o  115-125 psia 

Diverts Condensate t o  Condenser 
When Flow Decreases t o  High Pressure 
Heater No. 2 Because o f  Pressure 
L i m i t .  Proportionally Controls 
Flash Tank Level t o  High  Level Set  
Point 
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Figure  2-2 (Continued) 
RECEIVER CONTROL LOOPS 

Ana lys is  C o n t r o l l e r  
System/Control ler  - P r i o r i t y  Ia,g Number( s )  Cont ro l  Funct ion 

3. Steam Dump System 

a .  Steam Dump L ine  Pressure (1) PC1001 
C o n t r o l l e r  

b. Steam Dump L ine  Desuper- (3)  TCHlOO2 
heater  Temperature 
C o n t r o l l e r  

c. Steam Dump L ine  Desuper- (3)  Valve 
heater  Atomizing Steam FV1006 
Va 1 ve 

4. Feedwater Pump Speed (1 1 PC1105 
C o n t r o l l e r  

5. Downcomer Steam I n l e t  ( 3 )  UCH2905 
P o s i t i o n  C o n t r o l l e r  

6. RS Bypass Valve ( 3 )  HC2002 

Bypasses Flow Around Turbine t o  
Condenser Dur ing Receiver S ta r tup /  
Shutdown, Turb ine T r i p ,  TSS l r i p ,  
o r  RS Stand-Alone Operat ion 

Cont ro ls  Receiver Back Pressure i n  
Bypass Mode and Reduces Steam 
Pressure t o  Condenser t o  
Acceptable Levels 

Cont ro ls  Temperature o f  Flow Out 
o f  Desuperheater t o  Condenser a t  
20 degrees Above Sa tu ra t i on  
Temperature Using Spray Water 
From Condensate Hotwe l l  Pump 

Open/Closed by ILS t o  Provide High 
Temperature Atomizing Flow t o  Mix 
Steam and Condensate i n  Desuper- 
heater  

Cont ro ls  t h e  Feedwater Pump Speed 
t o  Ma in ta in  a D i f f e r e n t i a l  Pressure 
Across t h e  Receiver Temperature 
Cont ro l  Valves Such That t h e  
Maximum Commanded Valve P o s i t i o n  
i s  75% Open 

Cont ro ls  Steam Flow From RS t o  
Downcomer Dur ing T r a n s i t i o n  Modes 

By Operator Commands, Cont ro ls  
Bypass Valve a t  Receiver I n l e t  
i n  Manual Mode Dur ing Condensate 
Cleanup Operat ions and Dur ing 
I n i t i a l  Condensate Flow Through 
Receiver a t  S ta r tup  



Figure 2-3 
THERMAL STORAGE CHARGING CONTROL LOOPS 

- System/Controller 

1.  1SS Main Inlet 

2. Desuperheater Outlet 
7 empe ra t ure 

3. Charging Steam Pressure 

4. Flash lank Pressure 

5. Deaerator Pressure (TSS 
Flash lank Steam) 

6. Flash Tank Level 

Analysis Controller 
.-. Priority Lag Number( s ) Con t ro 1 F u j ~ t  !-on_ 

(1) UC3102 

(1 1 TC3105 

(1 1 PC3110, 
PC311 1 

(2 )  PC647C 

(2) PC640 

7. Flash lank Level - High (2 )  

8. Charging Fluid Temperature (1) 

9. Charging Fluid Pump (1 1 

LC74B 

I-CM74D 

lC3411, 
TC3410 

PCM3413, 
PCM3414 

Controls Turbine Inlet Pressure, 1SS 
Steam Flow Rate, or lurbine Load by 
Controlling TSS Main Inlet Flow 

Reduces Steam Temperature to Condenser 
by Controlling Additional Condensate - 
Steam Mixture 

Controls Charging Steam Pressure by 
Controlling Condensate Flow to the 
TSS Flash lank 

Controls TSS Flash lank Steam 
Pressure by Venting Flash lank 
Steam Flow to the Deaerator 

Vents Excess TSS Flash Tank Steam to . 
the Condenser to Control the TSS 
Flash Tank High Pressure. (Has 
Condenser Pressure Override) 

Control No. 2 High Pressure Heater 
Pressure by Dumping Condensate from 
the 7SS Flash Tank (Has Flash Tank Low 
Level Override) 

Diverts Excess TSS Flash lank 
Condensate to Condenser to not Exceed 
a High Level 

Controls Charging Oil Temperature by 
Controlling Oil Flow Circulation 

Controls the Charging Fluid Pump 
Speed to Maintain a Differential 
Pressure Across the Charging Fluid 
Temperature Control Valve Such lhat 
the Maximum Commanded Valve Position 
Is 70% Open 
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F igu re  2-4 
THERMAL STORAGE EXTRACTION CONTROL LOOPS 

- System/Control ler  

1. E x t r a c t i o n  Steam Flow 

2. E x t r a c t i o n  Steam Temperature (1) 

Analys is  C o n t r o l l e r  
P r i o r i t y  Tag Number( s 1 Cont ro l  Funct ion 

(1 1 PC3702, Contro ls  E x t r a c t i o n  Steam Flow, 
FC3702, Pressure, o r  Turb ine Load by 
11133702, C o n t r o l l i n g  Corresponding E x t r a c t i o n  
PC3802, O i l  Flow C i r c u l a t i o n  
FC3802 
JC3802 

3. B o i l e r  Water Level 

4. E x t r a c t i o n  O i l  Pumps 

5. A u x i l i a r y  E x t r a c t i o n  O i l  ( 3 )  
Flow 

TC3710, Con t ro l s  Steam Temperature a t  TSS 
TC3810 O u t l e t  by C o n t r o l l i n g  Superheater 

Bypass O i l  Flow 

LC3505, Mainta ins B o i l e r  Water Level W i t h i n  
LC3605 S p e c i f i e d  L i m i t s  

PC3903, Con t ro l s  E x t r a c t i o n  O i l  Pump Speed 
PC3904 t o  Ma in ta in  a D i f f e r e n t i a l  Pressure 

Across t h e  E x t r a c t i o n  O i l  Flow and 
Temperature Con t ro l  Valves Such 
That t h e  Largest  o f  t h e  Two Command 
Valve P o s i t i o n s  i s  80% Open 

PC3910 Contro ls  A u x i l i a r y  E x t r a c t i o n  O i l  
Flow Through B o i l e r s  t o  Provide 
A u x i l i a r y  Blanket  Steam (Pressure 
and Temperature Set by E x t r a c t i o n  
Steam Flow and Temperature 

C o n t r o l l e r s )  

9 
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Figure 2-5 
EPGS AND BOP CONTROL LOOPS 

System/Control ler  

1. Turbine I n l e t  Valve 

2. Admission I n l e t  

3. Hotwel l  Low Level 

4 .  Hotwel l  High Level 

Analys is  C o n t r o l l e r  
-- P r i o r i t y  TagNumber(s1 

(2) PCM926 

(2) PCM937 

( 3 )  LCMl46A 

( 3 )  LC146B 

5. Condensate Hotwel l  Pump 
Reci r c u l a t o r  

6. F i r s t  P o i n t  Heater Level ( 3 )  

7 .  Second Po in t  Heater 

a .  Level 

b. High Level 

( 3 )  FC118 

( 3 )  

( 3 )  

IC8 

LC24A 

LCM24B 

---- Contro l  Funct ion 

Contro ls  Main I n l e t  Pressure Se tpo in t  
From SDPC i f  t h e  GE Console COMPUlkH 
ENABLE Switch i s  Ac t i ve  

Contro l  s Admi ss i on Pressure Setpoi  n t  
From SDPC i f  t h e  GE Console COMPUlkR 
ENABLE Switch i s  A c t i v e  

Contro ls  Condenser Hotwel l  Low Level 
by C o n t r o l l i n g  Condensate Flow From 
Condensate Storage Tank 

Contro ls  Condenser Hotwel 
by C o n t r o l l i n g  Condensate 
t o  Storage From t h e  Hotwe 

High Level  
Return Flow 
1 

Assures Adequate Flow Through the  
Condensate Hotwel l  Pump by Recircu- 
l a t i o n  Back t o  t h e  Hotwel l  

Contro ls  Level i n  F i r s t  Po in t  Heater 
by Dra in ing  Excess F l u i d  t o  Second 
P o i n t  Heater With Overr ide on High 
Level t o  Close F i r s t  P o i n t  E x t r a c t i o n  
Valve NV625 

Contro ls  Level i n  Second Po in t  Heater 
by Dra in ing  Excess F l u i d  t o  
Deaerator. Ha5 DA Overpressure, 
Overr i de 

Contro ls  High Level i n  Second P o i n t  
Heater by Dra in ing  Excess t o  Condenser 

10 



F igu re  2-5 (Continued) 
EPGS AND BOP CONTROL LOOPS 

System/Control ler  

8. Deaerator 

a. Level 

b.  High Level 

9. Four th P o i n t  Heater 

10. Hydrazine Pump 

11. Ammonia Pump 

12.  Cool ing Tower Basin 
Water Leve 1 

13. Auxi 1 i a r y  Steam Con t ro l  

Analys is  C o n t r o l l e r  
P r i o r i t y  Tae Numberts) 

(3)  LC83B 

(3)  

a. Main Steam Pressure (3 )  

b. Admission Steam Pressure (3 )  

c .  Desuperheater (3 )  
Tempera t u  r e  

LC83A 

LC104 

AC725 

CC726 

LC210 

PC 1 003 

PCMlOO5 

TC 1004 

Con t ro l  Funct ion 

Contro ls  High Level i n  Deaerator 
Regulat ing Proper Flow o f  Condensate 
From Deminera l izer  P r o p o r t i o n a l  t o  
Flow Out o f  DA (RS and TS Feedwater 
Pumps) and Flow Out o f  Hotwel l  Pumps 
as Wel l  as Level  i n  DA 

Con t ro l s  Level  i n  T h i r d  P o i n t  Heater 
by Dra in ing  Excess t o  Condenser When 
Level Goes t o  60 inches 

Contro ls  Four th P o i n t  Heater Level  by 
D r a i n i n g  Excess Water t o  Condenser 

Con t ro l s  Speed o f  Hydrazine Meter ing . 
Pump 

Contro ls  Speed o f  Ammonia Meter ing 
Pump 

Provides Adequate Water Level i n  
Cool ing Tower Basin 

Mainta ins Receiver Steam Pressure 
t o  Provide 75 p s i a  Steam a t  t h e  
Desuperheater O u t l e t  

Mainta ins E x t r a c t i o n  Steam Pressure 
t o  Provide 65 p s i a  Steam a t  t h e  
Desuperheater O u t l e t  

Mainta ins Desuperheater Steam O u t l e t  
Temperature a t  350 deg F When 
Prov id ing  A u x i l i a r y  Steam From t h e  
Main o r  Admission L ines 



F igu re  2-5 (Continued) 
EPGS AND BOP CONTROL LOOPS 

Analys is  C o n t r o l l e r  
- P r -  I_ag Number(s) 

( 3 )  LC7 1 

- Sy s t em/ Lo n t ro 1 1 e r Contro l  F u n c t i s  

d .  B o i l e r  Level f o r  
Auxi 1 i a r y  Steam 

Operates A u x i l i a r y  Boi ler/TSS 
Feedwater Pump t o  Ma in ta in  B o i l e r  
Water Level i n  t h e  Appropr ia te 
Boi 1 e r  

e. A u x i l i a r y  Steam t o  
Deae r a  t or 

( 3 )  PCb47A 
NPSH647A 

Mainta ins Steam Pressure i n  t h e  
DA o r  NPSH f o r  t h e  Feedwater Pumps 
by Using A u x i l i a r y  Steam. This  Use 
i s  t h e  Main Requirement f o r  A u x i l i a r y  
Steam. 

1 2  



The design approach taken for the highest priority controllers is 

flowcharted in Figure 2-6. A combination of testing, linear analysis, and 

simulation was required to arrive at the final control system design. Open 

loop tests conducted at the Central Receiver Test Facility (CRTF) at 

Albuquerque, New Mexico o f  a boiler panel similar to the Solar One Receiver 

model was also validated with the Time and Frequency (TAF) Doma 

Program which accepts non-linear model equations and performs a 

linearization about a nominal operating condition. Simplified 

panel was used to partially validate the dynamic model of the panel. The 

n Analysis 

numerical 

inear mode 

were developed using this approach for use in linear stability analyses 

programs to establish initial control loop gains and compensation. Higher 

S 

order dynamic models were employed in the non-linear time domain digital and 

hybrid simulations. 

actual hardware for the Beckman digital control unit (MVCU) was used to 

evaluate the final control gains, algorithms and digital logic for the 

critical control loops for both the Receiver and TSS. 

The hybrid simulation of the plant which included the 

2.3 CONTROL SYSTEM ARCHITECTURE 

Figure 2-7 shows the overall architecture of the control/monitor system 

for the plant. It includes a Subsystem Distributed Process Control (SDPC) for 

control, a Data Acquisition System (DAS) computer to archive data and an 

Operational Control System (OCS) computer for master control. Also shown are 

the Heliostat Array Controller (HAC) computers and the Beam Characterization 

System (BCS) computer. 
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The SDPC provides t h e  pr imary c o n t r o l s  f o r  a l l  systems o f  t h e  p l a n t .  

F igure 2 - 8  shows p i c t o r i a l l y  t h e  bas ic  a r c h i t e c t u r e  f o r  t h e  SDPC. It i s  a 

d i s t r i b u t e d  process c o n t r o l  system u t i l i z i n g  a s i n g l e  c o n t r o l  and d i s p l a y  

console w i t h  M u l t i - V a r i a b l e  Contro l  U n i t s  (MVCU) located i n  var ious remote 

s t a t i o n s .  Included a re  t h e  I n t e r l o c k  Logic System (ILS) which has 

i npu t /ou tpu t  modules i n  each remote s t a t i o n  and the  Operat ional  Contro l  System 

(OCS) computer which prov ides o v e r a l l  p l a n t  c o n t r o l .  

The s i n g l e  console has t h e  c o n t r o l  and d i s p l a y  func t i ons  f o r  each o f  t h e  

major p l a n t  systems (RS, TSS, EPGS and BOP). The M V C U ' s  p rov ide  t h e  c o n t r o l  

a lgor i thms needed f o r  t h e  c o n t r o l  loops i n  each system and a r e  e a s i l y  

reprogrammed o r  changed through t h e  console. The I n t e r l o c k  Logic System ( ILS)  

over lays the  d i s t r i b u t e d  c o n t r o l  system t o  p rov ide  a separate i n t e r l o c k  system 

which i s  a l s o  e a s i l y  reprogrammed. 

2.4 DEVELOPMENT APPROACH 

l h e  c o n t r o l  and mon i to r  system was developed us ing f i v e  l e v e l s  o f  t e s t i n g  

on each system: 

A.  System I n t e g r a t i o n  Lab t e s t s .  

B. Preoperat ional  t e s t s .  

C .  S t a r t u p  t e s t s  - manual mode. 

D.  Modes testing. 

E. P lan t  automation t e s t i n g .  
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Once all systems were operational, additional tests verified proper 

overall plant control and eventually led to testing under automatic control 

using the OCS. The following paragraphs discuss the testing on the systems. 

2.4.1 System Integration Lab ( S I L )  tests 

The SIL was setup at the MDAC Huntington Beach facility to allow checkout 

and integration of the complete SDPC system. 

consisted of the SOPC including the console, M V 8 0 0 0 ' s ,  C R T ' s ,  M V C U ' s ,  and I L S  

P L C ' s  and input/output modules. This allowed programing of the MVCU 

controllers and 11-S and training and experience with the man-machine interface 

prior to installation at Solar One. Acceptance tests were run on each set o f  

system hardware ( R S ,  lSS,  EPGS) i n  the console including communicating with 

the M V C U ' s  and ILS. Since there were no sensors, inputs or outputs connected 

to the M V C U ' s  and ILS, actual plant operation could not be simulated. lhus a 

hardware-in-the-loop simulation of the overall plant was set up in the MDAC 

OLSf lab using one MVCU which could be programmed with the controller for the 

system under study. This allowed investigation o f  a system, such as the 

receiver feedwater pump, being controlled by an MVCU which had been programmed 

with the actual algorithms to be used in the plant. When another system was 

to be studied, the MVCU would be reprogrammed with the appropriate controller. 

The hardware configuration 

In t h e  SIL, the complete data base for each system was loaded into the 

data base core memory and M V C U ' s  (as applicable). It also was stored on 

floppy disks for later use in loading the data base at the site after 

equipment installation. 

18 



The interlock logic was programed in the ILS PLC and program tapes were 

made for use in loading the ILS program at the site. Logic which was 

considered critical to plant startup (e.g., receiver feedwater pump permissive 

logic) was checked out wherever possible using simulated inputs. 

A training program was conducted in the SIL for the Southern California 

Edison operators who would be operating the plant. 

operators their first look at the console and provided initial “hands-ont1 time 

to learn how to call up displays, service alarms, etc. 

This program gave the 

2.4.2 Preoperational Tests 

At the conclusion of SIL testing the control and monltor equipment was 

Acceptance testing was started on moved to the Solar I site for installation. 

each system as it was installed. 

were loaded from the floppy disks and the ILS was loaded from the program 

tapes. The control system tests were done In four steps: functional 

checkout, open loop tests, loop tuning and closed loop tests. 

The SDPC data base core memory and MVCU’s 

The functional tests consisted of end-to-end checkout of each loop from 

the operator console to the equipment in the field for outputs, or from the 

field sensor back to the operator console for inputs. 

used where actual sensor outputs were not available or not feasible. 

Simulated inputs were 

Once the functional tests were complete, open loop tests were accomplished 

on specific control loops (e.g., RS panel temperature control valves) to 

better determine the loop/process response characteristlcs. The results of 

19 



these tests were used as inputs to update the analytical models being used in 

control loop design. 

Loop tuning and closed loop tests were run in parallel on all control 

loops, especially those on which no analysis had been performed. 

the final gain adjustments were made when subjecting the control loop to a 

step input and recording the closed loop response. 

In general, 

2 . 4 . 3  Startup Tests 

we re 

estab 

flash 

Startup testing commenced on each system (RS, ISS, EPGS) as soon as 

preoperational testing was complete. 

known as SDPC "Manual" where one or more control loops were in closed loop 

operation (AU10) with the operator in control o f  the setpoints for those 

loops. Other operating loops involving steam, condensate or oil flow paths 

Startup was done in a mode of operation 

n manual control. 

ish flow through the RS flash tank by a prescribed valve lineup. 

tank condensate level would be controlled by a level controller in 

An example would be where the operator would manually 

The 

AU'IO).  

ow was established through the panels and the 

the flash tank was closed. This type of manual 

the receiver was flowing steam through the flash 

tank (heliostat field supplying heat to RS) and eventually to the downcomer 

and turbine. 

The operator would then manually cause closed loop operation ( L C M 7 4 C  

the RS panels to fill until f 

bypass around the receiver to 

procedure would be used until 

This manual procedure was used on all systems for startup. A s  experience 

was gained in the operation of the system and plant, it was recognized that if 

various procedures and/or sequences were automated it would greatly improve 

20 



t he  e f f i c i e n c y  and a v a i l a b i l i t y  o f  t he  p l a n t .  

accomplished and i s  discussed i n  Sect ion 5. 

Much automation was 

2.4.4 Mode T e s t i n g  

As soon as s t a r t u p  t e s t i n g  was complete on a l l  systems requ i red  f o r  a 

p a r t i c u l a r  mode, t e s t i n g  o f  t h a t  mode would begin. Modes tes ted  were modes 1 

through 7. 

operat ion i n  a mode, t r a n s i t i o n  between modes and responses t o  t r i p .  

t e s t  se r ies  i s  descr ibed i n  paragraph 7.2 Manual Contro l  (1100 se r ies  t e s t s ) .  

The t e s t s  were t o  designed t o  gather data on steady s t a t e  

This 

2.4.5 P lan t  Automation T e s t i n g  

When a l l  modes requ i red  f o r  p l a n t  automation were opera t i ona l ,  automation 

t e s t i n g  was s ta r ted .  These t e s t s  were designed t o  demonstrate bo th  manual and 

automatic p l a n t  operat ion under OCS c o n t r o l .  This t e s t  se r ies  i s  descr ibed i n  

paragraph 7.3 Automatic Contro l  (1200 se r ies  t e s t s ) .  

21 



Sect ion 3 

CONTROL SYSTEM HARDWARE DESCRIPTION 

As  shown i n  F igure 2-6 the c o n t r o l ,  monitor and eva lua t i on  func t i ons  f o r  

Solar I are performed by the SDPC, HAC, ILS, OCS, DAS, hardwired p l a n t  t r i p  

l o g i c  and var ious CRT's and p r i n t e r / l o g g e r s  (BCS shown f o r  completeness bu t  

n o t  discussed i n  t h i s  d e s c r i p t i o n ) .  The equipment i s  located i n  the c e n t r a l  

c o n t r o l  b u i l d i n g  and i n  remote l oca t i ons  d i s t r i b u t e d  i n  the core area and the 

c o l l e c t o r  f i e l d .  Figure 3-1 shows the  l o c a t i o n  o f  t he  f o u r  remote s t a t i o n s  i n  

the core area. Remote S t a t i o n  5 i s  located near the  coo l i ng  tower. 

The second f l o o r  o f  the c o n t r o l  b u i l d i n g ,  F igure 3-2, contains a l l  the 

c e n t r a l  c o n t r o l  and inst rumentat ion equipment. The Master Contro l  Console, 

F igure 3-3, provides the operator i n te r faces  t o  the computers and pe r iphe ra l  

equipment located i n  the equipment room, F igure 3-4, and remote s t a t i o n s .  The 

CRT's, data loggers, and s t r i p  char ts  i n t e r f a c e  t o  the computers and a re  used 

t o  evaluate the  r e s u l t s  o f  p l a n t  operat ion from loca t i ons  i n  the eva lua t i on  

room, F igure 3-5. 

Figures 3-6, 3-7, and 3-8 show the  l oca t i ons  o f  t he  equipment cabinets and 

J-boxes i n  t h e  remote statqon used t o  i n t e r f a c e  the f i e l d  devices t o  the 

c e n t r a l  c o n t r o l  b u i l d i n g  equipment. 

The hardware for each o f  the systems i s  descr lbed l n  t h e  f o l l o w i n g  

paragraphs. Reference 5 provides d e t a i l e d  desc r ip t i ons  o f  a l l  these 

equipments. 
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, Plant Trip Logic Panel 

ILS 401 

ILS 402 

ILS 403- 

' SOP 402 MVCU Cab 
SOP 403 MVCU Cab 
SDP 404 MUX Cab 
SDP 405 MUX Tom Cab 

406 MVCU T o o  Cab 
DARM 401 Data Acq Cab 
DARM 402 T a m  Cab 

Remom Station 4 

SOP 401 MVCU Cbb ILS 501 A 
Romoac Station 5 

Figure 3-8. Remote Station 4 and 5 Layout 



3.1 COLLECTOR FIELD HARDWARE 

The Heliostat Array Controller (HAC) system provides redundant computers 

for control of the Collector Subsystem (CS). The collector control system is 

also a distributed system using a central computer (HAC) to supervise the 

pointing and tracking functions of  the heliostat controllers located on each 

heliostat. Figure 3-9 shows the equipment and physical locations. There are 

s in the control room; one for operator use for 

and one to display status of the entire field. A 

s also located in the control room. 

two color graphic CRT 

controlling the field 

message/alarm 1 ogger 

The two HAC'S are located in the Equipment room and include a peripheral 

switch which allows all outside interface to be directed to only one computer 

at a time. 

tape deck used to load and run programs. A line printer i s  available for 

special printout. The OCS, BCS and DAS computers are connected to the HAC to 

record field status or send commands during some modes of operation. 

Each HAC has its own console device, 10 m byte disk and magnetic 

Communication of  the HAC with each heliostat in the field is accomplished 

through two controllers: the Heliostat Field Controller (HFC) and the 

Heliostat Controller (HC). 

Each HFC can control up to 32 HC's. There are 1818 HC's, one for each 

heliostat. 

There are 64 HFC's spread throughout the field. 
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3.2 SUBSYSTEMS DISTRIBUTED PROCESS CONTROLLER (SDPC) 

The SOPC equipment provides independent central1 zed control of the 

Receiver Subsystem (RS), the Thermal Storage Subsystem (TSS) and the 

Electrical Power Generation Subsystem (EPGS). The system consists of 

functionally and physically distributed monitoring and control devices that 

provide manual control capability and access for automatic computer control. 

It i s  composed of three Beckman MV8000 process control systems tailored for 

Solar I monitor and control applications. The generic MV8000 distributed 

control and display system features stand alone field equipment connected to 

centralized operator consoles via a distributed highway system. 

components of the system are: 

Major 

A. Local 

1. Operator Station Processor (OSP). 

2. Keyboard Processor (KBP). 

3. Communications Control Module (CCM). 

4. Historic Trend Processor (HTP). 

5. Plant Graphics Processor (PGP). 

6. Report Generation Processor (RGP). 

6 .  Remote (field devices) 

1. Multivariable Control Unit (MVCU) 

2. Programmable Controller (PC). 

The Solar I tailored system enables the operator to select any of the four 

operator stations for control/display of any of the three subsystems. 

selection is accomplished by a Console Access Processor (CAP) controlled by a 

selector swltch (CAP swltch) to the left of  each operator statlon keyboard. 

The 
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The t a i l o r e d  system a l s o  inc ludes I P A C  Group, Inc.  m u l t i p l e x e r s  as p a r t  o f  

t h e  f i e l d  equipment. 

highways f o r  minimum response t i m e .  

The m u l t i p l e x e r s  a r e  connected v i a  dedicated data 

The Programmab 

t h e  Beckman MV8000 

c o n t r o l l e r  o f  t h e  

e C o n t r o l l e r  i s  a GOULD MODICON 584 system i n t e r f a c e d  t o  

system. Separate data highways connect t h e  programmable 

n t e r l o c k  Logic System w i t h  remote analog and d i g i t a l  

mon i to r  and c o n t r o l  elements (see Paragraph 3.3).  

F igure 

except 

MVCU s 

Layout 

The Receiver Systems (RS) SOPC and i t s  component l o c a t i o n s  a r e  shown i n  

3-10. 

on. The RS has 14 MVCU's, t h e  JSS has 6 MVCU's, and t h e  EPGS has two 

I-ayouts f o r  t h e  operator  console hardware a re  shown i n  F igu re  3-3. 

This a r c h i t e c t u r e  i s  t y p i c a l  f o r  t h e  TSS and EPGS w i t h  one 

o f  t h e  remote s t a t i o n s  a r e  shown i n  Figures 3-6 t o  3-8. 

3 . 3  INTERLOCK LOGIC SYSTEM HARDWARk 

l h e  I n t e r l o c k  Logic System (ILS) prov ides c o n t r o l  and d e c i s i o n  making 

l o g i c  f o r  process c o n t r o l  devices, pumps, motors, valves,  c i r c u i t  breakers, 

alarms, e t c . ,  us ing analog and d i s c r e t e  i n p u t s  f rom t h e  system sensors and 

SDPC system. l h e  system prov ides t h e  independent i n t e r l o c k  l o g i c  and p l a n t  

permissives requ i red  t o  s a f e l y  operate t h e  p l a n t .  The I L S  Program l o g i c  

v e r i f i e s  equipment s t a t u s  p r i o r  t o  execut ing a command and prov ides shutdown 

o f  equipment i n  t h e  event es tab l i shed  permissives a r e  n o t  s a t i s f i e d .  

34 



.
.

 

D
~

O
IC

II
F

O
 

P
II

S
M

 B
ll

ll
O

N
S

 

1
 

II
O

N
L

II
 

I 
I
-
 Y

F
"

 
*"

 
. 

Fi
gu

re
 3

-1
0.

 R
S 

SD
PC

 O
pe

ra
to

r S
ta

tio
n 

an
d 

D
is

tr
ib

ut
ed

 C
on

tr
ol

 In
te

rf
ac

es
 

_
- 



The computer f o r  t he  ILS cons is t s  o f  two Gould Modlcon 584 systems (No. 1 

and No. 2).  PC No. 1 contains the  pr imary programed i n t e r l o c k  l o g i c .  PC No. 

2 i s  used f o r  communication between PC No. 1 and the  SDPC consoles f o r  the RS 

and TSS. The input /output  ( I / O )  u n i t s ,  which a re  located i n  the f l v e  remote 

s t a t i o n s ,  communlcate t o  the  PC No. 1 l o g i c  i n  t h e  equipment room v i a  h igh  

speed s e r i a l  data l i n k s  us ing coax ia l  t ransmission l i n e s  w i t h  taps a t  t he  1/0 

devices. 

F igure 3-10 shows the r e l a t i o n s h i p  between the ILS and the  SDPC. F igure 

3-11 shows the i n te rconnec t ion  o f  t he  two 584 PC 's  and t h e i r  remote I / O .  The 

Solar I ILS 584 #l i s  conf igured t o  support up t o  22 1/0 channels. The "AS 

B u i l t ' '  program uses only  channels 1, 2, 3, 4, 5, 7, 9, 11, 13, 14, 15 and 17.  

Thus some expansion c a p a b i l i t y  s t i l l  e x i s t s .  

Programming o f  the 584's i s  accomplished through use o f  a GOULD MOOICON 

P-190 connected t o  one o f  t he  584 MODBUS p o r t s  (MODBUS I s  the GOULD MODICON 

system f o r  communicating between t w o  devices, e.g. f r o m  a P-190 t o  a 584 PC). 

The P-190 i s  a smart device w i t h  a b u i l t - i n  tape d r i v e  and th ree  program 

tapes. When loaded w i th  the  proper program, i t  can be used t o  program a 584, 

change i t s  con f i gu ra t l on ,  load a program from tape, record a program on tape, 

s imulate the  process t o  check l o g i c ,  and many other  funct ions f o r  

t roubleshoot ing and evaluat ion.  
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3.4 OPERATIONAL CONTROL SYSTEM HARDWARE 

The Operat ional  Contro l  System (OCS) i s  t h e  c o n t r o l  element o f  t h e  Master 

Contro l  System (MCS) which provides f o r  automated mon i to r i ng  and superv i s ion  

o f  t h e  i n t e g r a t e d  p l a n t  subsystems d u r i n g  var ious opera t i ng  modes. P lan t  

operat ing commands can be i n i t i a t e d  e i t h e r  by t h e  operator  o r  d i r e c t l y  f rom 

p l a n t  ope ra t i ng  software v i a  t h e  OCS computer i n t e r f a c e s  t o  t h e  SDPC and HAC 

systems. 

'lhe OCS equipment and phys i ca l  l o c a t i o n s  a re  shown i n  F igu re  3-12. I t  

cons is t s  o f  a Modcomp Class ic  computer w i t h  t h e  f o l l o w i n g  p e r i p h e r a l  and I/O 

equipment: 

A .  

6 .  Alarm logger.  

C .  Message logger.  

0 .  Console device.  

E .  Disk d r i v e s  (10 mbyte, 67 mbyte). 

F .  Three Haze l t i ne  te rm ina ls  f o r  programming. 

G. I r e n d  d i s p l a y  and hardcopy p r i n t e r .  

li. Line p r i n t e r .  

I. 1/0 requ i red  t o  communicate w i t h  t h e  SDPC, DAS, HAC A and HAC 6.  

Two OCS c o l o r  graphic  d i s p l a y s  and keyboards 

Figures 3--3, 3-4 and 3-5 show t h e  a c t u a l  l o c a t i o n s  o f  t h i s  equipment i n  

t h e  Contro l  room, Equipment room and Evaluat ion room. 
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3.5 DATA A C Q U I S I T I O N  SYSTEM HARDWARE 

The Data A c q u i s i t i o n  System (DAS) computer i s  t h e  data ga the r ing  element 

o f  t h e  Master Contro l  System. This system c o l l e c t s ,  processes, d i sp lays ,  

s tores and t ransmi t s  p l a n t  performance data f rom t h e  p l a n t  systems. 

l h e  DAS equipment and phys i ca l  l o c a t i o n s  a re  shown i n  F igure 3-13. It 

cons is t s  o f  a Modcomp Class ic  computer w i t h  t h e  f o l l o w i n g  p e r i p h e r a l  and 1/0 

equipment: 

A.  lwo c o l o r  CRT's, keyboards and hardcopy p r i n t e r s  t o  d i s p l a y  t r e n d  data.  

6. l h r e e  b lack and wh i te  (B/W) Haze l t i ne  te rm ina ls  f o r  programming and 

d i s p l a y i n g  data.  

C .  Console device.  

D .  Message p r i n t e r s  ( 2 ) .  

E. l i m e  code generator.  

F .  One 67 mb d i s k  d r i v e .  

G. 1/0 requ i red  t o  communicate w i t h  

and SHIMMS. 

he SDPC, OCS, HAC A and HAC 6, DARMS 

Figures 3-3, 3-4 and 3-5 show t h e  a c t u a l  l o c a t i o n s  o f  t h i s  equipment i n  

t h e  Con t ro l  room, Equipment room and Evaluat ion room. 

3 . 6  RED L I N E  UNIl/PLANl 7 R I P  LOGIC HARDWARE 

System s a f e t y  i s  provided by d i f f e r e n t  methods f o r  t he  severa l  p l a n t  

systems. The r e c e i v e r  (RS) and thermal storage (TSS) each have a Red L ine  

U n i t  (RLU) f o r  sa fe ty .  The tu rb ine /genera to r  has an i n t e r n a l  s a f e t y  system 
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provided by GE. The P lan t  T r i p  Logic (PTL) provides sa fe ty  f o r  a l l  systems 

based upon hardwired i n fo rma t ion  about t r i p s  occur r ing  i n  each system. I n  

a d d i t i o n  t o  the  hardwired t r i p s  f rom the  Receiver RLU and PTL, the  HAC 

provides i t s  own sa fe ty  f o r  the  c o l l e c t o r  f i e l d  by use o f  'IDefocusIl and "High 

Wind Stow" operator  pushbuttons on the  HAC console. An overview o f  t he  way 

these var ious sa fe ty  systems work together  i s  shown i n  F igure  3-14. The 

equipment f o r  the  Co l l ec to r  system H A C ' S  was descr ibed i n  Paragraph 3.2. The 

equipment f o r  the  RLU's and PTL i s  descr ibed i n  t h e  f o l l o w i n g  paragraphs. 

3.6.1 Red L ine  Un i t s  (RLUL 

The two RLU's a re  each Gould Modicon 5 8 4  programnable l o g i c  computers. 

The RS RLU i s  loca ted  i n  remote S t a t i o n  1 (see F igure  3-6, RLU 101 and 102) 

along w i t h  i t s  I/O modules. 

Power Supply (UPS) which uses a s t a t i c  i n v e r t e r  and w i l l  ma in ta in  proper 

operat ions o f  t he  5 8 4  f o r  10 t o  1 5  minutes on l oss  o f  AC power t o  the  u n i t .  

Inc luded w i t h  the  RS-RLU i s  an U n i n t e r r u p t i b l e  

The TSS RLU i s  loca ted  i n  remote S t a t i o n  2 (see F igure  3-7, RLU 201 and 

202) along w i t h  i t s  1/0 modules. There i s  no UPS f o r  t h i s  u n i t .  

3.6.2 P lan t  T r i p  Loqic (PTLL 

The PTL l o c a t i o n  i s  shown i n  F igure  3-8. The equipment cons is ts  o f  125 

VDC re lays  and switches, hardwired, w i t h  t r i p  switches f o r  each system wi red  

from the  operator  consoles i n  the  c o n t r o l  room. 

by the  s t a t i o n  UPS loca ted  on the  f i r s t  f l o o r  o f  t h e  c o n t r o l  b u i l d i n g .  

The 125  VDC power i s  suppl ied 
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3.7 S Y S l E M  HARDWARE INTERFACES 

Paragraphs 3.1 through 3.6 have descr ibed t h e  hardware f o r  t h e  var ious 

c o n t r o l  and mon i to r  systems f o r  So la r  1 .  

i s  shown i n  F igure  3-15. The f o l l o w i n g  paragraphs descr ibe  these i n t e r f a c e s .  

The i n t e r f a c e s  between these systems 

3.7.1 5DPC I n t e r f a c e  

Data highways a re  t h e  data and c o n t r o l  l i n k s  between t h e  SDPC and t h e  OCS, 

DAS and I1.S. Communication w i t h  t h e  OCS i s  v i a  9600 baud, RS 232-C l i n k s  f rom 

t h e  Host Conf igura t ion  Processor (HCP) i n  each o f  t h e  th ree  Communications 

Cont ro l  Modules (CCM) t o  t h e  OCS communications processor. A t o t a l  o f  s i x  

9600 baud, RS 232-C l i n k s  connect t h e  DAS computer t o  t h e  SDPC w i t h  two l i n e s  

corning from t h e  HCP i n  each o f  t h e  th ree  CCH's. Communication f o r  I L S  comes 

ou t  o f  one P lan t  I n t e r f a c e  Processor (PIP) i n  each o f  t h e  t h r e e  CCM's. As 

shown i n  F igure  3-15, ILS 584 No. 2 i s  used p r i m a r i l y  f o r  communication 

between t h e  RS and ' ISS SDPC and t h e  pr imary I L S  l o g i c  i n  584 No. 1. 

3.7.2 OCS I n t e r f a c e s  

I n  a d d i t i o n  t o  communicating w i t h  t h e  SDPC (Paragraph 3.7.1), t h e  OCS 

c o l l e c t s  data f rom and/or sends data t o  t h e  HAC'S,  DAS and MCS t i m i n g  system. 

Communication w i t h  t h e  HAC i s  between t h e  OCS communications processor and t h e  

HAC communication processor.  Th is  i s  a Modcomp Maxnet l i n k  opera t ing  a t  19.2K 

baud. 
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OCS i n te r faces  w i t h  DAS over a h igh  speed s e r i a l  computer t o  computer 

connection (Modcomp Model 4824). The Model 4824 c o n t r o l l e r s  operate a t  l68K 

baud v i a  a p a i r  o f  t ransformer I s o l a t e d  coax la l  cables, one f o r  each d i r e c t i o n  

o f  data f low.  

The OCS computer receives un ive rsa l  standard t ime v i a  an asynchronous 

RS232-C OCS communication processor l i n k  from the  MCS t im ing  system (see 

Paragraph 3.7.5). The l i n k  operates a t  9600 baud. 

3.7.3 DAS In te r faces  

The DAS communicates w i t h  the  SDPC (Paragraph 3.7.1), the  OCS (Paragraph 

3.7.2), the  HACS, DARMS, SHIMMS and the  MCS t im ing  system. 

The HAC i n t e r f a c e  i s  between the  DAS Communications Processor and the  HAC 

Communications Processor. This i s  a Modcomp Maxnet l i n k  opera t ing  a t  19.2K 

baud. 

Data f rom the  DARMS CCU i s  t ransmi t ted  t o  the  DAS computer v i a  a Model 

4805-1 General Purpose 1 6 - b i t  data te rmina l .  Th is  l i n k  provides p a r a l l e l  word 

t r a n s f e r  a t  ra tes  up t o  100K words per second. 

i n  DARMS v i a  an asynchronous RS-232C l i n k  f rom the  DAS Communications 

Contro l  s igna ls  a re  received 

Processor. 

The Spec.a H e l i o s t a t  Ins t rumenta t ion  and Meteoro log ica l  Measurements 

System (SHIMMS) has separate DAS computer i n t e r f a c e s  f o r  c o n t r o l  and data 

t ransmiss ion i d e n t i c a l  t o  the  DARMS i n te r faces .  Contro l  s igna ls  a re  received 
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i n  t h e  SHIMMS Data Behavior Analyzer (DBA) via an asynchronous RS-232-C 

Communications Processor In te r face  and SHIMMS data i s  transmitted t o  t h e  DAS 

computer via a Model 4805-1 general purpose 16-bit data terminal.  

The DAS computer receives universal standard time via an asynchronous 

RS-232-C Communications Processor l ink from the MCS T i m i n g  System Time Code 

Generator ( see  Paragraph 3.7.5). T h i s  l ink operates a t  9600 baud. 

3.7.4 HAC Interfaces  

The HAC communicates w i t h  t h e  OCS (Paragraph 3.7.2),  the DAS (Paragraph 

3.7.3) and the  MCS t i m i n g  system. Universal standard time i s  received via an 

asynchronous RS-232-C link from the HAC Timing System Time Code Generator t o  

the HAC Communications Processor ( see  Paragraph 3.7.5). T h i s  l ink operates a t  

9600 baud. 

3.7.5 MCS Timing System 

The Master Control System (MCS) Timing System, shown i n  Figure 3-16 

cons is t s  o f  a roof mounted receiving antenna, a WWVB receiver  and a time code 

generator.  The Model A-60 FS antenna and the  Model 60-TLC WWVB receiver a r e  

supplied by S c i e n t i f i c  Devices. The Systron-Donner Model 8155 synchronized 

time code generator supplies universal time i n  days, hours, minutes, and 

seconds t o  four  independent outputs e i t h e r  i n  a continuous mode o r  an "on 

request" mode. The receiver  and timecode generator a r e  located i n  t h e  

equipment room. The antenna i s  located on t h e  roof o f  t h e  control room. 
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Section 4 

CONTROL SYSTEM SOFTWARE DESCRIPTION 

The software for each of  the systems described in paragraph 3.0 are 

described in the following paragraphs. This includes software for the 

Hellostat Array Controllers (HAC), the System Distributed Process Control 

(SDPC), the Operational Control System (OCS), the Interlock Logic System 

(ILS), the Data Acquisition System (DAS) and the various interfaces. 

4.1 COLLECTOR FIELD CONTROL SOFTWARE 

The collector field control equipment is shown in Figure 3-9. The system 

is a dlstributed computer control system with dual, redundant central 

computers (HAC) for overall control. The HAC software processes operator 

commands, communicates with the Hellostat Controller (HC) through the 

Hellostat Field Controllers (HFC), displays status of the field, commands the 

field and provides a printout of alarm and status messages. 

The operator commands available for normal operations are STOW, UNSTOW, 

STANDBY, TRACK, INCREASE, DECREASE, WASH and STATUS. Two emergency commands, 

DEFOCUS and STHWIND (stow due to high winds), are available through function 

keys on the HAC console keyboard. 

The HAC computes the sun position and transmits it to all HFC's once per 

Also included is a request for heliostat second over a 19,200 Baud data line. 

status. The HFC uses these data to generate the output command sequences it 



sends t o  up t o  32 HC's associated w i th  i t  over  a 9600 Baud data l i n e .  

sequences c o n s i s t  o f  sun vec to r  commands, s ta tus  p o l l i n g  commands, and 

These 

t h e  HAC, t h e  HFC w i l l  

a l l  h e l i o s t a t s  stow o f  

opera t iona l  commands. Upon l o s s  o f  comnunication w i t h  

n o t  a t tempt  t o  propogate sun p o s i t i o n  b u t  w i l l  c o n t r o l  

a t tached t o  it, us ing  an approximate c o r r i d o r  walk (us 

received)  . 

ng t h e  a s t  sun vec to r  

Each H C ' s  f i rmware w i l l  execute by c a l c u l a t i n g  t h e  des i red  azimuth and 

e l e v a t i o n  angles based on sun vec to r  and opera t iona l  commands f rom t h e  HFC. 

It w i l l  c o n t r o l  t h e  azimuth and e l e v a t i o n  motors t o  achieve t h e  des i red  

p o s i t i o n .  Also, t h e  HC w i l l  p rov ide  s ta tus  and gimbal angle i n fo rma t ion  t o  

t h e  HFC upon a p o l l  command t o  t r a n s m i t  t o  t h e  HAC. I f  communication w i t h  t h e  

HFC i s  l o s t ,  t h e  HC w i l l  ho ld  t h e  h e l i o s t a t  a t  i t s  c u r r e n t  p o s i t i o n .  

The HAC rece ives  s t a t u s  f rom each h e l i o s t a t  once every e i g h t  seconds and 

d isp layed on t h e  c o l o r  CRT t e rm ina l  showing s ta tus .  Changes i n  s ta tus  and 

alarms a r e  p r i n t e d  on t h e  Message/Alarm logger  i n  t h e  c o n t r o l  room. 

s ta tus  can be viewed f o r  an i n d i v i d u a l  h e l i o s t a t ,  a r i n g  o r  segment o r  t h e  

e n t i  r e  f i e l d .  

The 

4.2 SYS'IEM DISTRIBUTLD PROCESS CONTROL (SDPC) SYSTEM SOFTWARE 

The SDPC (Beckman MV 8000) has severa l  microprocessors loca ted  i n  t h e  

c o n t r o l  room and o thers  loca ted  i n  t h e  Remote S ta t i ons  i n  t h e  f i e l d .  The 

devices i n  t h e  c o n t r o l  room p rov ide  c e n t r a l i z e d  communications, system data 

base, i n t e r f a c e  w i t h  t h e  opera tor  consoles and data highways t o  t h e  
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Multivariable Control Units (MVCU), IPAC (multiplexers) and Interlock Logic 

System (ILS) devices in the field. The HVCU's provide the control algorithms 

required for control and monitoring of the various processes. 

The MV 8000 system is designed to keep the plant operations as simple and 

straight forward as possible. 

each operator station with identical operator capabilities. The same process 

data and control capabilties are available from each operator station. 

is accomplished by centralizing communication and data acquisition capability 

in a module termed the Comunication Control Module (CCM). 

Plant operations are simplified by providing 

This 

The Communication Control Module (CCM) contains seven microprocessors and 

a memory. Each microprocessor has a unique responsibility. Four 

microprocessors (Plant Interface Processors) are utilized in communicating 

with the field devices. They interface with the field devices by directing 

serial communications across multiple data highways. 

The process data is gathered from the field devices across the data 

highways and stored in the Communication Control Module's memory. 

data is stored in a loop and group information format designated the "Data 

Base. I' 

The process 

Two other microprocessors (Console Communications Processors) are 

responsible for interfacing with the operator stations. 

from the operator stations to display process data from the data base and 

They handle requests 
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d i r e c t  operator  comands t o  send ou t  t o  the  f i e l d  devices across the  data 

highways. 

A P lan t  Graphics Processor (PGP) i s  inc luded i n  the  system t o  prov ide 

i n t e r a c t i v e  graphic d i sp lay  and c o n t r o l  c a p a b i l i t i e s .  P lan t  models were 

developed on the  graphics d isp lays  so t h a t  operators can moni tor  and c o n t r o l  

t he  process from these d isp lays .  

A H i s t o r i c  Trend Processor (HTP) was a l s o  inc luded i n  the  system p rov id ing  

t rend ing  c a p a b i l i t i e s .  

Trended var iab les  can be d isp layed w i t h  10 minute, 100 minute, 500 minute and 

25 hour t ime spans. 

each process va r iab le .  

Process var iab les  a re  trended f o r  up t o  25 hours. 

Hour ly averages are ca l cu la ted  and can be d isp layed f o r  

The MVCU's conta in  the  a lgor i thms f o r  implementing the  process 

c o n t r o l l e r s .  The bas ic  a lgor i thms a v a i l a b l e  f o r  analog s igna ls  a re  the  

Propor t iona l ,  I n t e g r a l ,  D i f f e r e n t i a l  (PID), lag-lead, m u l t i p l y ,  summer, 

auto/manual s t a t i o n ,  r a t i o  s t a t i o n ,  f u n c t i o n  generator, d i v ide ,  h igh  se lec t ,  

low se lec t ,  square roo t ,  i n t e g r a t o r / t o t a l i z e r  and manual load ing  s t a t i o n .  

Special  a lgor i thms are a v a r i a b l e  ga in  P I D ,  an analog swi tch  w i t h  se t  p o i n t  

t rack ing ,  ramp generator and r a t e  l i m i t s .  

There are  13 d i g i t a l  func t ions  ava i l ab le :  And, On, Tr iggered And/On, And 

Mode Transfer,  O r  Mode Transfer,  And Jump, O r  Jump, Timer, Counter, Dual Pulse 
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and Analog Function Alarm Status 1 or 2. 

for transferring analog or digital functions to auto or manual on detection of 

process state. 

Mode transfer tables are available 

Configuration of the data base and MVCU's is accomplished through the 

operators console. 

eliminate the need to learn a low-level type programing language. 

procedures utilize a high-level "Fl11-In the Blank" conflguration method. 

Configuration of loops for the IPAC and I L S  are accomplished in the same 

manner. 

The MV 8000 configuration procedures are designed to 

The 

The data base is stored on a floppy disc in the Configuration Storage 

Module (CSM) shown in Figure 3-10. 

storing the data base in the OCS and is described in paragraph 4.3. 

Another capability was developed for 

4.3 OCS SOFTWARE 

The Operational Control System (OCS) is the control element of the Master 

Control System (MCS) which provides for automated modes of plant operation. 

Its function is to monitor and supervlse the plant during various operating 

modes. 

The OCS provides the capability to execute application programs which will 

control plant operation via comands to the Subsystem Distributed Process 

Control System (SDPC). A capabillty is also provlded to permit plant 



operators t o  i n i t i a t e  c o n t r o l  commands through the  Man/Machine I n t e r f a c e .  The 

OCS c o l l e c t s  data from the subsystems and maintains a r e a l  t i m e  data base 

which i s  the source o f  i n fo rma t ion  f o r  a l l  OCS data processing func t i ons .  

Figure 3-12 shows i n  b lock diagram form t h e  OCS computer and the  var ious 

systems and pe r iphe ra l  equipment. 

funct ions a re  shown i n  F igure 4-1. 

pa r t s :  the Automation Software and the  Plant  Operat ional  Disp lay System 

(PODS). 

The bas ic  OCS data f l o w  and processing 

The OCS software breaks down i n t o  t w o  main 

The automation software provides r e a l  t i m e  c o n t r o l  o f  t he  p l a n t  through 

the a p p l i c a t i o n  program (OCS Command F i l e )  tasks and the Aimpoint Contro l  

Tasks. The a p p l i c a t i o n  programs are the  var ious programs used t o  s t a r t ,  run  

or  stop the p l a n t  as w e l l  as t r a n s i t i o n  from mode t o  mode (see paragraph 

5.0). The aimpoint  c o n t r o l  tasks sets up where each h e l i o s t a t  aims on the  

receiver ,  when i n  t rack,  by commanding the HAC t o  run var ious aimpoint  change 

f i l e s  dependent on t ime o f  day and t ime o f  year. Three modes o f  operat ion f o r  

aimpoint  c o n t r o l  a re  ava i l ab le :  manual, semi-automatic and automatic. I n  the 

manual mode, the  operator sends change commands t o  the HAC w i thou t  any prompts 

o r  messages from the software. 

p r i n t e d  when aimpoint  changes are required, b u t  t he  aimpoint  change commands 

a re  n o t  sent unless operator permission i s  granted. I n  the  c o n t r o l l e d  

automatic modes, messages a re  p r i n t e d  out when aimpoint  changes a re  requi red.  

The aimpoint  commands w i l l  be sent unless they a re  i n h i b i t e d  by the  operator.  

I n  the semi-automatic mode, messages are 

54 



m u 
0 -I- - t- 

f 

-+ 

i-c c___+ 

I 

r- 

I 
I 
I /  

55 



The PODS software i s  designed t o  ob ta in  and d i s p l a y  the o v e r a l l  p l a n t  data 

and s tatus.  This system communicates w i t h  and acquires data from the  SDPC, 

HAC and DAS. I n  add i t i on ,  i t  makes use of S G M ' s  RCS-7 system, which i s  a p a r t  

o f  the OCS software, t o  s t o r e  and d i sp lay  data and communicate w i t h  the 

operator v i a  the Aydin c o l o r  CRT termlnals .  Another task i s  used t o  r e b u i l d  

the r e a l  t ime data base f o r  any one o f  the sources, i f  t h a t  source data base 

has been changed. The alarm f u n c t i o n  processes alarms from the HAC and SDPC, 

i n t e g r a t i n g  them i n t o  an alarm summary d i s p l a y  and a l l ow ing  acknowledgment and 

s l l e n c l n g  o f  a l l  p l a n t  alarms from the OCS keyboards. 

Trending and X-Y p l o t s  are inc luded as p a r t  o f  PODS. Trends a re  

t ime-h i s to ry  p l o t s  o f  up t o  fou r  va r iab les  on one p l o t .  A t r e n d  l i s t  provides 

24-hour t rend ing  o f  up t o  60 var iab les.  

h i s t o r i c a l .  

values a v a i l a b l e  a t  t he  t i m e  the  d i s p l a y  i s  c a l l e d  up. 

a t  any t i m e  by depressing a f u n c t i o n  key, UPDATE TREND. 

The t rend  p l o t s  may be r e a l  t ime or  

X-Y p l o t s  a re  snapshots o f  a group o f  up t o  24 va r iab les  us ing 

An update may be made 

The Aydin commands task i n  PODS a l lows the  operator t o  send commands t o  

the SDPC. A f u n c t i o n  key (CONTROL INPUT) on the  OCS keyboard a c t i v a t e s  t h i s  

task. A f t e r  responding t o  a prompt by t y p i n g  the tag  I D  o r  program desired, 

t he  operator can operate a program, change the  s t a t e  o f  a d i s c r e t e  tag I D  o r  

change the  h o s t  se tpo in t  (HS), the c o n t r o l l e d  output ( C O )  and the AUTO/MANual 

f l a g  f o r  analog tag  I D ' S .  
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The primary tool used to communicate with PODS (through RCS-7) is the 

"format". 

control requests. 

printer. The term format is a way of referring to a page oriented, organized 

presentation of system information. The mechanism for creating these formats 

for the OCS Man-Machine Interface 1s through the RCS-7 Format Generation 

(FORGEN) task. All formats, or displays, are defined as having three parts: 

.format characteristics, format picture (background) and dynamic fields. The 

characteristics refer to the display name and number, update type, update 

rate, etc. The picture or background is drawn on the screen exactly as it is 

to appear in actual use. 

that give information about the current system state or that specify functions 

which can be initiated on demand by the operator. 

Formats convey system data on the CRT and receive input data and 

Formats are also used for hardcopy reports on the line 

The dynamic fields are the portions of the format 

Three miscellaneous PODS tasks are.WWV, UPDATE, and CHFILE. WWV updates 

the CPU clock and calender with the current time from the WWV. UPDATE allows 

the operator to change the year and the daylight savings time flag. 

used by WWV and other OCS tasks. 

change any of several data files used by the applications tasks. 

These are 

CHFILE allows the operator to display and 

A separate program i n  the OCS, performed as an offline malntenance task, 

is used to monitor the data base of the SDPC. It is called "SDPC Data Base 

Operations" and provides the capability for storing the SDPC data bases on the 

OCS computer disk files as an alternative to the Beckman MV 8000 Configuration 
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Storage Module f l oppy  d i sc .  The programs a l l o w  the f o l l o w i n g  f u n c t i o n  t o  be 

performed through a ''MenuH format: Compare, Store, Download, Backup f l l e s  t o  

tape, Restore f i l e s  f rom tape and var ious p r i n t  opt ions.  

The " s t o r e "  f u n c t l o n  puts the data base c o n f i g u r a t i o n  c u r r e n t l y  i n  the 

SDPC device i n t o  one o f  two OCS d i s k  "SAV" f i l e s .  Once stored, t he  f i l e  can 

be compared t o  what i s  c u r r e n t l y  i n  the  SDPC data base ( p r i n t  t he  d i f f e rences )  

o r  one can ttDownload't the SAV f i l e  i n t o  the respec t i ve  p a r t s  o f  t he  SDPC ( C C M  

o r  M V C U ' s ) .  The SAV f i l e  may be dumped onto magnetic tape f o r  safekeeplng o r  

restored from magnetic tape I n  an emergency. The p r i n t  opt ions a l l o w  p r i n t i n g  

the  cu r ren t  SDPC data base, p r i n t i n g  I'SAV" f i l e  only,  p r i n t  t he  non-compares 

o r  p r i n t  what was downloaded. 

This program al lows a simple method f o r  checking the  v a l i d i t y  o f  t h e  SDPC 

data base a t  any t ime. The only  r e s t r i c t i o n  i s  t h a t  i t  w i l l  n o t  s t a r t  i f  any 

o f  the f o l l o w i n g  tasks a re  executlng: a Command f i l e ,  Format Generation, Data 

Base Generation or  OCS Data Base Rebuild. This i s  n o t  a r e a l  l i m i t a t i o n  s ince 

these func t i ons  are performed i n f r e q u e n t l y  and usua l l y  when the  p l a n t  i s  shut 

down. 

4.4 I L S  SOFTWARE 

Figure 3-11 shows i n  b lock diagram f o r m  the  i n te rconnec t ion  o f  t he  ILS and 

the SDPC and Remote S ta t i ons .  The Gould Modicon 584 used i n  ILS i s  a general 

purpose Programmable C o n t r o l l e r  capable o f  doing l o g i c ,  t iming,  count ing and 

a r t h i m e t i c  func t i ons .  I t  cons is t s  of  a Central  Processing U n l t  (CPU) which 
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receives input data, performs logical decisions based upon a program and data 

stored in memory and generates comnands to the outputs through the output 

modules. 

The 584 programing logic is a form of relay ladder diagrams, formulated 

in "Networks", solving the logic by column from left to right. Normally open, 

normally closed contacts and relay coils are used along with counters, timers, 

add, subtract, multiply, and divide blocks and various other data manipulation 

functions. An example of this logic is shown in Figures 4-2, 4-3 and 4-4. 

The desired logic for the auxilary extraction oil pump, P-305, is shown in 

Figure 4-2. 

information is stored is shown schematically In Figure 4-3. The resultant 

relay ladder logic diagram is shown in Figure 4-4. As shown, all of the 

permissives must be true before the pump can be started (turn coil 1242 

nONtt). 

the pump will stop. 

throughout the plant. 

The input/output wiring and coil or register where the 

If any of the permissives go false or the operator pushes the STOP, 

This logic is typical of that used for other equipment 

A P-190 is used for programing, editing, and troubleshooting. Three 

The first is the software programs are available for use with the P-790. 

"Tape Loader" program which will dump the 584 logic program onto a tape for 

storage or emergency backup. 

recorded program back into the 584. 

This program will also load a previously 
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Figure 4-2. Logic for Aux Extraction Oil Pump - P305 

10097 

Stop (Open) 

4084 

2148 

4387 

4438 

4355 

4374 

11317 

1242 I 
I Motor 

Starter 

Input Connections 

Figure 4-3. Input/Output Wiring - P305 

Output Connections 



Note: Power Flows From Left to Right; Network Logic Solved One Element at a Time, Top to Bottom, Left to Right, 

Figure 44 .  Equivalent ILS Program (See Reference 12 for Complete Logic.Diagrams) 



The second program i s  the " U t i l i t y  Tape" which i s  used t o  con f igu re  a 584 

(number o f  c o i l s ,  inputs ,  outputs, e t c . ) ,  examine memory o r  p r i n t  the ladder 

networks. 

The t h i r d  program i s  t he  ' lProgramer Tape". I t  i s  used t o  generate the  

ladder l o g i c  program, do t roubleshoot ing (observing l o g i c  operat ion,  

generat ing or  f o r c i n g  requi red i npu ts  o r  outputs, e t c . ) ,  and ob ta in ing  s ta tus  

o f  a l l  outputs ( c o i l s ) ,  inputs ,  and r e g i s t e r s .  Programing and/or 

t roubleshoot ing can be done i n  r e a l  t ime, on- l ine,  w i thou t  a f f e c t i n g  

surroundlng l o g i c  n o t  i nvo l ved  i n  the  area o f  i n t e r e s t .  

4.5 DAS SOFTWARE 

The Data A c q u i s i t i o n  System (DAS) i s  t he  data gather ing element o f  the 

Master Control  System (MCS). 

acqui re data f r o m  the p l a n t  subsystems du r ing  the var ious p l a n t  operat ions;  

( 2 )  prov ide l i m i t e d  rea l - t ime  data d i s p l a y  and eva lua t i on  c a p a b i l i t y ;  and ( 3 )  

s t o r e  subsystem data f o r  subsequent performance evaluat ion.  The s tored data 

may a l s o  be sent t o  o ther  l o c a l  computers (OCS and BCS) o r  recorded on 

magnetic tape f o r  subsequent processing by computers a t  o ther  l oca t i ons .  

The DAS f u n c t i o n  i s  t o  a c t  independently t o  ( I )  

Figure 3-13 shows i n  block diagram f o r m  the DAS computer and i t s  var ious 

systems f r o m  which i t  gathers data. The acquired data i s  s tored (arch ived)  on 

a p o r t i o n  o f  a 67 megabyte hard d i s k  d r i v e  a t  operator se lec tab le  t ime 

i n t e r v a l s  which may be d i f f e r e n t  f o r  each data source. The d i s k  d r i v e  a l s o  

s tores a l l  t he  system and a p p l i c a t i o n  program code and data f i l e s  needed t o  

support DAS operat ion.  
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The acquired data may be displayed in real time on 3 monochrome 

alphanumeric CRT termnals (Hazeltine) and 2 color graphic CRT terminals 

(ISC). Tabular type displays on the Hazeltine or ISC terminals may be printed 

on the Report Printer (Texas Instruments TI-810) and plot type displays on the 

ISC terminals may be printed on the graphics printers (Printronix). 

The measurement values saved on the disk archive file may be copied to 

magnetic tape reels on either of two tape drives. 

Selected current measurement values may also be transferred at periodic 

intervals to the Operational Control System (OCS) and Beam Characterization 

System (BCS) computers. 

Printing of large DAS reports m a y  be performed on a high speed line 

The log printer attached to the OCS computer via a high speed data link. 

printer (TI-810) is used to print system status and alarm messages. 

The control panel and console device are used to initially Uboot'@ up the 

system for maintenance. 

The basic DAS data flow and processing functions are shown in Figure 4-5. 

There are three mutually exclusive modes of operation defined as "OFF LINE", 

'@RUNTIME INITIALIZATION" and "RUNTIMEU. The Off line software Includes 

programs and/or subroutines to perform the following functions: 
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1. 

2.  

3 .  

4 .  

5 .  

6.  

7 .  

8. 

Creating a Master Measurement Information File (BMF) which contains 

all measurements which may be used by the Runtime function. 

Creating a Scanlist and Menu Directory file (DIR) and Measurement 

Identifier file (TAG) which are used by the Runtime function. 

Provide capability to update the year, day and time. 

Copy measurement values saved on the archive disk (ADF) to magnetic 

tape. 

Analyze recorded magnetic tapes for errors and print a sumnary report 

on contents. 

Playback measurement values saved on ADF or magnetic tapes on the DAS 

CRT terminals. 

Copy and restore all critical DAS disk files to and from magnetic 

tape. 

Control execution of the Offline processing functions and start the 

Runtime Initialization Processing. 

The Runtime Initialization software includes programs and/or subroutlnes 

to initialize disk files, global common areas and data sources required for 

execution of the Runtime operation. The processlng functions are as follows: 

1. 

2.  

3 .  

4 .  

Create the Runtime Measurement Information file (MIF) for all 

measurements on the scan list. 

Create a Tag Reference file (TRF) for each measurement in the MIF. 

Initialize a Global Common area (GLBDE) with conversion unlts (raw 

counts to engineering units) and location of data. 

Create a pointer file (PTF) for each measurement on the MIF. 
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5. Create files containing records for each display menu requested. 

6. Initialize the data sources selected for data acquisition. 

The Runtime software includes programs and/or subroutines to perform the 

following functions: 

1 .  

2 .  

3 .  

4. 

5 .  

6 .  

7 .  

8. 

9 .  

Acquire.and record on the archive file (ADF)  a set of data 

measurements from all data sources at operator selected multiples of 

the basic scan time. 

Display current measurement values on the CRT terminals or Color 

Graphic terminals (up to 48 fixed tabs, 8 scroll tabs or 4 plots). 

Display current acquisition and archive status on the CRT terminals. 

Display current values in global data base on the CRT terminals. 

Analyze recorded magnetic tape for errors and print a summary report 

on contents. 

Conduct data checks on validity and value o f  measurements from a 

selected data source. 

Provide capability to send current measurement values to OCS and BCS 

computers. 

Initialize data sources selected for data acquisition. 

Update the computers clock from the MCS timing system. 

10. Control execution of the Runtime processing functions including 

termination. 
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4.6 SOLAR I SOFTWARE INTERFACES 

Figure 3-15 shows the hardware interfaces between the various Solar I 

systems. Paragraphs 4.1 through 4.5 have described the software for each of 

these systems. 

these systems. 

The following paragraphs describe the software interfaces for 

4.6.1 Collector Field Software Interfaces 

The Collector field software (HAC) interfaces with the OCS, DAS, and the 

MCS Timlng System. The OCS to HAC interface consists of OCS comnands to the 

HAC to Stow, Unstow, Standby, Track, Decrease, Increase, Defocus, Stow-Hi-Wind 

(STHIWIND) and Status. HAC to OCS responses are alarms or errors and status. 

The status includes the field (all heliostats), Individual Heliostat 

Controllers (HC) and ring status. 

The HAC to DAS interface is limited to status requests from DAS every 64 

seconds. The HAC response shows the total field status, ring-track status and 

up to 20 individual heliostats status each interrogation. 

The HAC updates its computer clock once each day using universal standard 

time information from the HAC Timing System. 

4.6.2 SDPC Software Interfaces 

The SDPC interfaces with the OCS, DAS and ILS. These interfaces are only 

to the Communication Control Modules (CCM) in the three MV8000's (RS, TSS 

EPGS) as described in paragraph 3.7.1. For OCS, commands can be sent to the 

SPDC to change the state of discretes or change various controllable 
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a t t r i b u t e s  o f  analog var iab les.  Commands may a l s o  be sent t o  request d i s p l a y  

o f  t he  cu r ren t  values of analog o r  d i g i t a l  in format ion.  The commands a re  

p r i m a r i l y  generated by t h e  automation software f o r  s ta r tup ,  mode t r a n s i t i o n ,  

e t c ,  

The DAS i n t e r f a c e  i s  s t r i c t l y  f o r  data gather ing.  

and d i g i t a l  i n fo rma t ion  from the SDPC based on a scan l i s t  se t  up by the  

operator.  

The DAS requests analog 

The ILS i n t e r f a c e  provides f o r  accept ing operator commands over a data 

highway and t r a n s m i t t i n g  these commands t o  the  f i e l d  t o  s t a r t  o r  stop pumps, 

open o r  c lose valves, e t c .  Analog and d i g i t a l  ta lkback (pump running, va lve 

closed, v a r i a b l e  value, etc.)  are a v a i l a b l e  over the same data highways. 

4 . 6 . 3  OCS Software I n t e r f a c e s  

I n  a d d i t i o n  t o  I n t e r f a c i n g  w i t h  the  HAC (paragraph 4 .6 .1 )  and the SDPC 

(paragraph 4 .6 .2 )  the OCS i n t e r f a c e s  w i t h  the DAS and the  MCS Timing System. 

The OCS/OAS i n t e r f a c e  i s  s t r i c t l y  f o r  data gather ing.  OCS requests analog and 

d i g i t a l  i n fo rma t ion  from the DAS based on scan l i s t s  f o r  d i sp lays  made up by 

the operator.  There i s  no software f o r  DAS t o  receive data f rom OCS. 

The OCS updates i t s  computer c lock once per day a t  m i d n i t e  us ing un ive rsa l  

standard t h e  In fo rma t ion  f rom the HCS Timing System. 

4 . 6 . 4  I L S  Software I n t e r f a c e s  

ILS only  i n te r faces  w i t h  the  SDPC as described I n  paragraph 4 . 6 . 2 .  
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4.6.5 DAS Software Interfaces 

In addition to interfacing with the HAC, SDPC and OCS (paragraphs 4.6.1 

through 4.6.3), DAS interfaces with the DARMS, SHIMMS and MCS Timing System. 

The DARMS interface i s  for gathering data throughout the plant which i s  

separate from and in addition to SDPC data. These data are used for 

engineering evaluation of system and plant performance. 

The SHIHMS interface i s  for gathering data on specially instrumented 

heliostats and meterologlcal measurements. 

per second per the scan list set up by the operator. 

These data are sent to DAS once 

The DAS updates i t s  computer clock every five mlnutes. Universal standard 

time information i s  requested from the MCS Timing System for that purpose. 



Section 5 

CONTROL SYSTEM AUTOMATION 

The design goal of plant automation was to increase the plant operating 

efficiency and was concentrated in two areas. The first was to improve the 

measureable plant output performance and the second was to decrease the 

workload of the control room operator to achieve more efficient operation. 

Improving the plant output performance included reducing the time required to 

startup the plant and achieve net positive output power, increastng the 

maximum output power levels, extending daily operating time, reducing 

parasitic loads and effectively managing the available energy resources from 

the receiver, thermal storage and auxiliary steam sources. lmprovlng the 

operator effectiveness included providing the operator with enhanced displays 

for operating the plant, providing direct measures of plant efficiency so the 

operator could effectively manage energy resources, reducing the operator 

interaction required for routine tasks and by provid ng a simple, effective 

man-machine interface between the operator and the p ant, A more detailed 

discussion of the plant automation objectives can be found in Reference (7). 

5.1 AUTOMATION DESIGN APPROACH 

The method of approach used to define specific automation requirements to 

meet design goals was based on observations and experience gained in operating 

Solar One. The existing plant operations and control room procedures for 

startup, operation, and shutdown of the major systems were examined and 

analyzed in order to streamline the procedures to reduce startup time as well 
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as minimize operator Interactive tasks wlth the control console. Specific 

operatlonal sequences were analyzed for possible performance improvements and 

automatlon flow charts generated. Speciflc tasks or sequences were identified 

for performance improvement by either manual operation, SDPC or I L S  automation 

or OCS automation. A diagram of the method of approach is shown In Figure 5-1. 

In the initial automation phase emphasis was placed on using existing 

hardware and firmware within the SDPC and I L S  for plant automation in order to 

reduce the requirements for new software withln the OCS computer. 

experience in operating the plant was attained further requirements for 

improving plant performance via operating strategies, procedures, 

modifications to process equipment and further automation through the OCS and 

SDPC systems were generated. 

orlglnal plant design goals of power production operating strategies, as well 

as an automated plant capable of performing a clear day scenario and belng 

controlled from a single operator console. 

A s  more 

This total effort resulted in achieving the 

5 . 2  SUBSYSTEM AUTOMATION IMPLEMENTATION 

As discussed in Section 5.1, specific tasks or sequences that were best 

done manually by the operator, by S D P C / I L S ,  or by OCS were identified as 

candldates for automation. 

implementation in S D P C / I L S  are listed in Table 5-1 for each of the 3 major 

subsystems; RS, TSS, and EPGS (including B O P ) .  Each of these tasks or 

sequences were flowcharted based on the required manual operating procedure. 

The flow chart information was then utilized to determlne the preliminary 

Those tasks or sequences selected for 
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Table 5-1 
SDPC/ILS Subsystem Automation Sequence/Tasks 

Subsystem Sequence/Operation 

Receiver 1. RS Initialization 
2. 
3. Control Mode detection of boiler panels 
4. Temperature setpoint ramp 
5. Feedwater pump control mode transitioning 
6. Downcomer pressurization sequence 
7. Transition from RS flash tank to steam dump system. 
8. Hot standby sequence (Transition from downcomer 

back to RS flash tank) 
9. Auxiliary steam from main steam automation 

Control mode transitioning of the boiler panels 

Thermal Storage 1. Charging pressurization 
2. Charge shutdown 
3. Charging train start and stop sequences 
4. Extraction train auxiliary steam sequence and stop 

5. Extraction train warm sequence and run sequence 
sequence 

Electrical Power 1. 
System and 2. 
Balance of Plant 3. 

4. 
5. 
6.  

7. 
8. 

9 .  

10. 
11. 
12. 

Turbine startup on main steam 
Turbine shutdown on main steam 
Turbine startup on admisslon steam 
Turbine shutdown on admission steam 
Turbine generator low load shutdown 
DA vent valve automation 
DA pressure/NPSH control-aux steam automation 
Cooling tower fan automation 
Turbine main steam drain automation 
Turbine admisslon steam drain automation 
Turbine extraction drain automation 
Extraction port HOV's and non-return valve 
automat l on 



analog and digital configuration for the task/sequence and to define the 

analog I/O requirements. The Beckman MVCU limits of 40 analog lines, 150 

digital lines, 32 analog inputs, 16 analog outputs and the analog I/O 

requirements were considered in assigning automation tasks/sequences to M V C U ' s  

for each subsystem. These assignments and the need for new measurements and 

the need to pass information between M V C U ' s  (via hardwiring) determined the 

requirements for new SDPC hardware such as additional M V C U I s ,  analog I/O 

wiring and 1/0 boards, SCU cards, etc. The additional hardware required to 

implement the automation design for both the Beckman system and the Gould 

Modicon-ILS I s  summarized i n  Table 5 - 2 .  To implement all of the automation 

features in the RS subsystem, one new MVCU was required (MVCU Cl-12) and one 

addltional MVCU was relocated to remote station 1 from remote station 3 (MVCU 

C 3 - 2  became MVCU Cl-11). The analog and digital functions that resided in 

MVCU C 3 - 2  were reconfigured in MVCU C3-1 and MVCU C2-1 which were under 

uti 1 i zed. 

The SDPC automation is implemented within the Beckman and the I L S  systems 

in two forms; autonomous and sequential automation. The autonomous type of 

automation is implemented to operate independently of the operator. 

SDPC logic detects that a pre-determined process condition exists, the logic 

will command the control loop within the subsystem to transition or change 

modes accordingly. The sequential type of automation sends commands if the 

operator or the host computer (OCS)  has enabled the logic via a digital switch 

which is conflgured wlthln the subsystem CCM data base with a designated tag 

identification number (tag I D ) .  Implementation of these subsystem automation 

When the 
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Descript ion 

Table 5-2 
SDPC/I LS Hardware 

Number Used f o r  

Subsystem Control 

Beckman equipment 

MVCU 21 

Analog Input  Cards 104 

Analog Output Cards 34 
Analog Conditioning Module - 
Analog Terminal Board - 

Gould Modicon - I L S  

Analog Mux Input  Cards 5 

Analog Output Cards 0 
Signal  Conditioning U n i t  Cards - 

Rack f o r  New MVCU - 

Number Added 

f o r  Automation 

1 

13 

5 

1 

1 
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tasks and sequences provided the foundation f o r  implementation o f  supervisory 

c o n t r o l .  Using the  OCS as the host computer, OCS i s  ab le  t o  access and 

manipulate the tag ID'S w i t h i n  a subsystem ( d i g i t a l  switches, se tpo in ts ,  

auto/manual s ta te ,  etc.) t o  i n t e r a c t  w i th  the  process t o  perform the 

supervisory c o n t r o l  f unc t i on .  ( A  d e t a i l e d  d e s c r i p t i o n  o f  the SDPC subsystem 

automation i s  documented i n  Reference 8.) 

5.3 PLANT AUTOMATION IMPLEMENTATION 

Supervisory c o n t r o l  was implemented w i t h i n  the OCS computer i n  the f o r m  o f  

FORTRAN programs c a l l e d  "App l i ca t i on  Program (OCS Command F i l e ) "  tasks.  P r i o r  

t o  development o f  the a p p l i c a t i o n  programs, support ing subrout ines were coded 

which were common t o  several  command f i l e s  such as reading o r  s e t t i n g  a value 

o f  a SDPC tag  IO, w r i t i n g  a message t o  a p r i n t e r ,  w a l t i n g  before cont inu ing,  

e tc .  

The next phase o f  a p p l i c a t i o n  program development requi red the c a p a b i l i t y  

t o  t r a n s i t i o n  the Solar One p l a n t  f r o m  one steady-state operat ing mode t o  

another, and e s t a b l i s h  optimum operat ing se tpo in ts  f o r  each power producing 

mode o f  operat ion.  

f i r s t  the c a p a b i l i t y  t o  s t a r t u p  and shutdown each o f  t he  f o u r  major subsystems 

(CS, RS, TSS, EPGS). The OCS s t a r t u p  and shutdown procedures were developed 

making extenslve use o f  t he  SDPC automation c a p a b i l i t y  as the foundat ion f o r  

p l a n t  automation. The s t a r t u p  software was implemented, tested, and modi f ied 

as i n d i v i d u a l  tasks, then i n t e g r a t e d  i n t o  mode t r a n s i t i o n  programs as 

subroutines. The exceptions t o  t h i s  a r e  the RS s t a r t u p  and shutdown 

T r a n s i t i o n i n g  from one operat ing mode t o  another requ i red  
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a p p l i c a t i o n  programs, RSUP and RSSHUT r e s p e c t i v e l y .  These programs a long w i t h  

t h e  automat ic c o l l e c t o r  f i e l d  c o n t r o l  programs CFUP, INTPWR, FULPWR, and 

HOTSTA a r e  standalone tasks.  

mode t r a n s i t i o n s  i s  g i ven  i n  Table 5-3. 

A b r i e f  d e s c r i p t i o n  o f  these programs i n c l u d i n g  

O r i g i n a l l y  t h e  o n l y  requirement 

( s to rage  boosted). I n  o rde r  t o  

t u r b i n e  on RS steam o n l y  (Mode 

g i v e  t h e  operators  t h e  f 

) o r  t o  charge o n l y  w i t h  

two a d d i t i o n a l  c learday scenar i -s  (CLRDY1 and CLRDY5) we 

The u l t i m a t e  goal  o f  p l a n t  automat ion was implementat ion o f  a c l e a r  day 

scenar io  f o r  ope ra t i ng  t h e  p l a n t  throughout t h e  day. 

s t r u c t u r i n g  an a p p l i c a t i o n  program f o r  3 d i f f e r e n t  c l e a r  day scenar ios 

(CLRDY1, CLRDY2, and CLRDYS), u t i l i z i n g  t h e  p r e v i o u s l y  developed program. 

This  was accomplished by 

was f o r  c l e a r  day operat ions i n  Mode 2 

e x i b i l i t y  t o  run  t h e  

t h e  TSS (Mode 5), t h e  

e implemented. The 

c l e a r  day scenar io  a p p l i c a t i o n  programs a c t i v a t e  lower l e v e l  program t a s k  as 

c e r t a i n  process c o n d i t i o n s  become t r u e .  The o rde r  o f  execut ion i s  i l l u s t r a t e d  

by t h e  pie-diagrams o f  F igures 5-2, 5-3, and 5-4 f o r  t h e  3 c learday scenar io  

modes. 

o n l y  those f i l e s  ad jacent  t o  them. 

( t h i r d )  c i r c l e  a r e  a c t i v a t e d  by t h e  a p p l i c a t i o n  programs i n  t h e  i n n e r  (second) 

c i r c l e .  Execut ion o f  these f i l e s  progresses i n  a c lockwise d i r e c t i o n  u n t i l  

e i t h e r  t h e  f i l e  no rma l l y  terminates a f t e r  RS shutdown i s  complete o r  abo r t s  

due t o  a t r i p  c o n d i t i o n .  The OCS i s  i n t e n t i o n a l l y  l i m i t e d  t o  execut ing o n l y  

t h r e e  a p p l i c a t i o n  programs s imul taneously  i n  o r d e r  t o  n o t  overburden t h e  CPU 

w h i l e  per forming o t h e r  OCS f unc t i ons  such as alarms, graphics,  s u r v e i l l a n c e ,  

e t c .  

The c l e a r  day a p p l i c a t i o n  programs which r e s i d e  i n  t h e  cen te r  a c t i v a t e  

The a p p l i c a t i o n  programs i n  t h e  o u t e r  
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Table 5-3 
OCS Supervisory Control Application Program Descrtption 

Program Name 

CFUP 
INTPWR 

FULPWR 

HOTSTA 

RSUP 
RSSHUT 
RSDRAT 
MX91 

MX95 

MXT9 

MX12 

MX21 

MX2 5 

Functional Description 

Controls collector field during receiver startup 
Add power after transitioning from RS flashtank to 
downcomer 
Add power to put entire field in track at time turbine 
brought on line 
Returns collector field to power level compatible with 
RS flashtank operating conditions 
Receiver startup sequencing 
Receiver shutdown sequencing 
Oerates receiver operating conditions 
Mode 9 to mode 1 transition 
Mode 9 to mode 5 transition 
Mode 1,  2, or 5 to mode 9 transition 
Mode 1 to mode 2 transition 
Mode 2 to mode 1 transition 
Mode 2 mode 5 transition 



/ RSDRAT \ 

4 M X T 9  / I 

CFUP I HOTSTA Y 

Figure 5-2. Pie-Diagram of Clear Day Scenario for Mode 2 
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Figure 5-3. Pie-Diagram of Clear Day Scenario for Mode 1 

80 



Figure 54 .  Pie-Diagram of Clear Day Scenario for Mode 5 
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The i n t e r f a c e  f o r  operator manipulat ion o f  OCS command f i l e s  i s  through 

the t w o  OCS console keyboards and CRT's.  

but tons used p r i m a r i l y  f o r  c o n t r o l  o f  t he  p l a n t .  

bu t ton  i s  used t o  send commands as selected by the cursor placement and 

depicted on the  command l i n e  located a t  the bottom o f  the screen. The 

"Select"  bu t ton  i s  used t o  request a c e r t a i n  graphic page from a menu or  

another graphic page v i a  "poke po in ts . "  The t h i r d  push bu t ton  i s  the 

"Operations Menu." This push bu t ton  i s  used t o  d i s p l a y  the  "Operations Menu" 

page which contains a l i s t  and b r i e f  d e s c r i p t i o n  o f  a l l  a p p l i c a t i o n  program 

names, and the operator i n p u t  l abe ls  requi red t o  sRUN" a program. I n  a d d i t i o n  

t o  the RUN c a p a b i l i t y ,  the operator can a l s o  ABORT, HOLD, o r  RESUME a 

program. A d e t a i l e d  descrqptton of  t he  OCS supervisory c o n t r o l  operat ing 

procedures and a p p l i c a t i o n  program sequence o f  events can be found i n  

Reference 9. 

There a re  three dedicated push 

The I'Control I n p u t "  push 

5.4  PLANT OPERATION 

Plant  operat ion f o r  power product ion can be described i n  t e r m s  o f  seven 

major a c t i v i t i e s .  Associated w i t h  each o f  the seven a c t i v i t i e s  a r e  a se r ies  

o f  subtasks which may be manual operat ions o r  computer c o n t r o l l e d  operat tons. 

The seven a c t i v i t i e s  a re  : 1) i n i t i a l  p l a n t  s ta r tup ,  2)  i n i t i a l  c i r c u l a t t o n ,  

3) c o l l e c t o r  f i e l d  s ta r tup ,  4)  rece ive r  s ta r tup ,  5)  t u r b i n e  a c t i v a t i o n  o r  TSS 

charge s tar tup,  6)  shutdown systems, and 7 )  p l a n t  shutdown t o  Mode 8. 

The f o l l o w i n g  paragraphs descr ibe a t y p i c a l  operat ing day f o r  two 

operat ing Modes (1  and 5)  from i n i t i a l  p l a n t  s t a r t u p  t o  p l a n t  shutdown t o  

Mode 8. OCS automatic operat ion i s  assumed i n  both cases. 
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5.4.1 Mode 1 Operat ion 

A t y p i c a l  24 hour S o l a r  I a c t i v i t y  c y c l e  f o r  mode 1 i s  shown i n  f i g u r e  

The t ime-phasing of t h e  tasks  a r e  shown f o r  bo th  a summer and w i n t e r  5-5. 

s o l s t i c e .  The t ype  o f  c o n t r o l  and equipment used by t h e  opera to r  t o  c a r r y  o u t  

t h e  requ i red  a c t i o n s  a r e  a l s o  shown. 

The I n i t i a l  P l a n t  S t a r t u p  begins between 2:OO AM and 3:OO AM depending on 

t ime  o f  year. Th is  task  i nc ludes  s t a r t i n g  up t h e  a u x i l i a r y  steam system, 

condensor vacuum system, deaerator  pressure c o n t r o l  and t h e  condensate and 

c i r c u l a t i n g  water systems. This  i n v o l v e s  having a PEO i n  t h e  f i e l d  t o  va l ve  

i n  t h e  systems, rack i n  breakers and mon i to r  each system as i t  s t a r t s  up. The 

CO s t a r t s  each system from SDPC switches i n  t h e  c o n t r o l  console. This  e f f o r t  

takes approximately 1 1 / 2  hours t o  complete. 

The I n i t i a l  Condensate C i r c u l a t i o n  through t h e  r e c e i v e r  i s  s t a r t e d  as soon 

as t h e  water chemistry i s  w i t h i n  t h e  r e q u i r e d  s p e c i f i c a t i o n s .  The r e c e i v e r  

feedpump i s  s t a r t e d  from t h e  SDPC and f l o w  i s  es tab l i shed  through t h e  r e c e i v e r  

f l a s h  tank bypassing t h e  r e c e i v e r .  

when i t  i s  s a t i s f a c t o r y ,  f l o w  i s  es tab l i shed  through t h e  r e c e i v e r  panels. 

Th is  i s  accomplished by t h e  CO through t h e  SDPC console. 

water  chemistry,  observes t h e  r e c e i v e r  f i l l  and ven t ing  and, once i t  i s  f i l l e d  

and pressur ized,  c l imbs up i n t o  t h e  r e c e i v e r  t o  i n s p e c t  f o r  leaks.  

The water chemist ry  i s  t e s t e d  again and 

The PEO t e s t s  t h e  



a 

C C 

84 



During the initial circulation the collector field will be readied for 

service. This involves having the CO work at the HAC console to release the 

DEFOCUS comnand, put in the proper aimpolnt file, and unstow the field. 

Unstow causes all heliostats to point at a standby point, away from the 

receiver, ready to be put into track on the receiver. The PEO tours the field 

to verify it is clear of objects, free stuck heliostats and report problems 

wlth any heliostats. 

Once these three activities are complete receiver startup can begin. All 

operations so far have been manual or through the SDPC console. From this 

point on, operation will be controlled by an OCS application program wlth some 

operator assistance or permission (see References 4 and 9 for details). 

operate in Mode 1, the CO starts the "CLRDYl" program through the OCS 

console. This program starts the receiver startup task which initializes the 

recelver (checks for proper valve alignment, puts GN2 on RS flash task to 

maintain adequate pressure, checks equal preheat panel flow, etc) and waits 

for the insolation to increase (NIP2100 WSM) before proceeding. 

NIP is greater than 100 WSM the collector field startup task is enabled 

(CFUP). 

allows the power to be brought on gradually (15-20 minutes). 

heliostats put in track on each panel for each step is computed by an 

algorithm which includes time-of-day, insolation and panel flow rate as 

inputs. 

exceeds 400'F. Each panel goes into temperature control when the panel metal 

temperature exceeds 6OOOF. 

To 

When the 

The heliostats are put in track on the receiver in 7 steps which 

The number of 

Each panel goes into flow control when the panel metal temperature 



When a l l  18 panels a re  i n  temperature c o n t r o l  the  OCS monitors and 

mainta ins rece iver  f l o w  a t  35 KLBH by modulat ing the  c o l l e c t o r  f i e l d .  As  soon 

as the  RS o u t l e t  steam superheat exceeds 75*F  t he  downcomer i s  au tomat i ca l l y  

pressur ized and the  steam dump put  i n t o  serv ice.  The RS f l a s h  tank i s  now 

removed from serv ice  and the  steam pressure and temperature are  brought up t o  

740 p s l a  and 765°F respec t i ve l y .  The TSS e x t r a c t i o n  aux. steam system can be 

shutdown. A t  t h i s  p o i n t  rece iver  s t a r t u p  I s  complete. 

Since s t a r t i n g  the  CLRDYl task the  CO and PEO have been mon i to r ing  the 

d i f f e r e n t  a c t i v i t i e s  as they occurred. As t he  Turbine A c t i v a t i o n  i s  s t a r t e d  

the  CO and PEO w i l l  checkout and ad jus t  the  var ious subsystems requ i red  f o r  

t u r b i n e  s t a r t u p  and operat ion.  The OCS CLROYl program w i l l  cont inue by 

commanding the  c o l l e c t o r  f i e l d  t o  in te rmed ia te  power (50 KLBH rece ive r  f l ow)  

and au tomat ica l l y  a l i g n i n g  EPGS valves f o r  t u r b i n e  warmup and drainage and 

s t a r t i n g  the  t u r b i n e  EHC systems. 

on the  t u r b i n e  panel so the  SDPC can c o n t r o l  se lected t u r b i n e  c o n t r o l l e r s .  

The CO w i l l  manually warm, r o l l  and synchronize the  t u r b i n e  t o  the  SCE g r i d .  

Once on- l ine,  the  SDPC w i l l  au tomat ica l l y  load the  tu rb ine ,  p u t  the  tu rb ine  i n  

pressure con t ro l ,  r a i s e  the  pressure se tpo in t  t o  1300 p s i a  and ENABLE the  

steam dump a t  1350 p s i a  as a sa fe ty  i n  case o f  t u rb ine  t r i p .  The OCS w i l l  

then command the  c o l l e c t o r  f i e l d  t o  f u l l  power ( a l l  a v a i l a b l e  h e l i o s t a t s  i n  

t r a c k ) .  The p l a n t  i s  now i n  Mode 1 operat ion w i t h  the  CO and PEO on ly  

requ i red  t o  perform normal mon i to r ing  o f  p l a n t  s ta tus .  

The CO must ENABLE the  GE computer sw i tch  
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Mode 1 operation wil l  continue u n t i l  the  insolat ion reduces enough t o  cu t  

t o t a l  receiver flow r a t e  t o  l e s s  than 62 KLBH. If t h i s  occurs a f t e r  1:30 PM, 

the  OCS s t a r t s  the  receiver  derated program (RSDRAT) which monitors the RS 

flowrate over a seven minute window and based on the  r e s u l t s  (and the  amount 

of superheat ava i lab le)  slowly reduces t h e  turbine pressure se tpoin t  and RS 

temperature se tpoin t  u n t i l  specif ied lower l imi t s  a r e  reached (720 p s i g ,  

705OF). A t  t h i s  time the  turbine/receiver  shutdown sequence (RSSHUT) i s  

act ivated by the  OCS. 

pressure control back t o  the steam dump valve. T h e  SDPC turns a l l  motor 

driven pots on the turbine panel t o  zero. T h e  OCS i n i t i a t e s  a hot standby 

task (HOTSTA) which removes h e l i o s t a t s  from t rack  u n t i l  t h e  t o t a l  receiver  

flow i s  35KLBH. A t  t h i s  point the  flow i s  switched t o  the  f l a s h  tank and t h e  

downcomer i s  shutdown. The CO wil l  then manually "DEFOCUS" the c o l l e c t o r  

f i e l d  through a hardwired pushbutton on the receiver  console. 

defocus a l l  h e l i o s t a t s  and close a l l  RS temperature control valves t o  allow 

the  receiver t o  cool down slowly. The bypass valve t o  t h e  RS f l a s h  tank i s  

opened 25% t o  allow f i l i n g  of t h e  f l a s h  tank t o  32 inches. When th i s  occurs, 

t h e  OCS shuts down the receiver feedwater pump and a l igns  a l l  receiver  valves 

t o  a shutdown condition. 

shutdown and has manually sen t  the h e l i o s t a t s  t o  a stow posi t ion a t  the HAC 

console. 

breaker, and performs various other  tasks  t o  s h u t  down t h e  turbine.  

The turbine i s  taken o f f l i n e  on low-load by t ransfer ing  

T h i s  wi l l  

During t h i s  period the  CO has been monitoring t h e  RS 

The PEO p u t s  t h e  turbine on t u r n i n g  gear,  racks out the generator,  



F i n a l  p l a n t  shutdown t o  Mode 8 Involves the  C O  stopping much o f  t he  p l a n t  

equipment through the SDPC w h i l e  the  PEO c a r r i e s  ou t  a wide v a r i e t y  o f  

shutdown r e l a t e d  tasks throughout the  p l a n t .  

va l v ing  systems out  o f  serv ice  t o  prevent n a t u r a l  c i r c u l a t i o n s  o r  c o n t r o l  

va lve leak t h r u  f rom d r a i n i n g  or  f l o o d l n g  system components. I n  add i t i on ,  

GN i s  s e l e c t i v e l y  valved i n t o  serv ice  t o  p rov ide  the  necessary b lanket ing  

environment. 

These tasks p r i m a r i l y  i nvo l ve  

2 

5 .4 .2  Mode 5 Operation 

A t y p i c a l  24 hour Solar  I a c t i v i t y  cyc le  f o r  Mode 5 i s  shown i n  F igure 

5-6. As shown, i t  i s  the  same as the  a c t i v i t y  cyc le  f o r  Mode 1 (F igure  5-5) 

except the  TSS charging system i s  s t a r t e d  and used ins tead o f  t he  

turbine-generator.  Thus, the  f i r s t  th ree  a c t i v i t i e s  ( i n l t i a l  p l a n t  s ta r tup ,  

i n i t i a l  condensate c i r c u l a t i o n ,  and c o l l e c t o r  f i e l d  s ta r tup )  w i l l  be the  same 

(see paragraph 5.4.1) except f o r  d e l e t i n g  any e a r l y  tasks i n v o l v i n g  the  

t u r b i n e  and i n c l u d i n g  tasks requ i red  f o r  TSS charglng operat ion.  

Once these th ree  a c t i v i t i e s  are complete rece iver  s t a r t u p  can begin. As 

i n  the  Mode 1 rece iver  s ta r tup ,  t he  operat ion w i l l  be c o n t r o l l e d  by an OCS 

a p p l i c a t i o n  program w i t h  some operator ass is tance or  permission (see Reference 

4 and 9 f o r  d e t a i l s ) .  

through the  OCS console. The C O  w i l  

t r a i n  (1 o r  2 o r  both)  i s  t o  be used 

To operate i n  mode 5, the  CO s t a r t s  the  CLRDYS program 

spec i fy  a t  t h i s  t ime which charging 
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Receiver s t a r t u p  w i l l  be the same as descr ibed f o r  mode 1 i n  paragraph 

5.4.1. The tasks i nc lude  i n i t i a l i z i n g  the  rece iver ,  s t a r t u p  o f  t he  c o l l e c t o r  

f i e l d ,  g e t t i n g  a l l  panels i n t o  temperature con t ro l ,  p ressu r i z ing  the 

downcomer, and f i n a l l y  p u t t i n g  the  steam dump i n  serv ice  and t a k i n g  the  RS 

f l a s h  tank ou t  o f  serv ice.  A t  t h i s  p o i n t  rece iver  s t a r t u p  i s  complete. 

The OCS CLRDY5 program w i l l  cont inue by commanding the c o l l e c t o r  f i e l d  t o  

in termediate power (50 KLBH rece iver  f low)  and au tomat ica l l y  a l i g n i n g  d r a i n  

valves f o r  warmup o f  the  TSS charging systems. The OCS program w i l l  b r i n g  the  

charge system up t o  the p o i n t  where one or  both o f  t he  o i l  pumps must be 

s ta r ted .  When the  CO s t a r t s  the  pump, through a hardwired pushbutton, t he  

program cont inues by p ressu r i z ing  the  t r a i n ,  s e t t i n g  up the  TS f l a s h  tank f o r  

charglng operat ion,  and f i n a l l y  moving RS pressure c o n t r o l  f rom the  steam dump 

t o  the  TSS charging steam i n l e t  valve.  A t  t h i s  t ime the  o i l  i s  being heated 

by r e c i r c u l a t i n g  i t  through the  TSU bypass l i n e .  As  soon as the  o i l  

temperature i s  above 500°F the  program automat ica l l y  a l i g n s  valves t o  rou te  

the  ho t  o i l  t o  the  top  mani fo ld  o f  the  TSU. When the  o i l  temperature goes 

above 570°F t he  o i l  temperature c o n t r o l l e r  i s  pu t  i n  automatic and the  p l a n t  

I s  now i n  Mode 5 .  The CO and PEO are  requ i red  on ly  t o  per form normal 

mon i to r ing  o f  t he  p l a n t  s ta tus .  

Mode 5 operat ion w i l l  cont inue u n t i l  one o f  several  cond i t ions  occur. I f  

the  o i l  being drawn out  o f  the  bottom o f  the  tank i s  g rea ter  than 45OoF, the  

OCS w i l l  pu t  the  p l a n t  i n  Mode 9 and shut down the  charging t r a i n .  I f ,  be fore  

t h i s  happens, the  rece iver  f l o w  r a t e  becomes less  than 42 KLBH and t h i s  occurs 

a f t e r  2:30 P.M., t he  OCS s t a r t s  the  rece ive r  derated program (RSDRAT). This  
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program monitors the  RS f l o w r a t e  over a seven minute window and, based on the  

r e s u l t  (and the  amount o f  superheat a v a i l a b l e ) ,  s low ly  reduces t h e  temperature 

s e t p o i n t  u n t i l  a s p e c i f i e d  lower l i m i t  i s  reached ( 7 5 5 O F ) .  A t  t h i s  t ime the 

OCS takes the charging t r a i n  ou t  of t he  se rv i ce  and puts  t h e  p l a n t  i n  mode 9. 

I f  the  RS f l o w r a t e  i s  g rea te r  than 35 KLBH the  CLRDY5 program w i l l  abor t ,  

l eav ing  the  p l a n t  i n  mode 9 and n o t i f y i n g  t h e  CO o f  t h e  p l a n t  s ta tus .  I f  the  

f l o w r a t e  I s  l e s s  than 35 KLBH t h e  OCS s t a r t s  the  RS shutdown sequence (RSSHUT) 

which takes the  rece ive r  ou t  of se rv i ce  as descr ibed i n  paragraph 5.4.1. 

CO and PEO then p u t  t he  p l a n t  i n t o  mode 8. 

The 



Sect ion 6 

MAN-MACHINE INTERFACE 

6.1 GENERAL 

The Man-Machine I n t e r f a c e  f u n c t i o n  1 s  def ined I n  terms o f  moni tor  and 

d i sp lay  and con t ro l s .  I t  cons is ts  o f  In fo rmat ion  exchange between the  

operator and the  c o n t r o l  hardware and software through c o l o r  CRT's ,  keyboards, 

f unc t i on  keys, l i g h t  pens, p r i n t e r s  and aud ib le  annunciators. Monitor and 

d i sp lay  covers alarms, operator  messages, p r i n t e r s ,  s ta tus,  t rends, x-y p l o t s  

and graphics f o r  each o f  t he  systems and the  o v e r a l l  p l a n t .  Contro ls  covers 

implementation o f  operator  commands through use o f  the  keyboards or  f u n c t i o n  

keys o r  us ing the  l i g h t  pens through the  graphics.  

A t  So lar  I ,  the  Man-Machlne I n t e r f a c e  I s  accomplished by the  Master 

Contro l  Console shown i n  F igure 6-1. This console provides s ta tus  i n fo rma t ion  

f o r  a l l  systems and c o n t r o l  c a p a b i l i t y  i n  e i t h e r  a manual o r  automatic mode o f  

operat ion.  A layout  o f  t he  console con f igu ra t i on  i s  shown i n  F igure 3-3. A 

f r o n t  view o f  the rece iver  console i s  shown I n  F igure 6-2. The cab ine t  

conta ins two operator  s t a t i o n s  as w e l l  as the  BCS moni tor  CRT and a 6 channel 

t rend recorder .  The TSS and EPGS console i s  shown i n  F igure 6-3. The TSS and 

EPGS dedicated pushbutton panels a re  c l e a r l y  shown i n  t h i s  f i g u r e .  F igure 6-4 

shows the  OCS console l ayou t  which inc ludes a CRT f o r  OCS t rends.  F igure  6-5 

shows the  operator s t a t i o n  f o r  the Co l l ec to r  System. I t  inc ludes a s ta tus  

d i sp lay ,  graphics d isp lay ,  a p r i n t e r  f o r  alarms and operator  messages and 

f l oppy  d i sc  storage. The t u r b l n e  console i s  a separate console, as shown i n  

F igure  6-6. I t  provides con t ro l s  t o  warm and run up the  t u r b i n e  t o  sync 
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Figure 6-4. OCS Console 
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speed, synchronize the  generator on l i n e  and load the  t u r b i n e .  

can be operated us ing main steam from the  rece ive r  o r  admission steam from the 

TSS e x t r a c t i o n  system. 

The t u r b i n e  

The f o l l o w i n g  paragraphs g i v e  an overview o f  t h e  var ious man machine 

i n t e r f a c e  components. De ta i l ed  opera t i ona l  i n fo rma t ion  may be found i n  

References 1, 2, 3 ,  and 19. 

6.2 SYSTEM CONTROL -SDPC 

The SDPC conta ins f o u r  independent "operator s ta t i ons , "  each c o n s i s t i n g  o f  

a 19 i n c h  c o l o r  graphic CRT, an alarm annunciator keyboard, an operator  

keyboard, a l i g h t  pen and p r i n t e r s .  

t he  RS s t a t i o n  which i s  t y p i c a l  f o r  a l l  s t a t i o n s .  As shown, any operator 

s t a t i o n  can be connected t o  any one o f  t he  t h r e e  Beckman MV8000 systems (RS, 

TSS o r  EPGS) by us ing the  Console Access Processor (CAP) switch.  Also a l l  

t h r e e  systems a re  connected t o  t h e  OCS (hos t  computer) through t h e i r  

respec t i ve  Host Con f igu ra t i on  Processor (HCP). 

F igu re  3-10 dep ic t s  the  i n t e r f a c e s  f o r  

F igure 6-7 shows the  rece ive r  system operator s t a t i o n  w i t h  the  operator 

keyboard, a larm keyboard, CAP swltches, l i g h t  pen and CRT. The func t i ons  

a v a i l a b l e  through t h i s  t y p i c a l  SDPC operator s t a t i o n  a r e  descr ibed below. 

6.2.1 Operator Keyboard 

The Operator Keyboard I s  a c a p a c i t i v e  touch-pad type o f  s o l i d  s t a t e  

cons t ruc t i on .  This c o n s t r u c t i o n  provides a hermetic seal aga ins t  the 
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environment, and eliminates moving parts. The Operator Keyboard is divided 

into three (3) basic functional categories: DISPLAY REQUEST KEYS, LOOP CONTROL 

KEYS, ALPAH-NUMERIC KEYS. Figure 6-8 shows a typical operator keyboard. 

The display request keys are the starting point for all display requests. 

The displays available for process monitoring and control are divided into' 

five (5) basic categories: 

1. Overview Displays 

2. Group Displays 

3. Loop Detail Displays 

4. Plant Graphics Displays 

5. Historic Trends Displays 

Loop Control keys provide for changing setpoints and outputs on controlled 

loops, changing control modes for loops from "automatic" to "manual," and/or 

"console" to "cascade", and vice-versa. 

which is being displayed and is active. 

All actions are directed to a loop 

The Alpha-Numeric keys are used for inputting combinations of numerical 

and alphabetical InformatIon into the system. For example, numeric data would 

include actual values for manipulation of loops, numbers of groups, or display 

pages for display requests. 

letters which are used in the system along with numbers to further identify 

loops, system components, and their associated displays. 

additional nomenclature printed o n  these keys is associated wlth their use in 

generating graphics. 

The alphabetical keys provide for inputting 

Note that the 



6.2.2 Alarm Keyboard 

The alarm keyboard is shown in Figure 6-8. It has 32 group keys and 4 

page keys. The function of a group key is to indicate an alarm state for a 

group by turning red or yellow. 

the alarm status display for that group. 

associate the group keys to one o f  the four overview pages. 

the page keys cause the group keys to represent groups 1-32, or 33-64, or 

65-96, or 97-128. A green backlighted region on each page key indicates when 

the group keys are indexed to its page. 

Also, by pressing a group key you can call up 

The function of the page keys is to 

In other words, 

Four other keys on this panel allow the operator to test all the LEDs on 

the panel ( T E S T ) ,  call up the diagnostic summary display showing diagnostic 

information from the system ( D I A G  SUM), silence the console based alarm horn 

( S I L )  and acknowledge alarms and diagnostics (ACK). 

6.2.3 ALarm Printer 

When an alarm occurs, it is automatical 

description, and time of occurrence. Alarm 

normal will also be printed out with their 

y printed out with tag, 

acknowledgement and return to 

ime o f  occurrence. If the Alarm 

Printer fails, the System Printer will automaticaly take over the duties of 

the Alarm Printer. Normal duties of the System Printer will then be 

interrupted any time that system broadcasts alarm information. 
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6 . 2 . 4  System P r i n t e r  

When the COPY PAGE key I s  pressed the System P r i n t e r  w i l l  p r i n t  out  the 

i n fo rma t ion  c u r r e n t l y  on the screen. 

t he  alarm p r i n t e r ' s  du t i es ,  the "copy page" f u n c t i o n  w i l l  be au tomat i ca l l y  

terminated when t h a t  system s t a r t s  t r a n s m i t t i n g  alarm in format ion.  The ltcopy 

page" func ion has t o  be requested again a f t e r  the alarm in fo rma t ion  has been 

p r i n t e d  out.  

If the  S y s t e m  P r i n t e r  i s  a l s o  handl ing 

The System P r i n t e r  i s  connected t o  a p a r t i c u l a r  systems (RS, TSS, EPGS) 

through the SYSTEM PRINTER se lec to r  swi tch shown on F igure 6-8. 

6 .2 .5  L i g h t  Pen 

The MV8000 provides a l i g h t  pen as an operator convenience i tem. The 

l i g h t  

ways : 

1 

2 

Graph 

3 

pen can be used t o  reduce the  number o f  requi red keystrokes i n  several  

Fo r  c a l l i n g  Group Displays from the Overviews. 

Fo r  c a l l i n g  up Graphics Displays from the Overviews o r  another 

c s  Display.  

Fo r  en te r ing  loop tags f o r  Loop D e t a i l  Displays; adding the  tags t o  

the Trend Display (any t ime base, and a l s o  Hour ly Average Disp lay) ;  f o r  addlng 

tags t o  a Temporary Group B u i l d  Display.  

4. For a c t i v a t i n g  a loop f o r  c o n t r o l  changes. 

The l i g h t  pen i s  used by p o i n t i n g  i t  a t  the t a r g e t  area, i . e . ,  the t a g  o r  

group number, and touchlng the  f i n g e r t i p  t o  the c a p a c i t i v e  p o r t i o n  of the pen. 
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6.2.6 Dedicated Pushbuttons 

The dedicated pushbutton panels allow the operator easy access to the 

controls for various major pieces of equipment. 

emergency trip pushbuttons for each system and the overall plant as well as 

dedicated system trip/reset and other important status lights. Figures 6-9 

and 6-10 show the panel configuration for the RS, TSS and EPGS. 

shows the configuration for the Master Control System (Plant) panel. 

The panels also include 

Figure 6-11 

6.3 PLANT CONTROL - OCS 

The man-machine interface for OCS consists of information exchange between 

the OCS computer and the operator through the two 19-inch color graphic CRT's, 

operator keyboards, function keys, light pens and printers. Figure 6-5 shows 

the OCS control room consoles. Detailed operation of the keyboards, function 

keys, etc., may be found in Reference 4. 

6.3.1 Operator Keyboards 

The operator keyboards contain alphanumeric keys which are used for 

inputting combinations of numerical and alphabetical information Into the OCS 

for control and monitoring. 

these keys is associated with their use in generating graphics. 

In addition, the extra nomenclature printed on 

6.3.2 Function Keys 

Twenty-four special function keys are included on the OCS keyboard. 

Figure 6-12 shows the configuration and assignment of these keys. 

are color coded to aid in operation. The primary functions are control, 

display menu's, paging, trend dlsplays and servicing alarms. Since alarms are 

The keys 
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handled from a plant standpoint in OCS a few more words here are needed. 

SILENCE function key will silence an audible horn on any one of the three SDPC 

systems (RS, TSS, EPGS). The ACKNOWLEDGE function key will acknowledge an 

alarm on any system as long as the loop appears on the respective OCS CRT. 

The ALARM SUMMARY key will display the last 20 alarms from all systems, 

integrated in time, with up to 5 pages available (last 100 alarms). 

alarm printer prints all system alarms, as they occur, are acknowledged and 

clear. 

The 

The OCS 

6.3.3 Light Pen 

The light pen is used to quickly position the cursor anywhere on the CRT. 

It is normally the first step an operator takes when performing an action 

(start, stop, change setpoint, etc.). The cursor can be moved manually at 

operator discretion. 

6.3.4 Trend/X-Y Displays 

Time history plots of up to four variables per plot are available on the 

OCS Trend CRT. A trend list provides 24 hour trending of up to 60 variables. 

The trend plots may be real time or historical. Real time trends are not 

limited to those tag I D ' S  on the trend list. 

are snapshots of up to 24 variables using the values availabe at the time the 

display is called up. 

function key. 

X-Y plots are available which 

An update may be made at any using the TREND UPDATE 

The Trend or X-Y plot may be printed on the Trend hardcopy printer using 

the PRINT TREND function key. 
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6.4 TURBINE CONTROL 

Turbine c o n t r o l  i s  accomplished through f i v e  panels on t h e  t u r b i n e  console 

shown i n  F igu re  6-6. From these panels t h e  CO can warm and r o l l  t h e  t u r b i n e ,  

synchronize t h e  generator  t o  t h e  l i n e ,  load t h e  t u r b i n e  and setup t h e  main 

i n l e t  va lve t o  c o n t r o l  r e c e i v e r  pressure. The f o l l o w i n g  paragraphs b r i e f l y  

descr ibe t h e  panel operat ions.  (see Reference 19 f o r  d e t a i l e d  opera t i ng  

d e s c r i p t i o n s ) .  

6.4.1 Panel 1 

Panel 1 i s  shown i n  F igu re  6-13. This  panel i s  t h e  c o n t r o l s  f o r  t h e  main 

steam and admission steam ( low  pressure) s top  valves,  t h e  pressure l e v e l  

( s e t p o i n t )  c o n t r o l s  and t h e  IN-OUT c o n t r o l  used t o  change t h e  con t ro  l e r s  f rom 

load c o n t r o l  t o  pressure c o n t r o l .  Con t ro l  va l ve  p o s i t i o n  i n d i c a t o r s  and 

pressure and temperature i n d i c a t o r s  a r e  a l s o  provided. 

panel a r e  used t o  warm up t h e  t u r b i n e  d u r i n g  s t a r t u p  and p u t  t h e  c o n t r o l  

valves under pressure c o n t r o l  ( I W O U T )  a f t e r  t h e  generator  i s  on - l i ne .  

The c o n t r o l s  on t h i s  

6.4.2 Panel 2 

Panel 2 i s  shown i n  F igu re  6-14. This  panel has t h e  s t a r t u p  speed/load 

c o n t r o l ,  speed i n d i c a t o r ,  a c c e l e r a t i o n  i n d i c a t o r  and load l i m i t  c o n t r o l .  The 

speed load c o n t r o l  i s  used t o  r o l l  t h e  t u r b i n e  and b r i n g  i t  up t o  sync speed. 

Once t h e  generator  i s  on- l ine,  t h e  s t a r t u p  speed IN/OUT w i l l  be s e t  a t  OUT and 

t h e  speed c o n t r o l  w i l l  be used t o  i n i t i a l l y  load t h e  t u r b i n e  u n t i l  t h e  CO i s  

ready t o  p u t  t h e  c o n t r o l  valves i n  pressure c o n t r o l .  

r e s e t  pushbutton i s  hardwired on t h i s  panel. 

An emergency t r i p  and 
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1-1 
INDICATOR 

EMERGENCY TRIP 
RESET 

ACCELERATION 
HIGH RANGE LOW I 

STARTUP SPEED CONTROL 
MANUAL SPEED SETPOINT , 

Panel No. 2 
Figure 6-14, Turbine Console - Panel No. 2 



6.4.3 Panels 3 and 4 

Panels 3 and 4 a re  shown i n  F igure  6-15. These panels con ta in  var ious 

push but tons and s ta tus  l i g h t s  requ i red  du r ing  s t a r t u p  and normal t u r b i n e  

opera t ion .  

t o  a l l o w  t h e  opera tor  t o  connect t h e  SDPC t o  t h e  t u r b i n e  panel  f o r  var ious  

startup/shutdown operat ions.  

Inc luded on panel 3 i s  a spec ia l  pushbutton (COMPUlER ENABLE PB) 

Panel 4 inc ludes  t h e  c o n t r o l s  and i n d i c a t o r s  requ i red  f o r  t h e  automat ic 

s t a r t u p  and sync fea tu re  a v a i l a b l e  w i t h  t h i s  t u r b i n e .  Th is  f e a t u r e  has t h e  

c a p a b i l i t y  t o  r o l l  t h e  t u r b i n e  au tomat i ca l l y  t o  1000 RPM, ho ld  u n t i l  t h e  

opera tor  releases, r o l l  up t o  3750 RPM, ho ld  u n t i l  t h e  opera tor  re leases,  and 

t h e  synchronize t h e  generator  t o  t h e  g r i d .  

over  a t  t h i s  p o i n t  t o  p u t  t h e  t u r b i n e  i n  pressure c o n t r o l .  

The CO ( o r  SOPC/OCS) would take  

6.4.4 Generator Panel 

The generator  panel ,  shown i n  F igure  6-6, con ta ins  t h e  sync scope as w e l l  

as i n d i c a t o r s  showing t h e  generator  ou tpu t  vo l tage,  cu r ren t ,  power and v o l t  

amp reactance, f i e l d  e x c i t a t i o n  vo l tage and c u r r e n t  and t h e  g r i d  ( running)  

l i n e  vo l tage.  The opera tor  must match up t h e  approp r ia te  vo l tages and s e t  up 

t h e  f i e l d  e x c i t a t i o n  be fore  p u t t i n g  t h e  generator  on- l ine .  Var ious o t h e r  

e l e c t r i c a l  r e l a t e d  i n d i c a t i o n s  (breaker  c losed, 33KV l i n e  vo l tage,  e t c )  a re  

a l s o  a v a i l a b l e  on t h i s  panel .  
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Sect ion 7 

CONTROL SYSTEM V E R I F I C A T I O N  AND TESTING 

The p l a n t  c o n t r o l  system v e r i f i c a t i o n  and t e s t i n g  was accomplished as p a r t  

o f  the  o v e r a l l  opera t iona l  t e s t  program f o r  Solar  One. This  t e s t  program, 

which began i n  December o f  1981, cons is ted o f  th ree  ser ies  o f  t e s t s  which were 

designed t o  f u l l y  demonstrate the  p l a n t  operat ing c a p a b i l i t i e s  and t o  gather 

operat ing,  maintenance, performance and r e l a t e d  cos t  data app l i cab le  t o  f u t u r e  

c e n t r a l  rece iver  programs. The t e s t  ser ies ,  which are  documented i n  

References 13, 14, 15,  16, 17 and 18 consis ted o f :  

I .  Star tup  (1000 Ser ies Test )  

11. Manual Contro l  (1100 Ser ies Tests) 

111. Automatic Contro l  (1200 Ser ies Tests) 

The scope o f  each t e s t  ser ies  and the  s p e c i f i c  p l a n t  c o n t r o l  system t e s t s  

conducted as a p a r t  o f  each ser ies  i s  discussed i n  the f o l l o w i n g  paragraphs. 

7.1 STARTUP (1000 SERIES) TESTS 

The 1000 Ser ies t e s t s  inc luded the  t e s t i n g  requ i red  t o  s t a r t u p  the  

and b r i n g  them i n t o  a f u l l y  opera t iona l  rece iver  and thermal storage systems 

s ta tus .  The s p e c i f i c  goals were to :  

(1 )  demonstrate the  i n teg ra ted  

p l a n t  ( rece ive r  and thermal storage) 

(11) v e r i f y  s a t i s f a c t o r y  cont ro  

cond i t ions .  

pe ra t i on  o f  the  so la r  p o r t i o n  o f  t he  

wi th  o ther  p l a n t  systems and 

system operat ton under ac tua l  opera t ing  
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The major elements of the 1000 Series Tests were 

(1) 1010 - Receiver “Cold Flow“ (Controls) 
preoperational test 

(11) 

( i l l )  1040A - Thermal Storage Activation 

(iv) 10408 - Thermal Storage Charging and Extraction (Controls) Test 

1030Adr8 - Recelver Steam Generation (Controls Test 

7.1.1 1010 - Receiver “Cold Flow” (Controls) Test 

The 1010 Recelver “cold flowaf controls tests were conducted only on those 

controller loops required for condensate flow to the flash tank with no power 

applied to the receiver. The principal flow paths for the 1010 test are shown 

in Figure 7-1. Tests were run at the lower operating pressure ( S  485 psla) 

and flows (<40,000 LBH) for the receiver flash tank. Two types of controls 

tests were conducted; closed loop and open loop. The acceptance criteria for 

the closed loop tests were as follows; 1 )  closed loop response is stable and 

well behaved in the presence of setpoint changes and process disturbances, 2) 

mode switching transients do not degrade plant operation or cause condltions 

to exceed design requirements, 3) all alarms and lqmits are acceptable for 

safe, controlled operation, 4) control logic for initialization, mode 

transfers, and shutdown is satisfactory. 

The objectives for the two types of 1010 controls tests and the control 

loops tested were as follows: 
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1. Obtain process control oDen  loo^ data (frequency response and step 

input transient response data) required for model verification and field 

tuning for the followlng controllers: 

a. Receiver panel flow control loops - FCM 2301 through FCM 2803. 

b. Receiver feedpump controller - PC 1105. 
2. Demonstrate satisfactory closed  loo^ operation and field tune the 

following controllers: 

a. Flash tank level controllers - LC74A and LCM74C. 

b. Second point heater level controllers - LC24A and LCM24B. 

c. Deaerator level controllers LIC83A and LC83B. 

d. Receiver panel flow controllers - FCM 2301 through FCM 2803. 

e. Receiver feedpump controller for all modes - speed (SCM 1105), 

pressure (PC 1105), valve (UC 1105). 

In addition to these tests, tests were also conducted to obtain valve flow 

coefficient (C,) data on all 18 temperature control valves (TV2301 through 

TV2803) for comparison to manufacturer's data and for tuning o f  panel flow 

control loops. 

7.1.2 1030 - Receiver Steam Generation (Controls) Test 

The 1030 receiver steam generation (controls) test was the second of the 

two receiver controls development tests. These tests included application of 

power to the receiver to achieve the desired water/steam conditions while 

flowing 1 )  hot water to the receiver flash tank, 2) steam to the flash tank or 

3) steam to the steam dump system (SDS), through the maln steam downcomer. 



The principal flow paths for the 1030 series tests are shown in Figure 7-2. 

The controls tests for 1030 were designed to obtain open loop test data 

required to tune controllers and to confirm control system operation, 

stability, and transient response at the maximum and minimum design conditions 

for temperature, pressure, flow, and disturbances. 

The objectives for the 1030 controls tests and the controllers tested were 

as follows: 

1. Demonstrate satlsfactory closed loop operation of the following 

receiver flash tank steam venting controllers: 

a. Flash tank low pressure controller - PCM 2906. 

b. Flash tank high pressure controller - PC 1000. 

c. Deaerator pressure controller - PC 6476 

2. Obtain process control open loop data, (step and frequency response 

data) for both valve and flux inputs at steam temperatures of 66OoF and 

85OoF for panels 9, 10, 1 1  and 12. 

3. Obtain closed loop response data on all panel temperature controllers 

(TC 2301 through TC 2803). Determine response to temperature setpolnt and 

flux changes at steam temperatures of 660°F and 85OoF in both the metal 

temperature and blended temperature control modes. 

4. Demonstrate satlsfactory closed loop operation of the steam dump 

system pressure controller PC 1001 and the desuperheater temperature 

controller TCM 1002 at flash tank pressure and rated pressure. 
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5. Demonstrate satisfactory closed loop operation of the receiver 

feedwater pump controller in the valve control mode during flux disturbances 

and in response to outlet pressure setpoint ramping. 

6. Demonstrate satisfactory closed loop control of auxiliary steam 

pressure controller PC 1003 and desuperheater temperature controller TCM 1004. 

7.1.3 1040 - Thermal Storaqe Subsystem Tests 

The 1040 tests for the thermal storage subsystem included preoperational 

tests, initial test conditioning of the TSU tank, clean-up of the oil and 

steam sides of both charging and extraction trains and controls verificaton of 

all TSS control loops. The objectives of these tests were to: 

a) Verify the process operation of the solar specific portions of the 

plant. 

b) Develop the control functions and/or field tune the individual plant 

controllers. 

c) Verify selected portions of the Plant Operating Procedures. 

Test activities included verification of the following: 

(I) Main steam inlet pressurization operation. 

( t i )  TSS flash tank operation includlng steam/condensate distribution 

system. 

( 1 1 1 )  Charging condenser system operation including both steam and oil 

sides (Trains 1 and 2) 

(iv) Extraction steam generator system including feedwater, steam, and 

oil slde operation (Trains 1 and 2). 

(v) Auxiliary steam equipment. 
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(vi) Turbine admission steam opertion. 

(vil) TSU thermocline. 

The prlnclpal flow paths included In the 1040 TSS testing are shown in 

Figure 7-3. 

f 01 1 ows : 

The control test objectives for the 1040 TSS tests were as 

1.) Demonstrate satisfactory closed loop operation and field tune the 

controllers for the portions of the TSS system identified in (1) through (v) 

above. 

2.) Obtain open loop frequency response data and step input transient 

response data for the charging oil temperature in response to valve 

dlsturbances for comparison to model data and for tuning of controllers TC3411 

and TC3410. 

3.) Demonstrate satisfactory control and operation of the integrated RS, 

TSS, and EPGS subsystems using main steam and admission steam in pressure and 

load control modes. 

7.2 MANUAL CONTROL (1100 Series Tests) 

The 1100 series tests were designed to demonstrate plant operation in 

several different modes under operator manual control through the SDPC of each 

of the plant subsystems (CS, RS, TSS, EPGS, BOP) .  The goals of the 1100 

series tests were to gather test data in 3 areas of plant operation for 

subsequent analysis and comparison to design requirements. The 3 areas were: 

1. 

2. Transitions between modes. 

3. Trip responses. 

Steady state operation within each operating mode. 
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The goal of the steady state operational testing involved gathering 

sufficient data in order to make plant performance estimates for each 

operating mode. 

wide range of plant operating conditions subject to the limitations of the 

collector field and receiver to gather and deliver available energy to the 

turbine and charging system. 

estimate absolute plant performance for comparison to performance predictions 

but to make comparative evaluation between various operating modes to 

determine preferred plant operating strategies. 

Attempts were made to gather performance related data over a 

The benefit of these data was not only to 

The transition testing involved transitions from startup to each mode and 

from each mode to shutdown. In addition transitions to and from modes were 

tested. The critical mode transition issues involved demonstrating the 

necessary manual operational sequences through the SDPC for each subsystem and 

developing timeline data which could be used in the evaluation of each mode 

and as an aid to develop automation transition sequences. 

transition sequences which are initiated and controlled by OCS were discussed 

in Section 5, Control System Automation. 

Automatic 

Trip tests were of interest to verify that the plant would continue to 

operate appropriately in a lower level mode. The stated requirement regarding 

trips is that the plant be capable of transitioning to a safe condition (or 

shutting down if appropriate) if an anomalous (trip) condition exists. 

of trips include charging system (TSS) trip, turbine trip, or receiver trlp. 

Types 



From a actual test standpoint, no dedicated trip tests were conducted since 

sufficient data were gathered from naturally occurring trips during routlne 

operations as a result of process upsets or instrumentation malfunctions. 

The 1100 series tests for the 7 operating modes are summarized In Table 

7-1. The mode transitions tested, the control strategies examined, and the 

trip conditions evaluated are shown. 

in the appropriate reference document given in the last column of Table 7-1. 

The detailed test results are discussed 

7.3 AUTOMATIC CONTROL (1200 Series Tests) 

The 1200 Series tests were intended to demonstrate both manual and 

automated plant operatlon under control of the OCS. The plant control system 

testing which satisfies the intent of the planned 1200 Series tests is 

documented in the Automation Test Report, Reference 18. The 1200 Series test 

objectives which are applicable for the "as built" automated plant are as 

f 01 1 ows : 

1. Demonstrate that the plant operates in a stable and controlled 

fashion under OCS control, both manual and automatic, in modes 1, 5, and 2. 

2. Demonstrate that the plant can be transltioned, both manually and 

automatically, between the folowlng modes: 

a. Mode 9 to Mode 5 

b. Mode 1, 2, or 5 to Mode 9. 

c. Mode 9 to Mode 1 

d. Mode 1 to Mode 2 

e. Mode 2 to Mode 1 

f. Mode 2 to Mode 5 
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Table 7-1. Manual Contro l  (Ser ies 1100) Tests 

Steady Test  
s t a t e  Mode Contro l  T r i p  r e s u l t s  

Test mode t r a n s i t i o n s  s t ra tegy  cond i t ions  ( re fe rence no.) 

1110 1 S ta r tup  + 1 SF RS, T 16 
1 + Shutdown 

1120 2 1 + 2  SF, LF RS, TSS, T 15 
2 + 1  

1130 3 1 + 3  SF, LF RS, TSS, T 15 
3 + 1  
3 + 6  

1140 4 5 + 4  SF RS, TSS, T 15 
6 + 4  
4 + 5  
4 + 6  

1150 5 S ta r tup  + 5 SF RS, TSS 
5 + Shutdown 

1160 6 S ta r tup  + 6 SF TSS, T 
6 + Shutdown 

17 

17 

1170 7 2 + 7  SF, LF, FF RS, TSS, T 15 
3 9 7  
4 + 7  
7 + 2  
7 + 3  
7 + 4  

SF = Sun Fol lowing 
LF = Load Fol lowing 
FF = F ixed Flow 

RS = Receiver Subsystem 
TSS = Thermal Storage Subsystem 
T = Turb ine 
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3 .  Demonstrate that the OCS can properly control the plant through a 

typical clear day scenario by performing the following automatic transitions: 

a. Startup to Mode 1 

b. Mode 1 to Mode 2 

c. Mode 2 to Mode 1 

d. Mode 1 to Shutdown 

The automation testing whlch began In late 1983 and ended in July 1984 

In demonstrated that all of the above objectives were satisfactorily met. 

addition, clear day scenarios for Mode 1 and for Mode 5 were designed, 

implemented, and tested to give added flexibility for clear day operations. 

The detailed test results are documented in Reference 18. 
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