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ABSTRACT

This report describes results of tests on the automatic features
added to the control system for the 10 MWe Solar Thermal Central
Receiver Pilot Plant located near Barstow, Ca. The plant, called
Solar One, is a cooperative activity between the Department of Energy
and the Associates: Southern California Edison, the Los Angeles
Dept. of Water and Power and the California Energy Commission. This
report provides an overview of the automation features added to the
plant control system, a description of tests performed on the system,
and the results of those tests.
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SOLAR THERMAL TECHNOLOGY
FOREWORD

The research described in this report was conducted within the
U.S. Department of Energy’s Solar Thermal Technology Program. This
program directs efforts to incorporate technically proven and
economically competitive solar thermal options into our nation’s
energy supply. These efforts are carried out through a network of
national laboratories that work with industry.

In a solar thermal system, mirrors or lenses focus sunlight onto
a receiver where a working fluid absorbs the solar energy as heat.
The system then converts the energy into electricity or uses it as
process heat. There are two kinds of solar thermal systems: central
receiver systems and distributed receiver systems. A central receiver
system uses a field of heliostats (two-axis tracking mirrors) to focus
the sun’s radiant energy onto a receiver mounted on a tower. A
distributed receiver system uses three types of optical
arrangements--parabolic troughs, parabolic dishes, and hemispherical
bowls--to focus sunlight onto either a line or point receiver.
Distributed receivers may either stand alone or be grouped.

This report describes results of tests on the automatic features
added to the control system for the 10 MWe Solar Thermal Central
Receiver Pilot Plant (Solar One). This is part of the continuing
evaluation of the pilot plant for the Solar Thermal Technology
Program.
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Section 1

INTRODUCTION AND SUMMARY

The goals of the plant automation effort were to increase the overall Solar
One operating efficiency and to develop an automated plant capable of perform-
ing a clear day scenario and of being controlled from a single operator con-
sole. The automation effort concentrated on two main areas of achieving these
goals. The first was to improve the plant output performance and the second
was to improve the effectiveness of the operator in running the plant. The

results of the control system evaluation can be found in Reference 9.

Improvement of plant output performance included reducing the time required
to start up the plant and achieve net positive output power, increasing the
maximum output power levels, extending daily operating time, reduciné the para-
sitic loads and effectively managing the available energy resources from the
receiver subsystem (RS), thermal storage subsystem (TSS), and auxiliary
systems. Improvement of operator effectiveness included providing the oper-
ator with enhanced displays for operating the plant, providing direct measures
of plant efficiency so the operator can effectively manage energy resources,
reducing the operator interaction required for routine tasks and providing a

simple, effective man-machine interface between the operator and the plant.

Figure 1-1 shows the overall architecture of the control/monitor system
used at Solar One. The Subsystem Distributed Process Control (SDPC) equipment
provides independent centralized control of the Receiver Subsystem (RS), the
Thermal Storage Subsystem (TSS) and the Electrical Power Generation Subsystem

(EPGS). Three display/control terminals provide the operator interface for the
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three subsystems. The SDPC system consists of functionally and physically
distributed monitoring and control devices that provide manual control cap-
ability and access for automatic computer control. The Heliostat Array Con-
troller (HAC) system provides redundant computers for control of the Collector
Subsystem (CS). The collector control system is also a distributed control
system with central computer control of the heliostat controllers on each heli-
ostat and keyboard/display equipment located in the master control console.

The Interlock Logic System (ILS) provides the independent interlock logic and
plant permissives required to safely operate the plant. The ILS program logic
control computer will verify equipment status prior to executing a command and
will provide shutdown of equipment in the event established permissives are not
satisfied. The Operational Control System (OCS) is the control element of the
Master Control System (MCS) which provides for automated monitoring and super-
vision of the integrated plant subsystems during various operating modes.

Plant operating commands can be initiated either by the operator or directly
from plant operating software via the OCS computer interfaces to the SDPC and
HAC systems. The Data Acquisition System (DAS) provides the data gathering

function for Solar One.

The plant automation capability was implemented in both the SDPC and 0OCS.
Within SDPC, hardware and software (data base) modifications were made to in-
clude the capabilities to automatically execute selected operational sequences,
change control modes at the control loop level, respond to trips and distur-
bances, etc. A discussion of SDPC automation implementation and testing except
as required to support 0OCS testing is beyond the scope of this report and is

documented in References 2 and 8. The plant automation capabilities included
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in the OCS are summarized in Table 1-1. A description is given of the func-
tional capability for each of the major automation categories implemented in
0CS. Also listed are the major benefits provided by the automation over manual

operation.

The balance of this report identifies and describes the tests perfdrmed
with the plant automation hardware and software. Sections 2 through 7 describe
the tests conducted in each of the six major automation functional areas and
presents an assessment of the results and a discussion of the modifications
made to correct problems. The pr1nc1pa] test results are summarized in Table

1-2.



Table 1-1. Plant Automation Summary

Category Description Major Benefits
Automatic o Provides the capability Decreases the RS startup
Collector to automatically regulate time compared to manual
Field the colilector field to operation.

Control achieve either startup

full power, an inter-
mediate power condition,
a hot standby condition,
or defocus of entire
field (Section 2.0)

SDPC o Provides the capability
Configuration to maintain the SOPC
Upload and data base (Section 5.2)
Download

Maintains RS flowrate within
flash tank 1imit during
startup.

Limits incremental power
increases to minimize system
disturbances.

Rapidly transition back to
acceptable flash tank
operating power conditions
in order to keep receiver
on-line during disturbances.

Reduces the time and
operator commands to achieve
the desired power condition
thereby improving output of
performance.

Able to store current config-
uration for future reference
or download.

Able to quickly verify the
data base 1in case config-
urations are in question.

If data base gets “scrambled"
for some reason, abie to
quickly download data base
and resume operation.

Keep track of data base
changes over perijods
of time.
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Table 1-1. Plant Automation Summary (Continued)
Category Description Major Benefits

Supervisory o
Control

Automatic 0
Collector
Aimpoint
Control

Plant 0
Surveillance
Functions

Provides the operator

with the capabiiity to
automatically control

and sequence the plant

as desired for any one

day with minimal real-time
interaction by operator
(Section 6.0)

There are three levels
of automation and
control: clear day
scenario, mode transt-
tions, and SDPC basic
subsystem (Section 6.4)

Provides the capability

to control aimpoints in
one of three modes:

manual, semi-automatic,

and automatic (Section 3.0)

Provides the operator

with information regarding
the current state of

plant operation and
operating efficiency 1in
the form of alarm
summaries, trends,
operating status displays,
and performance related
displays (Section 4.0)

Decreases startup time of
each system and plant
compared to manual operation

Improves the maximum
operating performance of
each system and plant

Improves the net on-1ine
operating time for each
system and plant

Reduces operator inter-
action with the plant

Reduces operator workload.

Provides a uniform and
consistent approach to
plant operations.

Establishes required aimpoint
set according to time of year
and day.

Three modes of operation for
flexibility.

Assures proper aimpoint set
such that RS performance is
maintained.

Provides operator visibility
into all plant operations
via one console

Increases operator awareness
of plant operating condition.

Provides visibility of auto-
matic sequences in terms of
major steps and which step 1s
currently in progress
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Table 1-1. Plant Automation Summary (Continued)

Category Description Major Benefits

Plant o Provides high resolution
Surveillance trending of historical data
Functions

(Continued) . o Provides subsystem and

overall plant efficiency
measures which provide
operator insight into ways
of increasing efficiency

o Alarm summary consisting of
all plant alarms which are
color coded according to
subsystem

o Allows operator to monitor
and control the plant from
an energy management and
efficiency standpoint

Man-Machine o Provides the capability o Increase of display
Interface for the operator to capability and display
(MMI) monitor and control from response time
one console all systems
critical to overall o Operator access to all plant
plant operations controls, alarms, and data
(Section 7.0) via one console

o Provides the capability
for the oprator to
control the plant using
0CS displays and application
programs (supervisory control)
(Section 6.4)




Table 1-2. Plant Automation Implementation Problems and Corrective Measures
Category Problem Corrective Measures
Automatic o Difficulty regulating Implemented control algorithm
Collector total receiver flowrate in startup task, CFuP, to
Field to desired value of adjust power on receiver
Control 35KLBH during startup panels based on total

(Section 2.2.1) flowrate error

o Inability to attain CFUP modified to not allow
: temperature control on decrease commands to

some boiler panels dominant wedge affecting

during startup due to recejver panel if panel

removing heliostats in not in temperature control

some wedges from the mode

receiver as insolation

increases (Section 2.2.1)
Plant o Sequence of events logic Sequence of events logic
Surveillance and changing of graphics "hard coded" into applica-
Functions attributes using arith- tions task instead of using

matic/logical functions arithmetic/logical function

(which were programmable capability. Attribute

through the 0CS console) changes for plant graphics

used CPU and task control Timited in use

block resources aggrava-

ting an 0CS computer

overload problem

(Section 4.0)
SDPC o Downloading configuration Necessary to remove floppy
Configuration data from OCS disk file : disks from MV 8000 when
Data Base to the MV 8000 “wipes out" downloading from OCS
Operations directory preventing

Supervisory o
Control

writing onto Mv 8000
floppy disk. (Problem
is in MV 8000 System)
(Section 5.0

Application programs were
initially designed to
execute their tasks from
beginning to end which
caused restrictive use

by an operator (Section 6.0)

Implemented capability to
begin control execution at
proper step within the
sequence of control and
perform status checks of
each step prior to its
execution.
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Table 1-2. Plant Automation Test Results (Continued)

Description

Major Benefits

Category

Supervisory
Control
(Continued)

Man-Machine
Interface

o Limitations of the 0CS
computer's machine
resources were reached
(Section 6.2)

o Inadequate automatic
abort structure which
caused the operator
spend precious time
aborting each porgram
instead of taking care

of the problem (Section 6.2)

o Inadequate information
was displayed to the
operator concerning the
current step a particular
program was executing as
well as a 1ist of all the
steps to be taken
(Section 6.2)

o Update rate of a graphics
display was in the range
of seven to ten seconds
which was inadequate for
effective operator
interaction with the
plant (Section 7.2.2)

o Limitations of the OCS
computer's machine

resources were reached
(Section 6.2)

Three items were implemented:

- Time spacing which
temporarily alleviates
machine resource usage .

- Minimized SDPC data
required for decisions and
control which minimized
input data transfer time

- Limited number of programs
executing simultaneously to
three

Implemented a bottom- up
automatic abort structure.
When the operator aborts a
program, only those programs
which depend upon the
completion of the aborted
program are in turn aborted

Sequence-of-events graphics
pages were generated to
provide the information

Replaced RS232C 1ink with a
display processor which used
direct memory access. Update
rate was reduced to two-four
seconds

Some MMI programs were sub-
divided, such that one
subtask was integrated into
another program while a new
program was created for
another subtask




Section 2

AUTOMATIC COLLECTOR FIELD CONTROL THROUGH THE 0OCS

The Collector Field Control requirements for 0OCS were originally released
in April 1983 and were subsequently updated in June 1983. The Test Plan
Outline for testing of the OCS Collector Field Control Software was documented
and released in July 1983 (Reference 1). Testing of the OCS software at the

site was initiated in late July 1983.

The Collector Subsystem (CS) control equipment and software are described
in Reference 2. The system is a distributed computer control system with two
redundant central computers (Heliostat Array Controllers (HAC)) for overall
control. The HAC software processes operator commands, communicates with the
Heliostat Controller (HC) through the Heliostat Field Controllers (HFC),
displays status of the field, commands the field and provides a printout of

alarm and status messages.

The HAC computes the sun position and transmits it to all heliostats once
per second. Status is received from each heliostat once every eight seconds
and displayed on the color CRT Ferminal showing status. Changes in status and
alarms are printed on the Message/Alarm logger in the control room. The
status can be viewed for an individual heliostat, a ring or segment or the

entire field.

10
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The 0CS can command the collector field through the HAC by activating HAC
command files on specific heliostat increase/decrease commands. It requests
HAC status periodically to maintain a data base of the collector field status
for use by a various applications programs. For automation, separate tasks
were generated to support the four phase of 0CS/CS operation: startup,
intermediate power, full power, and hot standby. There are only two modes of

CS operation: Manual or OCS automatic.

2.1 COLLECTOR FIELD CONTROL TESTS
The test plan for Collector Field Control checkout required testing in
four steps which are summarized below:

1. Stand Alone Testing of Collector Field Control in 0OCS at the Solar One

Site. The purpose of this test was to check out the OCS software without
affecting any other systems. The 1inks with SDPC and the HAC were not
connected, and all required OCS input data were artificially loaded.
Representative data for the four phases (startup, intermediate power, full
power, and hot standby) were entered and the 0CS outputs were compared to the

off-1ine digital simulation program results.

2. HAC Command File Startup with OCS Linked to SDPC. The purpose of this

test was to check the SDPC/0CS interface under actual startup conditions. A
HAC command file, which was generated off-line by the OCS program and
contained wedge commands in incremental steps, was used to command the
collector field. The resultant SDPC outputs for total RS flowrate, RS water
inlet temperature, RS outlet pressure, and status of receiver panel
controllers in temperature control (TSP flag=1) were used by OCS to generate
new HAC commands. These commands were not passed on to the HAC but were
checked for correctness by comparison of an off-1ine digital program used to

compute the new HAC commands using the same SDPC outputs.

LA



3. Night Testing of Collector Field with Simulated HAC Responses and

Representative SOPC Inputs. The purpose of this test was to checkout the
OCS/HAC interface. Representative SDPC data (RS flowrate, inlet temperature,
outlet temperature and temperature controller status) were entered into the
0CS and the OCS generated commands which were transmitted to the HAC to
control the collector field. The resulting HAC commands sent to the field
were as pre- dicted by the off-line digital program thus proving proper
operation of this interface.

4, Testing of OCS with SOPC and HAC Links Under Actual Plant Operating

Conditions. The purpose of these tests was to exercise the full operational
capability of the OCS Collector Field Control software. The OCS was linked to
both the SDPC and HAC and exercised under actual operating conditions. The
following types of tests were conducted:

A. Late startups (clear day) - from one hour after sunrise to late
after- noon.

B. Early morning (sunrise) startups (clear day).

C. Transitions from startup powef conditions to intermediate power levels

ranging from 50K LBH to 90K LBH total flow rates.

D. Transitions from intermediate power to full power for all conditions
in 4(c).
E. Transitions from a collector field full power condition to a hot

standby power condition during midmorning, solar noon, and late afternoon.

In addition to these planned tests, the 0CS Collector Field Control
software was reqularly tested under a variety of other operating conditions

which normally occurred during plant operations.

12



2.2 TESY RESULTS

During testing and development of the OCS Collector Field Control
software, numerous changes were made to either correct problems, improve
performance, and/or reduce operator interaction with control of the collector
field. The major software changes, the reasons for the changes, and the 0CS
tasks affected

are discussed below.

2.2.1 Startup Test Results

The startup phase of the automated collector field control mode is
implemented in the OCS task CFUP. This phase is the most critical and
consequently the most complex of the four phases implemented. Power must be
sequenced onto the receiver with the proper magnitude and rate to assure that
each of the boiler panels achieves temperature control without the total flow
rate exceeding the receiver flash tank flow 1imit (40K-44K LBH). Sequencing
of power is done in an “"open loop" fashion in which the power required to
achieve a desired flow rate is computed using models of the system
components: the field effectiveness, receiver absorptivity, heat losses,
etc. During testing, initial errors in these models resulted in total startup
flow rates which were too low or too high depending on the time of day, time
of year, the cleanliness of the heliostats, etc. When the total flow rate was
too low, problems with low subcool temperatures at the preheater panels outlet
occurred. If high total flow rates (above 40K LBH) occurred while the startup
task was being executed, the CFUP task would determine if the number of
| heliostats in track was being reduced. If a reduction was being processed,
normal operation would continue. If the reduction was zero or an increase was
being processed, the CFUP task would abort. Aborting was necessary so that

collector field control could be returned to the operator.

13



A control scheme was implemented for the startup task (CFUP) to provide a
means of maintaining a nominal total flow rate of 35K LBH. The amount of power
on each boiler panel is adjusted during each execution of CFUP by multiplying
the present power on a panel by a scale factor. The scale factor is equal to
the desired flow rate of 35K LBH divided by the actual flow rate. The scale
factor is computed only when the total flow rate is outside a ¥ 3K LBH dead-
band (i.e. above 38K LBH or below 32K LBH). Thus, if the total actual flow
rate is 40K LBH, the scale factor would be 35K LBH/40K LBH or 0.875. This
would result in a reduction in power on the panels by removing heliostats from
tracking the receiver. A flow raté of 30K LBH would be a 1.167 scale factor
and result in a power increase by the addition of heliostats. 1In addition, the
capability to change the value of the heliostat reflectivity, in terms of per-
cent clean, was provided through the OCS console so that a better match between

the model and the actual field conditions could be obtained.

Another problem was encountered early in the test program in which power
was allowed to be reduced on individual boiler panels that had not reached the
temperature control mode threshold temperature of 600°F. A change was imple-
mented in the CFUP task to examine the auto/manual status of the panel
temperature controllers in the SDPC. If the panel temperature controller was
still in manual, i.e., the panel was not in the temperature control mode, de-
crease commands to the HAC for the dominant wedge affecting the panel were not
allowed by CFUP. This change allowed power to continually increase on an indi-
vidual panel as the insolation increased during startup to eventually achieve

temperature control of the panel.

14



The total flow rate algorithm now also provides the capability to adjust
power on the receiver when the temperature setpoint is ramped from 600°F to
775°. This occurs after all panels have their temperature controllers in AUTO
(temperature control). These changes and subsequent refinements have resulted
in much better control of the total flow rate during startup and have elimi-

nated the problems discussed previously.

2.2.2 Intermediate Power Test Results

The Intermediate Power OCS task, INTPWR, increases the power from the
startup power level in steps by the fatio of the desired intermediate power
total flow rate (50K, 60K, 70K, BOK, or 90K LBH) to the actual total flow rate.
During initial testing of this phase, it was found that it was not possible to
put all available heliostats in track regardless of the flow rate requested.
This problem was caused by scaling power up in the task on a wedge by wedge
basis. When the desired power exceeded the capability of wedge, it was not
redistributed to a wedge with available heliostats. Changes were made to the
"INTPWR" task to obtain the additional power required from wedges with helio-
stats available. This modification allowed the entire field to be put in track
when the requested total flow rate equalled or exceeded the total flow rate

capability for the current power level.

2.2.3 Full Power Test Results

The 0CS task FULPWR increases the number of heliostats in track by 25%
until all heliostats are in track if the system pressure is at least 1100 psia.
This pressure limit is to insure that the steam dump valve or turbine main

steam valve has the capability to handle the maximum flow achievable with the

15



full field in track. This pressure limit was originally set to 1350 psia but
was found to be overly conservative and was reduced. No problems were found

during testing of the full power collector field control phase.

2.2.4 Hot Standby Test Results

The purpose of the Hot Standby phase is to modulate the collector field to
a receiver power level compatible with flash tank operating conditions (flow <
40K LBH, pressure ¢ 500 psia) such that flow can be diverted from the steam
downcomer due to cloud transients, plant equipment problems, etc. The HOTSTA
0CS task is designed to distribute power among receiver panels to achieve a
desired flow rate on each boiler panel. The summation of the desired boiler
panel flow rates equals 35K LBH. The power distribution is calculated based
on nominal rather than actual insolation to prevent the field from responding

to clouds.

Initial tests of the HOTSTA task resulted in total flow rates achieved
which were consistently below 35K LBH. When the known sources of error were
accounted for, e.g., actual output of the Normal Incidence Pyrheliometer (NIP)
less than the nominal insolation and the test outlet temperature and pressure
different than assumed in the task, the adjusted flow was still 10 to 15% low.
This error was subsequently found to be the result of power Timiting on one
side of the receiver caused by operating in the early morning or late
afternoon and as a result of a mismatch between the actual field effectiveness
and the OCS model value. Subsequent testing without power limiting, with the
percent clean adjusted to match the field and with all known errors accounted
for, resulted in total flow rates much closer to the desired value of 35K LBH
and acceptable operation of the hot

standby task.

16



Section 3

AUTOMATIC AIMPOINT CONTROL THROUGH THE 0CS

The 0CS aimpoint control task determines where each heliostat aims on the
receiver, when in track, by commanding the HAC to execute various aimpoint
files which have been established as a function of time of day and time of
year. Three modes of operation for aimpoint control are available: manual,
semi-automatic and automatic. In the manual mode, the operator sends change
commands to the HAC without any prompts or messages from the software. In the
semi-automatic mode, messages are printed when aimpoint changes are required,
but the aimpoint change commands are not sent unless operator permission is
granted. In the controlled automatic modes, messages are printed out when
aimpoint changes are required. The aimpoint commands will be sent unless they

are inhibited by the operator.

Testing of the aimpoint control task was done on a non-interface basis
when the plant was in operation. The following paragraphs describe the test

activity. No major functional problems were encountered.

The data base files for this task were checked to verify proper installa-
tions in the HAC and 0CS. 1In the OCS this included the data base for manual,
semi-automatic and automatic operations. Proper operation of the aimpoint con-
trol functions were verified by operating in each mode. First, the transition
between modes was tested by starting in manual (M), switching to semi-automatic
(S), then to automatic (C), etc. The test mode sequence was
M>S+>C-M>C2>S-oM. Proper operation was observed in all cases by the

aimpoint status display on the OCS control console CRT.
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The manual mode was tested by assigning an aimpoint command through the
0CS console and observing printout of the command and HAC response on the 0CS
mes- sage printer. A test aimpoint was entered in error also and the proper
error message and HAC error response was again printed on the OCS message

printer.

With the 0CS switched to the semi-automatic mode, the time for aimpoint
change was set up to accommodate the test. At the proper time the 0CS
displayed a request for an aimpoint change o;.the CRT every 30 seconds. After
proper operator response (G0), the ocs logged the commands and HAC responses
correctly and the aimpoints were properly processed by the HAC. An operator

response of “NO" was also tested and the OCS disconnected the aimpoint

processing at that point.

When the 0CS was switched to automatic mode, and the time for aimpoint
change setup to accommodate the test, the following were verified. OCS
display and logger notifies the operator two minutes prior to and every 30
seconds thereafter, that an aimpoint change is about to occur. First, the
operator did not inhibit the change, and the OCS message printer logged the
command and HAC response as they occurred. When the operator did inhibit the
change the "Operator Inhibiting Aimpoint Change" message was printed and the

HAC did not receive a command.
Several other tests were conducted to insure proper response in the auto-

matic mode and when the plant was not ready for a change (e.g. plant in start-

up). A1l tests showed proper commands, operation and responses.
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Section 4

PLANT SURVEILLANCE FUNCTIONS

The original requirements for plant surveillance functions called for five
major categories: Mode Status and Sequencing, Monitor and Alarm, Performance
Calculations, Diagnostic Testing, and Report Generation. The purpose of the
Mode Status and Sequencing function is to display to the operator the operating
mode status of the plant or one of the system. If a startup, shutdown, or
transition is occurring, the function displays the current sequence step. The
Monitor and Alarm function displays monitored data on X-Y formats which may be
either raw data or the result of a calculation. Alarm messages are displayed
on the bottom of the OCS console (last two alarms) and on the alarm summary
page (up to 252 alarms). Performance calculations are displays of the results
of calculations or mathematical operations performed on monitored data.
Diagnostic testing is to compare monitored data values against data base
values and flagging only those which were outside a given tolerance. Report
generation is to produce periodic and/or event driven hardcopy reports
summarizing plant operation. The |
requirements for each category were implemented and tested in the following
order:

1. Monitor and Alarm

2. Mode Status and Sequencing

3. Performance Calculations

4. Diagnostic Testing & Report Generation
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As the development of the 0CS automation progressed, the 1imits of the
computer resources were reached. The;e wére too maﬁy tasks running at one
time and those which did run took too much time to execute. On some occasions
the OCS computer would halt due to the overloaded condition. Several
modifications were made to avoid the "halt" problem and to improve
performance. First, major OCS tasks which required a large amount of machine
resources to execute were made "mutually exclusive" which meant that the major
0CS tasks could not execute concurrently or that only one task could execute
at any one time. The major tasks are listed as follows:

1. Application program tasks (OCS command files) for supervisory control

2. SDPC upload/download

3. Format generation

4. 0CS data base generation

Second, the monitoring and sequencing requirements that were implemented were
"hard-coded" 1ike the performance calculations. (Originally they were
programmable through the operations console to allow changes in sequencing or

monitoring by the operator if desired).

4.1 MONITOR AND ALARM FUNCTION

The function of Monitor and Alarm was implemented and tested first because
the function was a basic necessity for operator interaction with the plant.
Also, some of the other functions required data from Monitor and/or Alarm for
input to their calculations. The following paragraphs discuss the operating

status displays and five special X-Y plots included in this function.
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4.1.1 X-Y Plots

A1l of the specified X-Y plots were implemented per the requirements.
These plots were:

1. Panel Gradients

2. Flux Distribution

3. Temperature Distribution

4. Receiver Panel Power

5. TSU Charge Status

Testing of these plots showed the data to be as expected; thus the plots
are useful to SCE operations. The plots are made up of from 3 to 24 discrete
data points in the X directions. An option, which could be added at a future
date might be to include the use of curve-fit software on some of the plots to

provide a more continuous curve.

4.1.2 Operating Status Displays

The 0CS graphics display system has the capability to display up to 150
dynamic data points. The attributes of these points can be line data
variables (1.e., pressure, temperature, etc.), control tags (i.e., change set
points or control modes, auto/manual), or blink and/or change color of a
symbol or area of the display based on various plant conditions. When a
display is generated each data point is assigned the applicable attributes
(1ive data, change color, etc.) until the display s complete or the 150

dynamic point maximum is reached.
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As OCS automation testing progressed more and more OCS graphic displays
were generated. It was observed that the line data and control attributes were
more important, from an operator viewpoint, than the picture changing attri-
butes (color, etc.). This is partly due to the ability of the OCS to display
data from any plant system on one graphic page. The SDPC is limited to 32
dynamic points per display for only one plant system (RS, TSS, or EPGS).
Therefore, while the SDPC displays continue to be used for interaction with the
system equipment and process controllers for each system on initial startup or
shutdown, the 0OCS displays are used for normal plant operation which includes

interaction with supervisory control and automation in general.

4.2 MODE STATUS AND SEQUENCING FUNCTION

The mode status and sequencing function provides a direct display of the
current plant and/or system operating mode. As described in paragraph 6.0, the
supervisory control was designed using application program tasks (0CS command
files) to provide the sequencing functions for the various mode transitions
and/or clear day scenarios. To monitor these operations and display the
status to the operator a graphic display was generated for each of the
sequence-of -events. The live status data on each display was generated by
“hard-coding" 0CS discrete identifier (ID) tags into the command files which
are set as each step of the sequence is executing. The display is setup so
that each discrete tag, when on, "backlites" an area on the screen which is
annotated to show the current step. This operation is further described in

Reference 5.

22



4.3 PERFORMANCE CALCULATIONS

To obtain data on each system and overall plant performance, a set of
calculations were developed to monitor operating efficiencies. The
calculations were "hard-coded" in application programs which execute
continually. The fol- lowing paragraphs briefly describe each of the
calculations while the actual e;uations are shown in Reference 6:

1. The Collector Field performance calculates the incident power on
the receiver as a function of the current insolation, collector field
configuration and operating conditions.

2. The Receiver efficiency is the absorbed total power (enthalpy
rise in the receiver times the mass flow rate) divided by the incident power
calculated in item 1.

3. TS Charging efficiency is the increase in enthalpy of the oil
divided by the decrease in enthalpy of the steam times the ratio of the oil to
steam weight flow rates.

4. TS Extraction efficiency is the increase in enthalpy of the
water/steam divided by the decrease in enthalpy of the oil times the ratio of
the steam to oil weight flow rates.

5. Turbine efficiency is the sum of the gross heat rate due to main
steam plus the gross heat rate from extraction steam.

6. Plant efficiency is the net power to the grid divided by the
receiver total absorbed power plus the TS extraction total power output minus

the TS Charging total power used.

A separate graphic display page was generated for the efficiency of each
system and the overall plant. The equations required for the calculation of

the efficiency are also shown on each display page.

23



01350

4.4 DIAGNOSTIC TESTING AND REPORT GENERATION

The purpose of diagnostic testing was to provide the capability to compare
monitored data values against a set of data base values and flag or alarm only
those which were outside a given tolerance. This capability does exist within
the OCS but was only implemented on the receiver panel lateral temperature
gradient displays. If any panel which is instrumented to provide gradient data
has a gradient higher than a tolerance value, an alarm will sound and that
gradient will blink when the display is called up. Al1l gradient calculations

and the alarming functions are "hard-coded" in an OCS appliction program.

The report generation capability is available as part of the SGM RCS-7
software in the 0CS. It can be programmed through the O0CS operator consoles
if desired. Due to manpower and schedule constraints MDAC did not develop any

displays to utilize this function.
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Section 5

SDPC CONFIGURATION DATA BASE OPERATIONS

The System Distributed Process Controller (SDPC) is the primary control
system for Solar I. As shown in Figure 5-1 it consists of an operator console
with a CRT and keyboard, a Configuration Control Module (CCM) and several
Multivariable Control Units (MVCU) distributed among the various remote
stations. There are three CCM's and a total of 21 MVCU's. The CCM's and
MVCU's contain a data base which must be correct to assure proper plant
operation. Normal operation results in the storage of these data bases on a

floppy disk by the Configuration Storage Module (CSM).

Early in the test program it was observed that there was a need to have a
simple method of comparing the large data base (3 CCM's, 21 MVCU's) with a
known baseline. A program was developed on the DAS computer to compare the
actual data base with a stored file of the desired data base. This program
could only be run when the DAS was offline and was primarily used by MDAC
engineering personnel. As the OCS automation testing progressed it became
apparent that this program could be included in the OCS for use by SCE
maintenance personnel. In addition, since the floppy disk storage was not too
reliable, the program would be setup to upload the data base to a file for the
baseline or download this baseline file to the CCM or MVCU if desired. Figure
5-1 shows the program software and the various peripheral equipment used to
store, print or display the data base. Operation of this program is described

in Reference 3. The following paragraphs include a description of the

functional interfaces and the development and operational tests performed.
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Figure 5-1. SDPC Configuration Upload and Download Interfaces
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5.1 FUNCTIONAL INTERFACES

The interfaces used in performing the SDPC configuration upload and
download functions are shown in Figure 5-1. Operation of the basic menu
functions tested is summarized as follows:

A. Function Control. A1l functions are selected and executed by using

one of the OCS operator consoles via a sequence of formatted menu's and
displays. Execution status information is also provided on the display.

B. Print System. To print the system data base configuration, read

configuration commands are sent to the CCM's and the returned configuration
messages are decoded and printed on the line printer.

C. Store. To store the current configuration, read configuration
commands are sent to the CCM's and the returned configuration messages are
written to an 0SC disk file.

D. Print Save File. To print a save file (system configuration data

base stored on disk), the stored configuration messages are read from the 0CS
disk file, decoded and printed on the 1ine printer.

E. Compare. To compare the current SDPC configuration to a stored
configuration, read configuration commands are sent to the CCM's and the
returned configuration messages are compared to the stored configuration
messages read from the OCS disk files. Any differences detected are printed
on the line printer.

F. Download. To download a stored configuration, the stored
configuration messages are read from the disk file, converted to download
commands and sent to the CCM's.

G. Tape Backup. To create a backup magnetic tape, the stored
configuration messages are read from the disk files and written to a magnetic
tape.
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H. Tape Restore. To restore the stored configuration disk files on a

tape, the configuration messages are read from the backup magnetic tape and
written to the disk files.

I. Reference Confiquration. The actual current SDPC configuration for

evaluation of functions B-H is obtained from the MVB8000 CRT console. This
console is also used to insert known configuration changes for testing the

compare and download functions.

5.2 DEVELOPMENT TESTS
The order in which development and testing of the SDPC configuration

upload and download functions was performed is shown in Table 5-1.

The basic software for the print system configuration data base, store,
and compare functions for CCM loops and MVCU's was originally developed and
operated on the DAS computer. This software was adapted to the 0CS computer
and extended to include the printout of a save file (baseline system
configuration data base previously stored on disk), download, tape backup, and
restore functions. The scope was extended to include the processing of CCM
group configurations and a single MVCU configuration. The use of the 0OCS
operator consoles with linked graphic pages (displays) as the man-machine

interface was another extension.
The following briefly describes the development and test steps performed

(see Table 5-1). The code was modified to correct anomalies or changed to

improve performance as the testing progressed.
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Table 5-1. Development and Test Sequence

Contfiguration Type

{System Dats Base)

cCcM cCc™M MVCUs Single
{One or More
Function Loops Groups Systems) MvVCU
Print System

Store D)
Print Save File (2
— ® ®

Print Loop Index

Downiosd

®|O|O|0I®O

oY |e|e|ole

®

Tape Backup

Tape Restore

@

Consoie Display interface

@

@ = QOrder of development and test
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Step 1 - The code for reading and printing-out the current CCM loop
configurations was moved from DAS to the OCS computer and modified to be

compatible with the 0CS/SDPC interface.

The function was executed and the printed configuration compared to the
actual configuration as found in the system by using a MvV8000 Operator
Console. This was done first for one CCM, followed by two CCM's concurrently

and then all three CCM's concurrently.

Steps 2 & 3 - The code for reading and storing the CCM loop configurations
on a disk file was moved from the DAS to the OCS computer and modified to be
compatible with the 0CS, SDPC interface and the 0OCS disk file structure. The
software for reading and printing out prior CCM loop configurations stored on

a disk file was developed.

The store function was executed followed by the print save file function.
The print-out of the stored configuration was compared to the actual

configuration found in the system by using a MVB000 operator console.

Step 4 - The code for comparing current CCM loop configurations to prior
loop configurations stored on a disk file was moved from the DAS to the 0OCS
computer and modified to be compatible with the 0CS/SDPC interface and the 0CS

disk file structure.

The current loop configurations were stored, known additions, deletions,
and changes were made to the CCM loops, then the compare function was
executed. The print-out of the miscompares was compared to the known

alterations.
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Step 5 - The code for printing-out an index (an alphanumerically ordered
list of CCM loop ID names) was moved from DAS to the OCS computer and modified
to be compatible with the OCS/SDPC interface. The index function was executed
and the printout was compared to the actual configuration as displayed on a

MvB8000 Operator Console.

Step 6 - The software for reading and printing the current CCM group
configurations was developed. The function was executed and the print-out was
compared to the actual configuration found in the system by using a MV8000

Operator Console.

Steps 7 & 8 - The software for reading and storing the CCM group
configurations on a disk file and for reading and printing prior CCM group

configurations stored on a disk file was developed.

The store function was executed followed by the print save file function.
The print-out of the stored configuration was compared to the actual

configuration found in the system by using the MvV8000 Operator Console.

Step 9 - The software for comparing current CCM group configurations to
prior group configurations stored on a disk file was developed. The current
group configurations were stored, known additions, deletions, and changes were
made to different CCM groups, then the compare function was executed. The

print-out of miscompares were compared to the known alterations.

Steps 10 thru 13 - The development and test activities in steps 10 through

13 for MVCU configurations were identical to Steps 1 through 4 for CCM loops.
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Step 14 - The code for reading and printing the MVCU configurations was
modified to allow selection and processing of a single MVCU. The function was
executed and the printed configuration compared to the actual configuration

found in the system by using a MVB000 Operator Console.

Step 15 - The code for comparing the actual MVCU configurations to prior
MVCU configurations stored on a disk file was modified to allow selection and
processing of a single MVCU. The current MVCU configurations (were stored,
known additions, deletions, and changes made to a selected MVCU, and the
single MVCU compare function executed; The printed changed configurations

were compared to the known changes.

Steps 16 & 17 - The software for downloading stored CCM loop and group

configurations from a disk file to the CCMs was developed.

The current CCM configuration (loops and groups) was first uploaded to the
MVB8000 floppy disk and the disk removed from the CSM drive and replaced with a
new formatted disk. The current CCM configuration was stored on a disk file,
known additions, deletions, and changes were made to selected loops and
groups, then the download function executed. The compare function was then

executed for both loops and groups.

The above was first performed for a single CCM and subsequently for two

and three CCM's concurrently.

32



01350

Step 18 - The development and test activities for Step 18 were identical

to Steps 16 and 17 for the single MVCU configuration.
Step 19 - The development and test activities for Step 19 were identical
to Steps 16 and 17 with the exception that first all MVCUs and CCMs and then

all MVCUs, CCMs, and groups were tested collectively.

Steps 20 & 21 - The software for writing the stored configurations disk

files to a backup magnetic tape and restoring them from the tape to the disk

was developed.

The store and print save file functions were executed for CCM loops and
groups and for MVCU configurations. The tape backup and restore functions
were then executed followed by the execution of the compare and print save

file functions for CCM loops and groups and for MVCU configurations.

Step 22 - The 0CS software to allow control and monitoring of the SDPC
Configuration Upload and Download functions from an OCS Operator Console was
developed. Appropriate displays were generated using the RCS-7 format

generation function.

Each of the major functions shown in Table 5-1 was then executed from a

0CS Operator Console and the results monitored.
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5.3 OPERATIONAL TESTING

After completion of the development testing, the SDPC Configuration Upload
and Download functions were operated on a daily basis by SCE operations and
maintenance personnel and by MDAC control engineers. Any anomalies observed
were analyzed and code modifications made as necessary to achieve the desired

operation.

5.4 RESULTS
A11 SDPC Configuration Upload and Download functions performed correctly
except for one unresolved side effect caused by a limitation in the MV8000

system.

When downloading the configuration from an OCS disk file to the MV8000 the
configuration data will only be written into the memory of the CCM or MVCU; it
will not be written onto the floppy disk. This is because a directory has to
be created in the CCM and on the disk which directs the location where the
particular MVCU data will be stored. The problem is internal to the Mv8000

system and cannot be corrected in the OCS computer.

To preserve a means of restoring CCM and MVCU memories from the MV8000
Configuration Storage Modules (CSM), it is necessary to remove the floppy
disks from the CSM's prior to performing a configuration download from the 0OCS
computer. The floppy disks can be replaced after the download from the 0OCS
computer is completed. The method of making a new floppy disk after a

download is described in Reference 3.
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Section 6
SUPERVISORY CONTROLS TESTS

The Initial requirements for plant supervisory control were generated in
the third quarter of CY 83 then released on October 6, 1983 (Reference 7).
These initial requirements were intentionally conservative because of
uncertainty in 0CS's functionality and failure modes, and the degree of
operator interaction necessary for safe and reliable operation of the plant.
Therefore, from the beginning, development of the supervisory control
capability was known to be an iterative process where the initial requirements
and control algorithms would be modified and tuned as the design and its
implementation were tested. This evolution impacted both plant surveillance
and man-machine interface requirements causing their requirements to be
modified as well. The ultimate goal for supervisory control was to provide a
simple, reliable, and effective means for SCE operations personnel to operate

Solar One in a safe, consistent, and efficient manner.

6.1 IMPLEMENTATION METHODOLOGY AND STRUCTURE

The development of supervisory control was structured by design to be done
in three distinct phases: SDPC automation, OCS mode transitions and collector
field automation, and OCS clear day operation. Each phase represents a
particular type of supervisory control task. Also, each phase ascends to a
higher level of control, or automation, forming a hierarchy as 11lustrated by

the hierarchical pyramid in Figure 6-1.
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Phase one of supervisory control was implemented completely w1th1n‘the
SDPC (MVCUs and Modicon 584s). The philosophy was to automate as much as
reasonably possible within the Sch because of proven reliability due mainly
to redundant hardware and data highways which the 0CS would not have.

Ideally, all of supervisory control would have been configured within the SOPC
but the SDPC had hardware and firmware constraints which 1imited automation.
SDPC automation was implemented in discrete automation packages which covered
particular portions of the existing manual operating procedures according to
function and SOPC capability. Phase two and three of supervisory control were
implemented within the OCS, providing control of the whole plant from a single

console.

The data base in the SDPC used for display and control is identified and
stored by alpha-numeric numbers called "TAG ID's". The OCS computer accesses
and manipulates these tag IDs as the only means of interacting with the
process. Thus, a common data base of all systems process information is
maintained in the OCS to provide the data necessary for the supervisory

control functions.

Supervisory control was implemented within the OCS computer in the form of
FORTRAN programs called Application Program Tasks (0CS command files). Before
development of these programs began, supporting subroutines were coded for
common, basic internal, and external functions such as reading or setting a

value of an SDPC tag ID, writing a message to the printer, waiting a certain
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number of seconds before continuing, etc. These supporting subroutines helped
accelerate the development process of application programs by allowing the
control engineer to concentrate more on the operation of the plant than on the

configuration of the software.

Phase two application programs required the capability to transfer the
plant from one steady-state operating mode to another and establish known
optimum operating setpoints for each power producing mode of operation.
Optimum setpoints were determined from individual mode tests conducted prior
to, or in conjunction with, automation testing. The transition from one mode
to another required the ability to startup and shutdown each of the four major
subsystems (CS, RS, TSS, EPGS) which make-up the entire plant. The startup of
a system is a far more involved process than shutdown of a system. Therefore,
the application programs involving startup procedures required considerably
more effort and code than those involving shutdown. SDPC automation was quite
comprehensive and was completely utilized by phase two application programs.
Since the SDPC automation had matured, gained acceptance, and proved reliable
prior to OCS supervisory control impliementation, the approach was taken not to
duplicate or modify any of the SDPC automation via OCS. Also, the high
confidence level in SDPC automation provided initial confidence in 0OCS
automation resulting in a stable and predictable automation base to begin

implementation and testing of phase two application programs in OCS.
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The startup software was implemented, tested, and modified as individual
tasks and later was integrated into mode transition software as subroutines.
However, there are exceptions. The startup and shutdown software for both the
RS and CS are stand alone application program tasks. This is because TSS-
Extraction and transitioning from/to Mode 8 (inactive) was not to be automated
via OCS such that a mode transition did not exist into which the software could
be integrated. Integrating startup software as subroutines provided an effici-
ent means of locating problems and making corrections or adding additional code

as phase two of supervisory control was tested and modified.

Automatic collector field control 1s covered in a separate section because
of its interface with the HAC computer and 1fs unique functioning. However,
automatic collector field control is technically a supervisory control task and
s an integral part of phase two application program tasks. See Section 2 for

details concerning this task.

The mode transitions, including system startup/shutdown and collector field
control, make up phase two of supervisory control. The main effort of phase
two implementation consisted of four major items: (1) fill-in areas not
covered by the SDPC automation, (2) proper integration of the SDPC automation,
(3) minimization of the number of data points required, and (4) response to SCE

operator requests.



Implementation of a clear day scenario was the ultimate goal of supervisory
control for plant operations throughout any one day. The development of phase
three application programs (clear day scenario software) was a natural exten-
sion of phase two application programs, since clear day programs utilize phase
two programs to accomplish their tasks. Clear day programs essentially manage
phase two programs by initiating activation (start their execution) once cer-
tain process and/or environmental conditions are realized, waiting until they
complete (execution terminates), then checking them to make certain they ac-
complish their task. Three different clear day scenario programs were develop-
ed, implemented, and tested: Clear day 1, Clear day 2 and Clear day 5. Cléar
day 1 starts up the collector field (CS), receiver (RS) and turbine generator
(EPGS) providing maximum power generation throughout the day. Clear day 2
starts up the CS, RS and EPGS and, when the gross generator power output is
greater than 7.5 MW, starts up the TS charging system. Clear day 5 starts up
the TS charging system only providing the maximum charging rate of the thermal

storage unit throughout the day.

The major effort in implementation and testing of the phase three programs
was determining the proper timing and system conditions for activation. Since
0CS had the capability to execute only three application programs at any one
time, a clear day program had the added dimension of governing two "phase two"
files at any one time. This required close coordination between the two pro-

grams.
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In summary, the structure of supervisory control is comprised of three
phases. The first phase consists of basic automation packages within the SDPC
system. The second and fhird phase are implemented within the OCS where phase
two consists of mode transitions, stand alone startup/shutdown, and any other
special application programs subtasks, while phase three consists of clear day
scenario application tasks. Phase two tasks were structured to utilize process
data and SDPC automation to accomplish their specific automation function such
that 0CS would not duplicate any SDPC automation functions. Phase three tasks
were structured to utilize process data and phase two tasks to accomplish their
specific automation functions where phase three files would not duplicate any
SDPC or phase two automation functions. This structure is best illustrated by
the hierarchial pyramid (see Figure 6-1). Each phase depends on the lower
phase in order to perform its task. The structure was implemented methodically
phase by phase, program by program, and task by task. Each of these was imple-
mented in a manner such that each one was a reliable stand-alone task and could

be utilized reliably and effectively by another higher level task.

6.2 BASIC FUNCTIONAL TESTS AND RESULTS

Several basic functional tests were conducted once the OCS hardware and
executive software became operational. These initial tests provided important
information regarding the OCS interface with the SDPC. This interface was cru-
cial for reliable operation of the OCS in all areas of automation, particularly

for supervisory control. Therefore, the following tests were conducted.
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6.2.1 Inteqrated Update Cycle Time

The time required for the OCS to retrieve an input process value from the
field, do a computation, and return an output value to the field is considered
the integrated update cycle time (see Figure 6-2). This update time was
particularly important for effective, reliable, and safe utilization of
supervisory control because of the need for timely information and control
capability. As specified in the supervisory control requirements document,
the overall update time requirement was four seconds or less. This amount of
time was rather lenient because closed-1oop control was not to be effected
with supervisory control. Only managerial type control was to be effected
such as establishing setpoints, enab]ing SOPC automation sequences, monitoring
the process variables, etc. This was mainly because of the lack of a
redundant interface between the 0CS and SDPC and the inherent potential of a
variable update time. The 1ikelihood of communication failures was why SDPC
automation was so important to the success and safe operation of supervisory
control via the 0CS. Being able to read, compute, and output every four
seconds was considered adequate according to engineering judgement and control

experience.

A simple test was conducted to determine the integrated update cycle
time. The system configuration for this test 1s 1l1lustrated by Figure 6-3. A
voltage sinusoid of low frequency (v = .05 Hz) with a positive DC component
was used as the driving input signal which was connected to a MVCU input
terminal. The MVCU was configured with an Auto/Manual (A/M) station where its
input was configured with the input terminal number and its output was

configured to drive one of the output terminals on the MVCU. An SDPC CCM was
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Figure 6-2. Integrated Supervisory Control Update Cycle
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configured with a tag ID connected to the Auto/Manual station so that the OCS
could have access to both the input and output channels of the MVCU. A task
was programmed within the OCS to read the input process variable (PV) of the
tag ID and then command the tag ID to MANUAL with a commanded controller
output (CO) equal to the PV value which was read. The sequence would be
delayed 200 msec, then looped back and be continuously repeated. Both the

input and output voltage signals were recorded on a strip chart recorder for

evaluation.

The test was conducted during the evening hours after the plant had been
shutdown so as not to interfere with normal operations during the day. This
condition provided test data when the CCM was essentially free of other tasks
(1.e., alarms, operator command, etc.) such that conditions were ideal for
communication with SDPC and the SDPC update cycle time was at a minimum. The
receiver system (RS) CCM was chosen for the test since it had the largest data
base (most tag IDs and MVCUs configured within 1t). Also, MVCU C1-9 was
chosen because 1ts data base configuration was near capacity and it had the
largest number of tag IDs related to it. Also, MVCU C1-9 had a more busy data
highway due to three MVCUs communicating over the same highway; most highways
typically handle only two MVCUs at Solar One. Therefore, using the RS CCM and
MVCU C1-9 provided the most busy and adverse configuration for communicating
data within the SDPC hardware. Overall, the configuration (see Figure 6-3)
and conditions were deemed sufficient to provide meaningful and representative
data of the overall integrated update cycle time. The evaluation of the strip
chart (see Figure 6-4) revealed a very consistent update time of two seconds.

However, the time from execution of the 0CS application task until the initial
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output was received revealed an initial delay of four to five seconds. This
initial delay was attributed to the necessity of the executive software to
establish a new scan 1ist of tag IDs, notify the SDPC, and begin receiving
data following the initiation of an application program task. The consistent
update time of two seconds was very encouraging and met the four seconds or
less requirement. The four to five second initial delay posed no problems and

was acceptable also.

6.2.2 0CS to SDPC Command Test

The 0CS communicates with the SDPC over three RS232 (serial) 1inks; one
for communication with each of the three SDPC subsystems (RS, TSS, EPGS).
Each 1ink performs data transmission in both directions (data retrieval and
commands), in a serial fashion, with each SDPC communication control module
(CCM). Transmitting and receiving data serially was not a problem in itself
since the speed of the 1ink was much greater than the update and processing
time of a CCM. The problem was that the 0CS could potentially overwhelm a CCM
with too many commands at one time. Commands are received by a CCM and placed
into a buffer chronologically. A CCM scans 1ts command buffer and transmits
as many commands to the appropriate MVCU and tag ID as time permits in
chronological order. If a CCM has to spend more time handling other functions
(1.e., sending data to the OCS & DAS, alarm handling, provide live-data for
graphic pages, etc.), then the buffer could become full and not be able to
accept any more commands temporarily. Therefore, a command test was conducted

to determine the realistic l1ikelihood of such an event.
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An application program was generated which would send a set of ten
commands, a combination of both analog and digital, to each of the three
CCMs. The program was coded such that the RS, the TSS, then the EPGS were
sent a set of ten sequential commands. The program looped back and started
with the RS again until the program was terminated. The initial test showed
that the EPGS CCM would cause an error to occur and the command file would
abort automatically. The error was generated by the EPGS CCM because of the
command buffer problem as expected. What was unusual about this buffer
problem was that it occurred within the EPGS CCM which was the least busy and
had fewer tag IDs configured within it than any of the others. There is no
explanation for this occurrance to dafe. Another result of the initial test
was that the command file continued to abort because 1t was unable to execute
a command to the SDPC after only trying once. This software configuration was
not acceptable. Therefore, the executive 0CS software which handles commands
to the SOPC CCMs was modified to send the same command again if an error
message returned from a CCM due to that command. The command is sent again
after a 200 msec delay and with a 1imit of five tries before the file is
aborted. After the modifications were coded, the above application program
was executed again. The EPGS CCM was the only one to cause an error again and
was of the same type. However, the executive software modification was

successful since the program did not abort and the command was finally

executed.

The overall results of this command test indicated that the l1ikelihood of
a command buffer problem was relatively low. However, minimizing this type of
problem was desirable. Therefore, the executive software was modified to
circumvent this problem in order to reduce the 1ikelihood of aborting an
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application program task. The modification improved the integrity of the OCS

supervisory control capability, both operationally and functionally.

6.3 APPLICATION PROGRAM (OCS COMMAND FILE) TESTS

Testing of application software followed the 1hp1ementat1on methodology
discussed in Section 6.1. The actual order in which these 0CS command files
were tested is shown by Table 6-1. The table does not include collector field
control command files since they were tested concurrently with the programs
Tisted (no specific order). The table also provides a description of the

primary function for each application program.

Testing began in December 1983 and officially ended in July 1984.
Initially, basic functional tests were conducted to determine basic 0CS
functional characteristics concerning supervisory control, then application
program testing began. Unusually clear skies prevailed for the first two or
three months of testing which provided more testing time than anticipated.
This additional time facilitated the known need for software modifications and
algorithm fine tuning. Consequently, the schedule was moved up but allowed

time to implement all three clear day scenario application programs.

Mode transition appliication programs are the real work horses of 0CS
supervisory control. Consegquently, approximately 70% of testing was conducted
on mode transition files. Testing consisted of three major items: (1)
finding and resolving deficiencies in process/operational control, (2)
integrating the SDPC automation and (3) implementing reasonable operator
requests. Supervisory control design problems which surfaced during
automation testing were resolved as they appeared.
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Table 6-1. Order of Application Program (OCS Command File) Testing

Test Application Program
Order (OCS Command File) Functional Description

1 RUNMOD Determines Steady-State Operating Mode

2 MX95 | Mode 9 to Mode 5 Transition

3 MXT9 Mode 1, 2, or 5§ to Mode 9 Transition

4 RSUP RS Startup

] MX91 Mode 9 to Mode 1 Transition

8 MX12 ‘ Mode 1 to Mode 2 Transition

7 RSDRAT RS Derated

8 MX21 Mode 2 to Mode 1 Transition

9 RSSHUT RS Shutdown
10 MX25 Mode 2 to Mode 5§ Transition
1" CLRDY?2 Clear Day Scenario With Noontime Mode 2 Operation
12 CLRDY1 Clear Day Scenario With All Day Mode 1 Operation
13 CLRDYS Clear Day Scenario With All Day Mode S Operation
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Clear day scenario testing began by manually activating mode transition
tasks in order to determine the basic activation criterion, anomaiies in
sequencing or simultaneous execution of mode transition programs, and
management type control actions. The manual results were coded and actual
clear day scenario program testing began. Three such application programs

were generated and tested.

6.4 APPLICATION PROGRAM (0OCS COMMAND FILE) TEST RESULTS

The results are divided into four main program categories: mode
transitions, clear day scenarios, special functions, and OCS displays. The
results of the mode transitions affected the results of the clear day
scenarios while the results of the special functions affected the results of

the other categories.

A1l of the initial supervisory control requirements were met. However, as
expected, 1mp1emehtat10n of additional requirements became necessary as the
overall OCS capability matured and testing progressed. These additional
requirements were a result of the OCS computer's hardware and software
Timitations, operator awareness and control capability inadequacies, and

detailed operational control deficiencies.

6.4.1 Mode Transition Test Results

Application Program Tasks,in general, were initially designed to be
executed from beginning to end only. Ouring implementation and testing of the
initial programs, it was determined that this design feature was unreasonably
restrictive. 1If a task sequence had to be aborted because of problems, the
operator had to return the plant operating condition to its original state

(once the problem had been corrected) in order to restart the program for a
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retest. Usually the problems were of a simple nature that could be corrected
within a short time; therefore the need to completely recycle was considered
unacceptable. The programs were subsequeﬁt]y modified to allow initiation of
control execution at the proper location, or step, within its sequence and to
perform "status checks" at each step prior to the start of its execution.
This provided a much smoother operator/0CS interface and reduces the chances

for operator error.

The capability to begin control execution at the proper step within an
application program 's sequence increased the use and importance of the "mode
finder" software. The knowledge of tﬁe current operating mode of the plant
provided the general initiation location for control execution while the
"status check" capability for each step determined the specific initiation
step. Also, status checks allowed some degree of concurrent operator/program
control because the check would determine if an operator-commanded step had
already been executed by the program and, if it had, the program would

automatically cycle to the next step.

The gains in the overall performance of supervisory control, produced by
the above modifications to program design, were demonstrated during testing.
Specifically, reliability was improved since sequential execution of each step
within a program was assured (manually or automatically). Also, program
usability was improved because of the removal of the conditional start

criterion and the allowance for concurrent operator/program control.
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As the overall 0CS capability matured, machine resources became more and
more of a concern (see Section 4 for details). Three features were
implemented within the application programs to improve OCS performance. A
summary of these
features follows:

1. Time Spacing. The subroutine WEIGHT(X) was used extensively to break
up the executable code, where appropriate, without causing any functional pro-
blems. When WEIGHT(X) is called, the program essentially stops execution for
“X" number of seconds. Thus, machine resources are utilized more efficiently.

2. Minimize Data Required. Each application program requires data from

SDPC tag IDs in order to make decisions and to provide control. When a
program first begins to execute, the SDPC is commanded to begin sending data
for every tag ID required by the file independent of the current needs of the
file. Machine resources are required to process the data for each tag ID.
Therefore, the number of tag IDs required by each application were minimized.

3. Limit Number of Command Files Executing Simultaneously. The number

of tasks which could execute simultaneously was limited to three. Three tasks

were sufficient to operate the plant in the planned operating modes.

6.4.2 Clear Day Scenario Test Results

The necessity for each application program task ( e.g. clear day program)
to have execution status information from other programs was established
during initial testing. This information was important for three reasons:

(1) to prevent one application program from attempting to activate another
program which was already active, (2) to perform checks to determine whether
or not a program had completed its task following task termination (transition

from an active to an inactive state) and (3) to prevent a program from waiting
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indefinitely on process conditions to be established when the required
program, which would provide operations to establish those conditions, was no
longer active. A 16-bit word, called "task bits" (TSKBITS), was established
and implemented; each bit represents the active/inactive state of a particular

application program.

The capability of the 0CS to execute three application programs
simultaneously caused some problems, or confusion, from an operators
point-of-view. Since three tasks were only active simultaenously during clear
day scenario operation, the focus of the problem was on the operator's use of
clear day programs. The majority of fhe problem dealt with providing the
operator with adequate information on the present state of overall supervisory
control; a discussion of this portion of the problem is provided in Subsection
6.5. The remainder of the problem dealt with the issue of supervisory control
"abort structure". When an operational problem occurred (1.e., equipment
failure, control loop troubles, etc.), the operator's desire was to terminate
supervisory control. This decision required the operator to abort each
application program which was not conducive to safe operation of the plant.

Therefore, an "abort structure" was required to facilitate operations.

There was a choice of two principle automatic abort structures:

1. Top-Down Automatic Abort Structure. When the operator aborted a

clear day program, any other active program would be automatically aborted.

2. Bottom-Up Automatic Abort Structure. When the operator aborted an

application program, only those programs which depended on the aborted program

completion would be automatically aborted.

54



01350

These two structures refer to the hierarchical pyramid of automation
11lustrated by Figure 6-1. The bottom-up automatic abort structure was chosen
for two main reasons: (1) this structure was generally implemented within the
separate programs themselves and (2) aborting a clear day program did not

always necessitate the need to abort all other programs.

Another key test result regarded the handling of automatic trips by the
application programs. There are three trip-related program actions required:
(1) determination of whether or not the system is moving towards a safe
status, (2) determination of the cause of the trip and (3) resolution of the
problem. Trip handling i1s a very delicate and safety conscious task. When a
trip occurs, the operator is often inundated with alarms; one alarm condition
causes another one, etc. Sometimes manual inspection of equipment is
necessary. Consequently, determination of the cause of a trip is a formidable

task, automatically or manually.

Automatic trip handling would have required an independent alarm processor
or an improved SDPC alarm processor to provide cause determination. An
extensive amount of OCS deterministic software would have been necessary to
effectively and reliably accomplish automatic trip handling via the OCS.
Determination of the alarm which represented the actual cause of a trip is
best handled on the SDPC control level since an operator requires this system
information when operating in a manual mode without any supervisory control.
Therefore, due to system imitations, automatic trip handling within
application programs was reduced to the point where the programs simply abort
themselves when a subsystem trip is detected such that supervisory control
terminates automatically without operator initiation.
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6.4.3 Special Functions

The capability to determine the current steady-state operating mode of the
plant is deemed a special function. The *mode finder" software is used by
every application program, except those which control the collector field, in
the form of a subroutine. The individual mode finder capability was

implemented for initial testing purposes and for operator use.
Several special functions were required in many tasks and these functions
were implemented as subroutines for use by each of the tasks. These functions

are described below.

1. RSTFLW - RS Total Flowrate.

The receiver total flowrate is calculated in the SDPC as the sum of the
three preheater flowrates (Tag ID = FI2233). Since this calculated total flow
is used in many of the application programs it was important to be assured
that the value was correct. This routine compares the values of the three
preheater panels to determine if all three are within a specified tolerance.
1f they are within tolerance, the routine allows the SDPC calculated total
flowrate to be used by the application programs. If one panel flowrate is out
of tolerance, this routine sets an error flag and calculates the RS total
flowrate using the sum of the two "good" panel flowrates multiplied by 3/2.
When all three are out-of-tolerance, the error flag is set to a failure
setting and uses the largest panel flowrate that is not reading a full scale

(100%) value, to calculate the total RS flowrate (multiply this value by 3).
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2. ISSFTK - TSS fFlash Tank. This subroutine essentially controls the

pressure and level of the TSS flash tank, during subsystem startups, until
steam is provided by the charging subsystem. This is accomplished by
determination of the source of auxilary steam (TS extraction train 1 or 2 or
electric steam boiler) and setting up the appropriate controllers for this
source.

3. TSUTNK - TSU Tank. The thermal storage unit (TSU) has four possible

valve alignments for the inlet, outlet and bypass 1ines connected to the

tank. The four alignment sets are TSS charging startup bypass, TSS charging,
TSS extraction, and TSS extraction for auxilary steam (using the middle
manifold). This subroutine checks to see that the thermal storage unit valves
are set correctly to one of four different sets. A flag is set to indicate if
the valves are correctly set.

4, DAVENT - Deaerator Vent. The subroutine controls the deaerator vent

during RS startup to vent GN2 from the deaerator.

5. DEACTL - Deaerator Control. The techniques for deaerator control are

operating mode-dependent. Consequently, this subroutine is only used by the
clear day 1 (CLRDY1) application program. The subroutine controls deaerator
level and "pegging" steam pressure, mainly during RS startup, to heat-up the
deaerator as quickly as possible. The sooner the deaerator is up to
temperature, the sooner the actual deaeration process begins. Thus, less
axuiliary steam 1s required once the plant 1s on-l1ine.

6. TRBALD - Turbine Average Load. The subroutine calculates a running

60 second average of the load, or gross output, of the generator. This
subroutine is used by the clear day programs to determine when to provide

automatic turbine/generator shutdown in the evening.
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7. TRBEHS -~ Turbine Electro-Hydrolic (EH) System. The subroutine starts

the EH system. On even days of the month side "A" is started and side "B" 1is
set for automatic failover. On odd days the opposite is accompiished.

8. TRIPS - Master and Subsystem Trips. The subroutine scans all major

trip tag IDs and sets a flag for each major subsystem (RS, TSS-CHG, EPGS, SDS)

accordingly.

These special function subroutines were integrated into the application
programs as required. Testing was accomplished concurrentiy with each

appliication program.

6.4.4 0CS Displays

0CS graphics displays are required to support operations of the plant in
the automatic supervisory control mode. The operator must have available
direct visibility into each automatic sequence in order to assess the
conditions of the plant as well as any anomalous behavior. To provide this
capability displays were developed during automatic testing which are in three
levels: an Operations Menu, Application Program Status and sub-program or
task status. In addition, some of the displays used on the SDPC were combined
to allow manual operation of more than one system (RS + TSS, etc.) from a
single console, if desired. The following paragraphs give a brief overview of
each type of display. More detalls on their use may be found in References 3

and 5.
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The overall screen layout for the OCS display 1s shown in Figure 6-5. Two
important display zones should be pointed out here: the command file status
and command 1ine zones. The command file status fields show the current
status of the application prbgrams which are being used at any particular
time. There are three fields since only three applications programs can
execute at any one time. The command 1ine zone is used for controlling the
application programs (start, stop, etc.) as well as entering commands to the
SDPC or HAC or for data acquisition. The remainder of the screen contains the
0CS displays. The detailed descriptions of the other display zones are given

in Reference 3.

The Operations Menu display i1s selected and d1sp1a§ed by depressing the
function key "Operations Menu" on the OCS console. It provides a 1ist of all
application programs used to operate the plant. It shows the program name, a
brief description, and any operator input labels required to run the program.
The menu contains the three basic clear day programs (CLRDY1, CLRDY2, CLRDYS)
as well as the different mode tréns1t1on programs and system startup/shutdown

programs available to the operator (see Reference 5).

The operator can select the application program desired which will cause
the operations menu display to be replaced by the applications program
display. This display shows an pverv1ew of‘the sequence of events for the
selected program, relateq 1ive process data and related process graphic pages

and other sequence of events pages which may be executing simultaneously.
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These related displays may be accessed directly from the application program
display. This allows the operator to view the status of sub-programs which

may be used by the primary program.

when the application program display is called up from the Operations
Menu, the means to start, stop, hold or resume the execution of the program is
shown at the bottom of the display on the command line. This gives the

operator immediate control over the program.

Some of the SDPC displays were duplicated on the 0CS to provide manual
control through a single console. Since OCS has access to the data and
controllers of all three‘systems (RS, TSS, EPGS) it 1s possible to combine
several SDPC displays on one OCS display. This gives the operator much more
information and control from one console. These displays may be used for
strictly manual (SDPC) control but are usually used by the operator to monitor
startup and shutdown along with the application program display during 0CS

automatic control.
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Section 7

MAN-MACHINE INTERFACE

The man-machine interface for the OCS can be stated as an information
exchange between the 0CS computer and the operator through two Aydin 19-inch
color graphic CRT's, operator keyboards, function keys, 1ight pens and
printers. The hardware, software and operation are described in Reference 2
and 3. The Plant Operational Display System (PODS) is the portion of the 0CS
software which supports the Man-Machine Interface function. PODS also
provides the software for display format generation, alarming, logging,
trending, data acquisition from the SDPC, DAS and HAC, and operator manual

control.

The 0CS man-machine interface was tested for functional capability
throughout the period of development implementation of the automation tasks.
The intent was to insure that the OCS hardware and PODS software did meet the
requirements as stated in Reference 4. The next two subparagraphs discuss
testing on the PODS and on the OCS hardware and the changes required to

improve the performance.

7.1 PODS SOFTWARE

PODS makes use of SGM's RCS-7 system to store and/or display data and
communicate with the operator via the Aydin color CRT terminals. Initial
testing pointed out several areas where RCS-7 needed to be modified or adapted
to fit the needs of Solar One. The most important functions were alarm
processing, plant graphics display processing, and trend and X-Y plot

processing.
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7.1.17 Alarm Processing Software

The original software stored alarm data on disk when an alarm was first
received from either the SOPC or an OCS task. Having to access the disk in
order to process an alarm required CPU time. At first glance, the access time
seemed small. However, when multiple alarms occurred at one time, the time to
access the data and process it one after another was prohibitively long. The
solution was to place incoming alarm data into an input queue using a common

block in memory which eliminated most of the disk access time required.

The performance was further improved by removing the alarm display
software from the alarm processing software by creating its own independent
task. Also, the new alarm processing software was integrated into an existing
task (which was usually executed concurrently) for the sake of Task Control
Block (TCB) space. TCB space i1s 1imited and 1s required to allow a task to

begin and continue execution.

7.1.2 Plant Graphics Display Software

Early in the OCS automation test program it was observed that the update
rate for graphic dispiays was in the range of seven to ten seconds.
Investigation determined that the update rate could be improved by using a
different technique to transfer the display data from the OCS to the Aydin
CRT's. The original design used an RS232C 1ink which provided serial data
transfer. A decision was made to change to a system with a display processor
using direct memory access (DMA) as described in paragraph 7.2.2. The
graphics display software was modified to support the DMA process after the

new hardware was installed.
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As part of this upgrade, the display update tasks were reviewed and the
code was optimized to obtain the best possible update rate. The anticipated
result of these changes was to reduce the update rate to a range of two to four
seconds. SCE Operations determined this rate would be adequate for plant oper-
ation even though 1t did not meet‘the original stated requirement of once per

second.

7.1.3 Trends and X-Y Plots

The SGM RCS-7 system included software which would provide trend and X-Y
plot display data to the Aydin CRT's. However, the maximum resolution possible
of the plots on the displays was only-BO characters wide by 48 characters high
(no resolution to the “"pixel" level). This did not meet the man-machine inter-
face requirements in Reference 4 which specified trend/X-Y plots of the same
quality as available on the Data Acquisition System (DAS). It was determined
that the cost effective approach was to adapt the DAS software to provide the
trend and X-Y plot capability. The DAS routines were modified to fit within
the 0CS man-machine interface software. Improvements were made in scaling, the
ability to generate historical trends was added, a trend menu was added and
plot generation for frequently used trends was simplified. An ISC terminal was
added to the OCS hardware in order to obtain the desired plot resolution. The
final resolution of the displays 1s 340 pixels wide by 240 pixels high (RCS-7
display equivalent, 50 characters wide by 30 characters high). The revised

trend routine runs faster and 1s more "user friendly".
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7.2 HARDWARE MODIFICATIONS

7.2.1 0CS _Keyboards

The SGM RCS-17 sysemvprov1ded 24 function keys for use with OCS software
for any application needing operator/0CS interaction. Only 8 or 10 of these
keys had been tentatively assigned by SGM when the program arrived at Solar
I. Lacking any operational experience with the system the key assignments
were not changed at once. Also, the keys were not engraved at this time

pending identification of other key assignments.

As the 0CS keyboards and functions keys were used during automation
testing, other functions were identified. It became apparent that a new

function key layout would be desirable from an operator standpoint.

puring the final key assignment, Chris Koch, Honeywell, Inc. provided
human factors-related comments and suggestions on key configuration. These
suggestions are summarized as follows:

Layout

1. Place frequently used and important keys in or near corners.

2. Place programmer used and low priority operational keys in the middle.

3. Stereotyping on the same row 1s stronger than in a column.

4. Place the "Control Input" key in the second row to help avoid
accidental activation.

5. Place keys which must be reached frequently and/or rapidly to the

right side of the keyboard This suggestion assumes most operators are

right-handed.
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Colors

1. Use red for alarm-related keys; the color red is logically associated
with alarms and is considered “attention-getting".

2. Use orange for control function keys; the color range is considered
Yattention-getting".

3. Use green for page accessing keys; the color green is “non-attention-
getting" but effectively demarcates without over emphasizing.

4, Use cyan/blue for informational keys; the color cyan/blue is neutral
which provides demarcation from and promotes visual emphasis to surrounding
keys.

Legends

1. Use all capital letters.

2. Use a letter color which contrasts well with the key cap colors.

3. Use simple and clear legends.

The final function key configuration is shown in Figure 7-1. This
configuration was selected after reviewing comments from SCE operating
personnel and MDAC system engineers. The above suggestions by Mr. Koch were
reviewed and included where possible. After this final selection function
keys of the appropriate color were engraved and installed on the OCS keyboards

at Solar One.

7.2.2 Display of Live-Data

The man-machine interface requirements (Reference 4) specified that the
update rate for the OCS graphics display CRT's be once per second for 150 Tive

data points. Initial OCS testing revealed an update rate of seven to ten
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seconds, depending on which 0OCS tasks were running at that time. Investigation
showed that a serial, RS232C link was being used to transmit the display data
to each CRT. This technique transfers each character (consisting of 8 bits)
one character at a time. Thus thé display update task was using an inordinate

amount of CPU time thereby slowing down all OCS processing.

To alleviate this problem the RS232C link was réplaced with a display
processor using direct memory access (DMA). This allows the transfer of large
quantities of display data from the CPU to the Aydin CRT when a graphic page
is generated or updated. The display update rate was reduced to a range of
two to four seconds which was found acceptable to the SCE operators even

though it was not within the original requirements.
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Evaluation, SAND 86-8239, September 1986.
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