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ABSTRACT

The power production phase at Solar One spanned three years from
August 1, 1984 through July 31, 1987. 1In that period the plant
achieved an average availability, during hours of sunshine, of
81.7%. This report presents the frequencies and causes of the
plant outages that occurred. The eleven most important causes
composed 75% of the total outage time. Qualitative insights
related to the origin and mitigation of these causes are
provided. Also presented are insights and statistics regarding
the reliability of the heliostat field. The quantitative and
qualitative information presented in this report will be useful
to studies aimed at improving the reliability c¢f future solar
central receiver power plants.



Acknowledgments

The following individuals at Solar One provided invaluable
assistance in helping the authors interpret and categorize the
data presented in this report:

James Lay (maintenance staff)
Anita Snedeker (data analyst)
Tony Tapia (shift supervisor)

Bob Workman (maintenance supervisor).

Jim Clark and George McGrath from an office of Southern
California Edison located in Rosemead, California, provided a
data tape containing all the Solar One maintenance orders. Fred
Schkade and John Nagel from Sandia helped load the data tape on
the Sandia conmputer system. Many thanks to all.

iv



CONTENTS

1 Introduction

2 Causes for Plant Outages

%)

Qualitative Insights Regarding Plant Availability
-4 Reliability of Heliostats
5 Conclusions and Recommendations

References

49
57

61



FOREWORD

The research and development described in this document was conducted within
the U.S. Department of Energy’s (DOE) Solar Thermal Technology Program. The
goal of the Solar Thermal Technology Program is to advance the engineering
and scientific understanding of solar thermal technology, and to establish
the technology base from which private industry can develop solar thermal
power production options for introduction into the competitive énergy
market.

Solar thermal technology concentrates solar radiation by means of tracking
mirrors or lenses onto a receiver where the solar energy is absorbed as heat
and converted into electricity or incorporated into products as process
heat., The two primary solar thermal technologies, central receivers and
distributed receivers, employ various point and line-focus optiecs to con-
centrate sunlight. Current central receiver systems use fields of
heliostats (two-axis tracking mirrors) to focus the sun’'s radiant energy
onto a single tower-mounted receiver. Parabolic dishes up to 17 meters in
diameter track the sun in two axes and use mirrors to focus radiant energy
onto a receiver. Troughs and bowls are line-focus tracking reflectors that
concentrate sunlight onto receiver tubes along their focal lines,.
Concentrating collector modules can be used alone or in a multi-module
system. The concentrated radiant energy absorbed by the solar thermal
receiver is transported to the conversion process by a circulating working
fluid. Receiver temperatures range from 100C in low- temperature troughs to
over 1500C in dish and central receiver systems.

The Solar Thermal Technology Program is directing efforts to advance and
improve promising system concepts through the research and development of
solar thermal materials, components, and subsystems, and the testing and
performance evaluation of subsystems and systems. These efforts are carried
out through the technical direction of DOE and its network of national
laboratories who work with private industry. Together they have established
a comprehensive, goal directed program to improve performance and provide
technically proven options for eventual incorporation into the nation's

energy supply.

To be successful in contributing to an adequate national energy supply at
reasonable cost, solar thermal energy must eventually be economically com-
petitive with a variety of other energy sources. Components and system-
level performance targets have been developed as quantitative program goals.
The performance targets are used in planning research and development ac-
tivities, measuring progress, assessing alternative technology options, and
making optimal component developments, These targets will be pursued
vigorously to insure a successful program,

vi



Chapter 1
Introduction
1.1 Overview

The reliability of the Solar One power plant was commendable
throughout the power production phase of its operation. During
this three-year period (August 1, 1984 to July 31, 1987), the
intent of plant operation was to maximize the amount of energy
delivered to the Southern California Edison {SCE) utility grid.
To achieve this, an availability goal of 90% was established.
The plant was close to achieving this goal and registered values
of 80%, 83%, and 82% in each of the three years (Radosevich
1988). Considering the fact that Solar One is a first-of-a=kind
plant and that the 90% value is traditionally chosen for power
plants based on old technology (e.g., fossil fuel and nuclear),
the availabilities achieved at Solar One were truly outstanding.

Though the availabilities were commendable for a pilot plant,
improvements are necessary to achieve the 90 to 95% goal the
Department of Energy hopes to achieve for a mature central
receiver system (Alpert and Kolb 1988). As part of our Annual
Energy Improvement Study, Sandia Laboratories is performing a
reliability analysis to identify ways to improve the design and
operation of future central receiver plants to achieve this
goal. This analysis requires a detailed understanding of the
frequency and cause of equipment failure at a central receiver
plant. The failure experience recorded in the Solar One log
books during the power production phase is the best source of
this information.

This report organizes the plant outages described in the Solar
One logs, displays various failure statistics, and presents
failure probability estimates needed for reliability studies.
This work is described in Chapter 2. 1In that chapter we
identify 65 different causes for plant outages. Eleven of them
composed 75% of the total outage time. In Chapter 3 we describe
these 11 outage causes and recommend ways for reducing their
likelihood in future central receiver plants.

This report also presents failure statistics and qualitative
insights regarding the reliability of the Solar One heliostat
field. While failures of individual heliostats do not in
general cause plant outages, their reliability is important to
plant performance and maintenance costs. Future central
receiver plants will therefore benefit from the information
presented in Chapter 4. Conclusions and recommendations are
presented in Chapter 5.

This is the second reliability analysis of Solar One. A
previous report (Nagel 1986) documented the failure experience
during the test and evaluation phase of the plant's operation



(January 1, 1983 to July 31, 1984}, That report should be used
to identify reliability problems that may occur during the
"break-in" phase of a central receiver plant. The current
analysis is more appropriate for the "useful life" phase (see
Figure 1-1).

For those readers who are unfamiliar with the design and
operation of the Solar One power plant, the following section
serves as a brief primer.

1.2 Description of Plant Systems

In this section we provide a brief overview of the design and
operation of the Solar One plant. A more detailed description
can be found in Radosevich (1985) and US DOE (1982). Solar One,
an electric generating pilot plant located in Barstow, CA, is
the world's largest solar central receiver. It was designed to
produce at least 10 MW for 8 hr on the best design day ~-- the
sumner solstice. The project is a joint undertaking of the US
Department of Energy (DOE) and of Utility Associates. The
latter consists of Southern California Edison (SCE) Company,

the Los Angeles Department of Water and Power, and the
California Energy Commission. In such a plant, large
sun-tracking mirrors called heliostats concentrate sunlight onto
a receiver mounted atop a tower. The receiver transforms the
solar energy into thermal energy that heats water, turning it
into superheated steam that drives a turbine to generate
electricity (Figure 1-2). The heat can also be stored for later
use.

Plant Design

Solar One consists of six major systems:

o The collector, including the heliostats and supporting
components

o The receiver

o Thermal storage

o Plant control systen

o Electric power generation system

o Beam characterization.

Supporting these six systems are auxiliary systems that provide
raw water, fire protection, water treatment, cooling water,
nitrogen, compressed air, liquid waste disposal, auxiliary
steam, and air conditioning.

Collector--The heart of the collector system is an array of 1818
heliostats positioned 360° around the tower; the heliostats were
designed and built by Martin Marietta. Each heliostat is an
assembly of 12 slightly concave mirrors individually mounted on
a geared drive that can be controlled for azimuth and

elevation. The controlling system consists of a microprocessor
for each heliostat, 64 field controllers (each for up to 32
heliostats) and two heliostat array controllers (HACs), one



controlling the entire field and the other acting as a backup.
Also included are the associated power supply and data
transmission and control hardware.

Receiver--The receiver system uses reflected sunlight to heat
water directly, creating superheated steam. The system consists
of 6 preheating panels and 18 single-pass-to-superheat boiler
panels. External tubing, tower, pumps, piping, wiring, valves,
and controls are all part of the system that provides steam to
the turbine or to the heat-storage system. Although the
control-room operator can control delivery of steam, the system
normally reacts automatically to changes in the amount of
sunlight reaching the receiver.

Thermal Storage--The thermal storage system stores heat from
solar-generated steam in a tank filled with rock and sand, using
thermal oil as the heat transfer medium. The system thus
extends the plant's power—-generating capability into the night
or during cloudy days. It also provides heat for generating
low-grade steam to warm parts of the plant during off-hours and
to start the plant the next morning. Components of the system
are the charging subsystem, which heats the storage oil with
superheated steam from the receiver; the extraction subsystem,
which transfers the stored heat to water and generates medium
pressure steam; the storage tank; and a ullage maintenance unit.

The thermal storage system at Soclar One is no longer in use. On
August 30, 1986, the system was damaged by fire. Because the
storage system was functional for two years of the three-year
time frame covered by this report, the above description was
included.

Plant Contrcl System~--The plant control system consists of
several computers responsible for monitoring and controlling the
plant's individual systems and for collecting and storing plant
operation and performance data. Most of the plant's functions
are fully automatic, with operator override capabilities to make
it possible for one operator to control the entire facility.

The system has access to approximately 2500 channels of
information from all over the plant and displays operating data
and alarms on conscoles and other graphic means within the
control room. Three Beckman MV8000 distributed-preocess control
systems are used to operate the receiver, thermal storage, and
electric power generation systems. An interlock logic system
consisting of three Modicon 584 programmable logic units
contains the plant permissives required to safely operate the
plant. Two red line units, which are also Modicon 584
programmable logic units, provide safety monitoring and control
of the receiver and thermal storage systems to assure shutdown
of the systems when criteria for safe operation are exceeded.
Five remote stations process information between the operational
control room and the operating egquipment.



Turbine-Generator--The General Electric turbine-generator, a
gingle~case design for cyclic duty, is rated at 12.5 MW. The
turbine admits high-pressure steam generated by the receiver
through one port and lower pressure steam generated by the
thermal storage system through another. Circulating water from
an evaporative cooling tower condenses the spent steam into
water, which is then routed back to the receiver through a
full-flow demineralizer and a series of feedwater heaters. Two
other functions support the power-generating system: water
chemistry control facilities and an uninterruptible power-supply
battery system in case the main and backup power supplies to the
control system fail.

Beam Characterization--The beam characterization system is
coupled to the collector-control system and calibrates each
individual heliostat's beam with respect to its aim point on the
receiver, its shape, and its intensity. The system alsoc helps
identify heliostats ‘requiring maintenance. It consists of four
cameras, a minicomputer, and associated controls.

Plant Operation

The plant can be operated in eight steady-state modes, each
characterized by different process flow paths between the
plant's collector, receiver, thermal storage, and electric power
generation systems (see Figure 1-3). The modes are

Mode 1 - Turbine Direct

In the turbine direct mode, all steam generated by the receiver
passes directly to the turbine-generator, and the thermal
storage system is bypassed. This is the most efficient mode for
power production and is used on clear days when charging the
thermal storage unit is not required.

Mode 2 - Turbine Direct and Charging

In this mode, steam from the receiver is directed simultaneocusly
to the turbine-generator and to the thermal storage system.

This operating mode would be used at midday on a clear day when
the available solar energy exceeded the maximum capability of
the turbine.

Mode 3 - Storage-Boosted

Steam generated by the thermal storage system is used to
supplement steam generated in the receiver. This mode could be
used on a clear day during early morning and late afternocon,
when the available solar energy was less than the maximum
capability of the turbine.

Mode 4 - In-Line Flow

Here, steam from the receiver is used to charge the thermal



storage system, which then generates steam for the
turbine-generator. When operating in this mode, the unit's
tolerance of cloud transients is enhanced. Due to limitations
on the temperature of the heat transfer oil and the temperature
differences across the heat exchangers, plant efficiency and
maximum power output are less than for Mode 1.

Mode 5 - Storage Charging

In this mode, the turbine-generator is not operating, and all
steam generated in the receiver is delivered to the thermal
storage system,

Mode 6 - Storage Discharging

Here, the heliostats and receiver are not operating and the
thermal storage system generates steam for use in the
turbine-generator. This mode would be used on overcast days or
at night.

Mode 7 - Dual Flow

In this mode, steam from the receiver is delivered to both the
turbine-generator and the thermal storage system.
Simultaneously, steam from the thermal storage system is
directed to the turbine-generator. This mode could be used on
cloudy days since it allows the thermal storage system to dampen
transients caused by passing clouds.

Mode 8 - Inactive

None of the major plant systems are in use in this mode during
which only a portion of the plant's support systems is in
operation. The support systems are used to generate auxiliary
steam needed for start-up of the plant, building heating and
ventilation, and other plant support functions.

Even though the plant could operate in the eight modes described
above, only Modes 1, 5, and 8 were routinely used before the
storage fire. Mode 2 was not used because the heliostat field
was not large enough to supply simultaneously full power to the
turbine and sufficient energy to the storage. The size of the
heliostat field was reduced just before the plant was built to
reduce costs. The remaining modes were not routinely used
because the plant ran more efficiently in Mode 1. Before the
fire, the storage tank was charged approximately every ten days
(Mode 5). The energy stored in the tank was used to provide
auxiliary steam during start up and at other times. After the
fire, auxiliary steam was provided by the existing electric
boiler.
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Chapter 2
Causes for Plant Outages

In this chapter we present and categorize various failure
statistics regarding the frequency and causes for plant outages
at Solar One. Consequently, equipment failures that did not
cause the plant to be unavailable for power production are
generally not included in our analysis. The one exception is
the failure of individual heliostats. Heliostat failures are
discussed separately in Chapter 4.

2.1 Data Base of Plant Outages

The resources we used to understand the causes and frequency of
plant outages are listed below:

1. Daily newsletters entitled "Daily Solar One Highlights."
2. Contreol room logbooks.

3. Interpretations by Solar One's maintenance and operations
personnel.

4, Outage times recorded in a data base prepared by Sandia
Livermore.

5. Maintenance orders recorded within an SCE data base.

The first four resources were used extensively. The last
resource proved to be of limited value because a) equipment
failure categories were often too general to determine the exact
problem, and b) a maintenance order was not written for plant
cutages when the problem was corrected by the operations rather
than the maintenance staff. The maintenance orders were used,
however, to double check about one-~third of the causes for
outages described by the first three resources.

Takle 2-1 summarizes all the outages that occurred at Solar One
during the power production phase. The 261 outage events are
listed in chronoclogical order. It can be noted that some events
caused the plant to be unavailable for more than one day. (For
example, event 45 caused the plant to be out from February 10,
through March 15, 1985.)

In column 3 we assign the outage cause to a particular system.
The system boundaries and definitions employed were the same as
defined in Appendix A of Nagel (1986); we have, however, added
two new systems entitled "operators" and "utility grid" so that
we could be more precise about the exact cause of the outage.



In column 4 we classify whether the outage was scheduled or
unscheduled. A scheduled outage occurs if the plant is
purposely shut down by the staff and not by an equipment
failure. If equipment failure results in a trip condition (or
if equipment is degraded so that trip should occur within a few
hours) an unscheduled outage occurs.

Columns 5 and 6 list the total-outage hours and solar-outage
hours, respectively. Total-outage hours are based on the number
of daylight hours minus the time typically required to attach
the plant to the utility grid after sunrise (approximately 90
minutes). Solar-outage hours are obtained by reducing the
total-outage hours by the number of hours in which cloudy
weather would have prevented operation. The availabilities
presented in Chapter 1 and calculated in Radesevich (1988) are
based upon the solar-outage hours. It is important that the
reader understand the distinction between total and solar outage
hours to¢ be able to properly extrapclate the Solar One data to
other plants. The solar-outage-hour data can only be directly
extrapolated to another plant if the plant site receives
approximately the same amount of direct-normal insclation as
typically occurs at Solar One (i.e., 2.7 MWhrs/mz/year). If
the plant site receives significantly more annual insolation,
solar-outage time for the new plant will be greater than the
solar-outage time listed for Solar One and will approach the
values listed for total-outage time. Conversely, if the plant
site receives gignificantly less annual insolation, solar-outage
time for the new plant will be less than that listed for Solar
One. Users of the data presented here will therefore need to
interpolate the solar-outage hour data for plant sites that have
significantly different weather conditions. For the plant as a
whole during the power production phase, the solar-outage tinme
was 1289.5 hours and the total-outage time was 1765.5 hours.

Column 7 lists the outage category assigned to the event. The
first four letters represent a component class; the last two
letters represent a failure class. The naming scheme is
explained in Table 2-2. It can be noted that not all component
classes are at the same level of detail. For exanple, the
"syst" class represents general system outage, whereas "flux"
represents failure of a particular flux transmitter within a
system. This occurred because either a) an outage report did
not provide enough detail, or b) many different types of
components within a particular system were repaired during the
outage. The latter situation generally occurred during a
scheduled outage when an entire system was overhauled (e.g. the
scheduled turbine system outage in February 1985 and the
scheduled receiver outage in December 1985).

Ceolumns 8 and 9 contain notes regarding the component or
subsystem that caused the outage and, in many cases, information
related to the failure mode and the corrective action taken. It
is important to note that the corrective actions listed only
relate to the event that was the primary cause of the outage.
The plant often performs corrective actions on other components
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that are degrading during the same outage. These other
corrective actions are not listed.

2.2 Outage Summaries

The data base presented in Table 2-1 was analyzed with the help
of the Rbase System V data base software (Microrim 1987) on a
personal computer. The results of this analysis are presented
in Figures 2-1 through 2-6. Each figure is discussed in turn
below. It should be noted that all outage statistics are based
on solar-outadge hours.

Figure 2-1 Plant Outadges By System

It can be noted that receiver unavailability accounted for
approximately one-half of the plant outages. Unavailability of
the turbine, storage, electric power, and control systems was
also significant. Receiver and control system outages were due
to several different types of problems. Unavailability of the
cther three systems was dominated by a single problem. The
systems and system numbers listed are the same as those defined
in Nagel (1986).

Figqure 2-2 Plant Outages Caused by Recelver Problems

Figure 2-1 shows that receiver events caused the plant to be
down for 662 hours. The pie chart in Figure 2-2 provides the
specific causes for this down time. It can be noted that
unscheduled and scheduled tube leaks account for about 25% of
the receiver outages. Problems with various types of valves,
flow and flux transmitters, and general receiver maintenance are
also significant. Most categories were composed of several
events, except for panel warpage. The latter category is
dominated by a single event, which occurred in January 1987.
These receiver problems are discussed in Chapter 3.

Figure 2-3 Plant Outages Caused by Receiver Leaks

The plant was down for 206.5 hours due to various types of
receiver leaks. (This outage time can be determined from Table
2-3.) Receiver leaks occurred more often than in other systems
because the receiver was exposed to a much more extreme
operating environment. The pie chart provides the specific
causes of these leaks. Tube leaks constitute 80% of the
outages. It should be noted that Solar One routinely operates
with some tube and valve leakage. We only included leakage
events in our analysis if they were severe enough to cause a
plant shutdown.

Figure 2-4 Plant Outages Caused bv the Unavailability of the
Turbine—-Generator

The turbine-generator unavailability is dominated by a scheduled
turbine inspection and overhaul that was performed during a
5-week period in February and March of 1985. SCE performs this

11



activity at all its steam plants after the first year of
operation and approximately every 4 years thereafter. This
event is discussed in Chapter 3. The turbine-generator system
experienced very few problems during the entire 3=-year period.
This was a pleasant surprise to the SCE maintenance staff.

Prieor to the power production phase, they were concerned that
the daily thermal cycling experienced by the turbine would cause
many problems.

Figure 2-5 Plant Outages Caused by Computer Failures

The heliostat array control computers (HAC) accounted for
approximately one-half of the computer-related outages. HAC
failures occurred regularly throughout the entire power
production phase and the redundancy designed into the HAC system
was generally not effective. Failure of the subsystem
distributed process control (SDPC) for the receiver and the
plant trip system (i.e., the programmable logic controllers
contained within the interlock logic system and red-line unit)
was also significant. Failures of these systems are discussed
in Chapter 3.

Figure 2-6 Plant Outages Caused by Failures of Electrical
Switchgear

Electrical switchgear outages were dominated by a failure of the
heliostat interface switchgear that occurred in November of
1985. This event is described in Chapter 3. The remainder of
the switchgear (4.16 KV, 480 V, and turbine) experienced only a
few problems of short duration.

2.3 Component Failure/Outage Rates

With the help of the Rbase System V software, the outage events
listed in Table 2-1 were grouped by systems, failure modes, and
outage types. This allowed the calculation of component failure
rates (Mean Failure Rate) and average outage times per event
(Mean Time To Restore). The results of this analysis are
presented in Table 2-3. The failure rates were determined by
performing the following division:

MFR = Numper of Events
(Fault Exposure Time)* (Number of Components)

The fault exposure times are based on an estimate of the number
of hours a system was operating when the plant was either
attached to the utility grid or charging storage. These
estimates are listed in Table 2-4. The average outage times
were determined by performing the following division:

MTTR = _Total Qutage Hours
Number of Events

12



The MFR and MTTR parameters are the required inputs to
reliability analysis codes such as UNIRAM (EPRI 1985). We plan
to use these values in the reliability improvement studies
described in Chapter 1.

It should be noted that with the exception of the control
systems, little redundancy exists within the power-productiocn
systems at Solar Cne. This facilitated the calculation of the
failure rates since, in general, we did not need to consider
the reliability of a redundant component/system.

It is important that the reader understand where redundancy
existed at Solar One to properly extrapolate the system failure
rates presented in Table 2-3 to other future system designs.
For example, if system A at Solar One had redundant equipment,
this system should have a lower failure rate than a similar
system A at another plant that did not contain redundancy. The
more important redundancies are listed below. The reliability
block diagrams presented in Nagel (1986) also point out where
redundancy exists.

1. There were two redundant HAC computers, with redundant data
highways to the collector field, but computer interface
problems caused automatic backup to be very unreliable. See
discussion in Chapter 4.

2. There were main and backup power supplies to the computers
and control systems. They were reliable except for the
receiver control, since it was not attached to the
uninterruptible power supply. This problem is discussed in
Chapter 3.

3. Each of the subsystem distributed process control systems
employed redundant data highways to the multivariable
control units (MVCU) located at the remote statlons. The
data highways performed reliably.

4. Each of the 21 MVCUs located at the remote statlons had
redundant analog control channels to each process controller
for bumpless transfer. This feature performed reliably.

5. The programmable logic controllers contained within the
plant trip system contained redundant data highways and trip
logic. This feature performed reliably.

6. The thermal storage system contained redundant charging
trains and redundant extraction trains. Failure of
redundant trains occurred infrequently.

13
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4 BL0B21 HYAC ¥} S.77 5.7¢ 'rbunfa  AIR CONDITIONING UNIT IN REMOTE STATION #1 OVERHEAT IHG
T 840910 ELEC POWER s 1.4 0, “4Kswgr 4 kV BREAKER ROUTINES
& 840910  RECEIVER H 1.4 0.  systgr GENERAL RECEIVER REPAIRS
7 840910  COMPUTERS s f.4 © 0. systgr ' COMPUTER ? o PROGRAMMING
4 840911 RECEIVER S 4.17 0. systgr DYE PENETRATION CHECKS
9 840912  RECEIVER v 4.13  4.13  floxfs RECEIVER PANEL CONTROLS PANEL 21
10 840913 COMPUTERS s 2.07  2.07 ‘ocscgr  OPERATIONAL CONTROL SYSTEM DISK DRIVE ALIGHMENT AND REPAIRS WILL CONTINUE BY COC REP.
11 840913 ELEC POMER 5 2.07 2.07  4ksugr 4%V BREAKER SERVICING
12 840913 RECEIVER $ 2.07  2.07 systgr  RECEIVER ABSORPTIVITY TESTING CONTINUES
13 B4OP14  RECEIVER s 3.6 3.6 systgr RECEIVER LEAK INSPECTION
14 B40914  ELEC POMER H 3.6 3.6 Akswgr & kv AUXILIARY PCHER TRANSFER FROM BACKUP TO KORMAL FEED
15 B40914 COMPUTERS s 3.6 3.6 haccgr  HAC ERIN LOOSE CASLE FROM PRINTER TO PERIPHERAL CABINEY CAUSED FAILOVER
16 B40O928  RECEIVER ] 3.43  3.43  sdpere  RECEIVER PANEL 16 AKD 17 NOT RESPONDING MORMALLY:
17 841005  RECEIVER u 7.29 7.25 fovvfa RECEIVER PANEL 17 FLOM CONTROLLER
18 841068 SERY WATER Y 5.82 5.82 systlk RUPTURED WELL LIME BROXEN - CAUSED BY AGRICULTURAL WORK BEENG PERFORMED
18 841009 SERV WATER U .9 9.9  systlk  RUPTURED WELL LINE REPATRED
20 841010 RECEIYER U $.08. 5.08 pdvvfa  DRAIN VALVE SOLENOID ON RECVR PREHEAY PANEL 3 FAILED AND REPLACED
21 841015 RECEIVER H 3.82 3.8 gevvfa AIR FILTER ON AOV2902 REPLACED
22 841017 CONDENSATE U 1.43  1.43 condlk  WATER 80X VENT LINE CN EAST SIDE OF CONDENSER BROKE OFF DURING WATER BOX VENTING
23 B41030  COMPUTERS I} 8.12 8,12 haccfa HELIOSTAT ARRAY CONTROLLER PRO8 TRACED TO WRITTEN OVER OR DELETED INFO IN WINTER WIRE WALKS
26 B41037 RECEIVER v 212 9.2 floxfa  FLOWMMETER PANEL 7 BAD - INSTALLED NEW ONE
25 841101 COMPUTERS u 2.27 2.27  haccfa  LOST THE NHAC REROOTED :
26 B41108  ELEC POWER s 4.08 ©.  tgbrfea GENERATOR FIELD BREAKER CLEANMED AND LUBRICATED
27 B41120 OPERATOR ERR v 1.63  1.83 systfa TRIP OCCURRED WHEN 33kv LINE WAS REMOVED FRON SERVICE
28 841125  TURBINE v 0.33  0.33 tanklk LUBE DIL T0 TURBINE GENERATOR oW )
29 B41129  COMPUTERS ¥} 0.5 0.5 ocscfa  RECEIVER TRIP FALSE ALARM FROM OCS CONTRIBUTED TO TRIP
30 BA1205 TURSINE u 8.27 0. systlk  RUPTURE DIAPHGRAM PULLING VACUUM ON THE CONDENSER  FIXED LEAK ON RUPTURE DIAPHORAM
31 841206  CONDENSATE u 1.76  1.76 dminlk  INLINE DEMINERALIZER AR LEAKS
32 841206 TURBINE u 1.76 1.76 systlk  HROKEN SIGHT GLASS ON THE TURBINE W2 BEARING REPLACED
33 84122% ELEC POWER u 1.18 1,18 tgbrfa  GENERATOR BREAKER WOULD NOT Ci0SE
34 841229 STORAGE U 0.85 0.B5 systfa CHARGING AND EXTRACTION SYSTEM TRIPS REIGH TS5 FLASH TAMK LEVEL
35 85010 COMPUTERS u 2.26 2.2& haccfa  HAC FAILURE
35 850101  COMPUTERS u 2.264  2.2¢ tripfa 115 TRIP INTERLOCK LOGIC SYSTEM GLITCH
37 850703  RECEIVER H 2.52 2.52 systin RECEIVER PANEL INSPECTION
38 850116  RECEIVER u 8.42 B.42 fowvfa  VALVE POSITIONER ON RECEIVER PAHEL 21 TROUBLE
39 85011Y RECEIVER u .18  8.18 sdpcre  RECEIVER TEMPERATURE CONTROL VALVES TOGGLING QUT DF GONTROL-reclass from revcfa
L0 850201 RECEIVER ] 2.18 1,18 focvvfa  PANEL 21 TEMPERATURE CONTROL VALVE NOT ABLE TO COMTROL TEMP DUE TO CONTROLLER CALIBRATION PROBLEMS-recla
41 850204 RECEIVER 5 1.57 0. systgr  J1B CRANE MOOIFICATION WILL TNSTALL NEW MOYOR BRAKE
42 850207 RECEJVER u 2.48 2.4B floxfa RECEIVER PANEL 5 FLOWMETER PROBLEM FLOWMETER WAS CHANGED OUT WITH NEW 14GPM
43 850207 COMPUTERS u 2.48 2.48 haccfa  PRIME HAC LOCKED UP . REBOOTED IWICE .
44 350208  M[TROGEM u 3.47 D. systfa PREHEAT PANEL WITROGEN SUPPLY SOLENQID VALVE NOT OPERATING PRGPERLY
45 850210 TURBINE $ 9.12  9.12  systgr  TURBINE OVERHKAUL . g : R
45 B50211 TURBINE s 9.15  $.15  systgr  TURBINE OVERHAUL
45 850212 TURBINE S 2.18 %18 systgr  TURBINE OVERKAUL
45 BS0213 TURBINE ) 2.22 9.22 systgr TURBINE OVERHAUL
45 850214 TURBINE S 9.5 9.5 systgr TURBINE OVERHAUL
45 850215 TURBINE s ?.28 9.28 systgr  TURBINE OVERHAUL
£5 850214 TURBINE 5 9.33 2.66 systgr  TURBINE OVERHAUL
45 850217 TURBINE s 9.3 0. systgr TURBINE OVERHAUL
45 850218 TURBINE H 9.38 0. systgr TURBINE OVERHAUL
45 850219  TURBINE H 9.42 0. systgr TURBINE DVERHAUL
45 BS0220  TURBINE s 9.45 0. systgr TURBINE OVERHAUL
45 850221 TURBINE H 9.48 9,48 systgr  TURBINE OVERHAUL
45 850222 TURBINE s 9.52 9.52 systgr  TURBINE OVERHAUL
45 850223 TURBINE s 9.57 9.57 systgr  TURBINE OVERHAUL
45 850225  TURBINE 5 9.6 .6  systgr  TURBINE OVERKAUL
45 850225  TURBINE s 9.63 9,63  systgr TURBINE OVERKAUL
45 850226  TURBINE s 9.67 9.67 systgr  TURAINE OVERKAUL
45 850227  TURBINE S .7 T.45 systgr TURBINE OVERHAUL
45 850228 YURBINME H 9.75 9.75 systar  TURBINE OVERHAUL
45 850301 TURBINE H 9.78 8,15  systgr  TURBINE OVERHAUL
45 850302 TURBINE s .83 0. systgr  TURBINE OVERHAUL
45 850303 TURBINE s 9.88 9.88 systgr  TURBINE OVERHAUL
45 BSD3D4  TURBINE s ©.92 9.92 systgr TURBINE OVERHAUL
45 BSO305  TURBINE ] 9.95 0. systgr  TURBINE OVERHAUL
45 830306 TURBINE 3 10. 10,  systgr  TURBINE OVERHAUL
45 850307 TURBINE s 10,03 0. systgr TURBINE OVERHAUL
45 850308 TURBINE 5 10.07 0. systar  TURBINE OVERHAUL
45 850309 TURBENE s 10.1 6.23  systgr  TURBINME OVERHALL
45- 850310 TURBINE s 10.13 0. systgr TURBINE OVERHAUL
45 850311 TURBINE ] 10,17  3.14  systgr  TURBINE OVERHAUL
45 850312 TURBINE H 10.22 10.22 systgr  TURBINE OVERHAUL
45 830313 TURBINE s 4.47 447  systgr  TURBINE TEST
45 850314 TURBINE H 3.02  0.95 systgr TURBINE TESTY
45 850315 TUREINE H 10.32 0. systgr  TURBINE TEST
46 850317 RECEIVER u 8.75 0. floxfa RECEIVER PANEL 5 FLOWMETER WORK ON PROBLEM, CHANGED DUT FLOWMETER
47 850321 RECE [VER U 1.72  3.72  floxfa RECEIVER PANEL 20 TEMPERATURE CONTROL PROBLEM EXPERIENCED WITH FLOW (DEBRIS LODGED T FLOW TRANSMITTER)

Table 2-1 Outage Data Base
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850322
850324
850329
850330
850401
850402
850406
850415
850416
850416
850421
850506
850511
850512
850515
850516
850525
850526
850529
850529
850604
850609
850612
850814
850616
350617
850518
850619
850619
350625
850625
850625

851202

RECE1VER
TURBINE
TURBINE
RECEIVER
RECEIVER
RECEIVER
COMPUTERS
RECEIVER
FEEDWATER
RECEIVER
COMPUTERS
RECEIVER
COMPUTERS
COMPUTERS
RECETVER
TURBINE
COMPUTERS
COMPUTERS
RECEIYER
RECETVER
RECETVER
COMPUTERS
COMPUTERS
FEEDWATER

ELEC POWER
NATH STEAM
CPERATOR ERR

RECEIVER
RECEIVER
RECEIVER
COMPUTERS
COMPUTERS
TURSINE
RECEIVER
RECEIVER
RECEIVER
RECEFVER
RECEEVER
RECEIVER
RECEIVER
RECEIVER
RECEVER
RECEIVER
RECEIVER
RECETVER
RECEIVER
RECEIVER
FEEDWATER
1o

RECEIVER
RECE IVER
MAIN STEAM
RECEIVER
RECEIVER
RECEIVER
GRID -
COMPUTERS
COMPUTERS
RECEIVER
RECEIVER
RECETVER
GRID
RECEIVER

© GRID

GRID
RECEIVER
RECE]VER
COMPUTERS
GRID

ELEC POWER
ELEC POMER
ELEC POWER

ELEC POWER'

ELEC POWER
ELEC POMER
ELEC POMNER
ELEC POWER
ELEC POWER
ELEC POWER
RECEIVER
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floxfa
eheulk
tanklk
floxfa
floxfa
gevvlk
haccfa
fluxfa
purmplk
tubelk
ocscfa
fluxfa
haccfa
hacefa
fluxfa
tankik
sdpcre
sdpere
gevvia
gevvia
fluxfa
haccfa
haccfa
pumpfa
Lkswia
fovvis
systfa
gevvia
gevvia
floxfs
haccfa
haccfa
systfe
fluxfs
tubelk
fevwlk

fewvlk .

fewvlk
tubelk
fovvlk
gevvia
tubetk
tubelk
rubelk
fluxfa
sdpere
systea
pumpfa
systfa
sdpcre
flukfs
fevvfa
fewvwlk
fovvlk
gevvlk
systfa
sdpcre
sdpetg

" systin

fluxfa
systab
systfa
fluxfs
systfa
pystfe
systcs
sdpcre
haccfa
systfa
hiswfa
hiswfa
hiswfa
hiswfa
hiswfa
hiswfa

" hiswfs

hisufa
hiswfa
hiswfs
systgr

PANEL 21

TURBINE DEVELOPED ELECTROHYDRAULIC FLUID LEAK
ELECTROHYPRAULIC FLUTD LEAK

RECEIVER PANEL NUMBER 5 FLOWMETER

RECEIVER PANEL NUMBER 4 FLOWMETER

RECEIVER PANEL 11 AND 15 VENT VALY

RELIOSTAT ARRAY CONTROLLER COMMUMICATION
RECEIVER PANEL 21

RECE]VER FEEOWATER PUMP

RECEIVER PAKEL 16

RECE1VER PANEL 21

RECEIVER PANEL 21

HAC ERRORS TUO TRIPS

HAC TRIPPED QN LOW LOAD

RECEIVER PANEL 9

ELECTROKYORAULIC FLUID LEAK DISCOVERED
RECEIVER COMPUTER COMMUNICATION MODULE
RECEIVER COMPUTER COMMUNICATION MODULE
RECEIVER OUTLET TO THE FLASH TANK

MOISTURE SEPARATOR DRAIN

UNIT TRIP .

COMMUMICATIONS LOST DURING UNSTOWING OF FIELD
ISC LOCKED U#

UNLT TRIPPED OFFLINE DN RECY HT INLET PRESSURE
HAC PROBLEMS CAUSED BY LW 4kV VOLTAGE
TEMPERATURE SWITCR 1002

UNIT TRIP

MOISTURE SEPARATOR ORAIN VALVE

RECEIVER FLASH TANK NITROGEN INLET SOLENOID WV
RECEIVER PANEL 21

HELIOSTAT ARRAY CONTROLLER

15C CONSOLE

TURB [NE

RECEIVER TRIP

- RECEIVER PANEL 6,9,10

RECEIVER PANEL 5 TEMPERATURE CONTROL VALVE
RECEIVER PANEL 10 TEMPERATURE CONTROL VALVE
PANEL 18 TEMPERATURE CONTROL VALVE BONNEY
RECEIVER PAKEL 10 TUBE 70 INTERSTICE WELD
RECEIVER PANEL 4 TEMPERATURE CONTROL VALVE
PREMEAT PRESSURE RELIEF VALVE

PANEL 6,9,10

PANEL 6,9,10

PANEL 6,9,10

RECEIVER PANEL 9

RECEIVER PANEL 6

UNIT TRIP-1ST TIME

UNIT TRIP AGAIN RELATED TO FEED PUMP

BUG 33kV TRANSMISSION LINE

PANEL 4

PANEL 21 . .

RECEIVER RED LINE UNIT TRIP

BOILER PANEL 21

TCV ON PANEL 2,3 - VENT VALVE 8 PACKING LEAX
VENT VALVE PANEL 10

LOST TRANSMISSION LINE CAUSED BY SWITCHING ERROR
OCS ERRONEOUS FLOW INDICATED THROUGH PREHEAT PANE

URIT TRIP ON FALSE INDICATION OF LOW ENTHALPY
RECEIVER JIB CRANE

PANEL 1% AND 15 TEMP CONTROL PROBLEM

PROBLEM WITH HIGH PREHEAT PANEL FLOU

LUGD LINE OUTAGE

.RECEIVER PANEL 13-FLUX SENSOR

LUz 33kv LINE

GALE SUBSTATION LBZ 33kV LINE

PANEL 21 TEMPERATURE CONTROL VALVE
RECEIVER TRIPPED HIGH RECEIVER INLET PRESSURE
TRIPPED OFFLINE, TURBINE GENERATOR LOW LOAD
GALE SUBSTATION LLZ 33kV LTHE

ENTIRE HELIOSTAT FIELD POMER LDSS

ENTIRE HELIOSTAT FIELD POMER LOSS

ENTIRE HELIOSTAT FIELD POWER LOSS

ENTIRE HELIOSTAT FIELD POWER LOSS

ENTIRE HEL1OSTAT FIELD POMWER LOSS

ENTIRE HELIOSTAT FIELD POWER LOSS

ENTIRE HELIOSTAT FIELD POMER LOSS

ENTIRE HELIOSTAT FIELD POVER LOSS

ENTIRE HELIOSTAT FIELD POWER LOSS

ENTIRE HELIOSTAT FIELD POWER LOSS
SHIELDING

GREAT GIFFICULTY CONTROLLING TEMPERATURE, FLOWMETER REPLACED
AT THE MAIN STEAM CONTROL VALVE SEROD MECHAKISM

;z:r;:lsgsn AT THE V-1 CONTROL VALVE ACTUATOR RECIRCULATIOM L[NE
INDICATING A CONSTANT 4700 LB/KR FLOW

PACKING LEAKS REPAIRED

LINES 7&8 FAILOVER DURING UNSTOWING OF THE HEL1OSTAT FIELD
LEAKS, FILTER HOUSING GASKETS REPLACED E FLUX SENSOR "8" REPLACED
OIL LEAKS

LEAKS, FILTER HOUSING GASKETS REPLACED

HIGH TEMPERATURE TRIP-

TEMPERATURE CONTROL PROBLEMS

PROB THOUGHT RESULTED FROM THE HAC CONTROLLER & TS TIME S[GNAL
PROB OCCURRED AFTER HAC WAS ASKED THE TIME

HIGH PANEL TEMPERATURE-

ON TURBINE ADMISSION STEAM CONTROL VALVE EN RETURN BYPASS LINE
LOSS OF COMMUNECATIONS-

LESS OF COMMUNICATIONS-

OPERATING PISTON PROBLEM

HOULD NOT COME OPEN BECAUSE OF INSTRUMENT AIR L{INE WAS SROKEN
CAUSED BY HIGH TEMP ON PANEL 10, FLUX SENSOR FAILED

ISC LOADED WP (TIK ERROR)

REBOOTED TWICE -

CAUSED BY ERRONEOUS SPEED’ INDICATION ON RECEIVER FEEDPUMP
BOTH HACS REBOOTED

M1 ERROMEQUS TRIP SIGNAL PREVENTED STEAM DUMP VALVE TO BE RESET
OPERATOR ERROR

ALSQ ACTING UP

EXPERTENCED PROBLEMS

FLOW CORTROL VALVE NOT CONTROLLING-

SEVERAL LINE FAILOVERS -

LOST COMMUNICATION WITH KAC .

PROB ENCOUNTERED WHILE TRANSITIONING TURB INTO PRESSURE CONTROL
LOSS OF FLOW THROUGH PANEL 12, CHANGED “A® & g% FLUX SENSCRS
TUBE LEAK- ON ROLLER ROW & BOTTOM WELD

PACKING LEAK

PACKING LEAK

LEAX OBSERVED

SLIGHT LEAX

PACKING LEAK

ADJUSTED THE PRESSURE SETPOINTY

TUBE LEAK REPAIR

TUBE LEAK REPAIR CONTINUES'

TUBE LEAK REPAIR COMPLETED

LOSS OF A & B FLUX SENSORS, C:'HAD ERRATIC READINGS

WOULD NOT GO INTO TERP CONTROL AUTOMATICALLY DUE TO SCRAMB TAG
ON PANEL 12 AT HIGH TEMPERATURE

ON NO_LOAD TRIP

RELOCATED AT GALE SUBSTATION

TEMPERATURE CONTROL ‘PROBLEM

TEMPERATURE CONTROL PROBLEM-

LIHIT SWITCH (UV2905) WOT CLOSED K FULL OF WATER, SWITCH REPLACED
PACKING ADDED

PACKING LEA¥ REPAIRED

PACKING ADDED :

AT GALE SUBSTATEON - MINOR DAMAGE TO RECEIVER

LS REBUILT #1 PREHEAT PANEL (TAG #FI12230

TRIP CAUSED BY LOSS OF DATA OK HVCU &-2

INSPECTED AND TESTED

ADJUSTED FLUX GAINS (K1) DUE TD CHANGE QUT OF FLUX SENSOR
RESOLVED BY REVENTING. THE RECEIVER PANELS

AT GALE- SUBSTATION

CAUSED A RECEIVER AND TURBINE TRI1P DUE TG HIGH TEMPERATURE
WORK PERFORMED ON. LINE .

TRIP AMD DUCTOR TESTS

CYCLING PROBLEM-

RECEIVER RESET AND REINITIATED
KcDOUGAL "MASTER" CLEAR SWITCH WAS THE CAUSE
WCRK BEING PERFORMED
CAUSED 8Y LOOSE 4kv COMNECTORS
CAUSED BY LOOSE 4kV CONMECTORS
CAUSED BY 100SE 4KV CONNECTORS
CAUSED BY LOOSE 4kV CONNECTORS
CAUSED BY LOOSE 4KV CONNECTORS
CAUSED BY LOOSE 4kV COMNECTORS
CAUSED BY LOOSE 4kV CONNECTORS
CAUSED BY LOOSE 4kV COMNECTORS
CAUSED BY LOOSE 4kV CONNECTORS
CAUSED BY LODSE 4kV CONNECTORS
RECEIVER REPAIRS



Zc

114 851203 RECE IVER S 7.02  7.02 systgr . SRIELDING RECEIVER REPAIRS

114 BS1204 RECEIVER s -7.02  7.02  systgr  ROLLERS, LEAKS, PAINT RECEIVER REPAIRS

114 851205 RECEIVER H 7.02  3.02 systgr ROLLERS, LEAKS, PAINT RECEIVER REPATRS

114 851204 RECEIVER . § 7.02 7.02  systgr ROLLERS, LEAXS, PAINT RECELVER REPAIRS

114 851207 RECEEVER - 7.02  5.52 Systgr  ROLLERS, LEAKS, PAINT RECEIVER REPAIRS

114 851208 RECEIVER S 7.02  7.02 . systgr ROLLERS, LEAKS, PAINT RECEIVER REPAIRS

114 851209 RECEIVER s 7.02  7.02  systgr  ROLLERS, . LEAKS, PAINT RECEIVER REPAIRS

114 851210 RECEIVER s 7.02  1.25  systgr ROLLERS, LEAKS, PAINT RECEIVER REPAIRS

114 851211 RECEIVER s 7.02 .0, systgr ROLLERS, LEAKS, PAINT" RECEIVER REPAIRS

114 B51212 RECEIVER ] 7.02  7.02  systgr ROLLERS, LEAKS, PAINT RECEIVER REPAIRS

114 851213 . RECEIVER s 7.03  7.03  systgr ROLLERS, LEAKS, PAINT RECEIVER REPAIRS

114 851214 RECEIVER s 7.03  7.03 systgr ROLLERS, LEAKS, PAINT RECEIVER REPAIRS

114 851215 RECEIVER s 7.03 0. systgr 2?7 REPAIRS RECEIVER REPAIRS

14 851216 RECEIVER H 7.05 7.05  systgr. 77 REPAIRS RECEIVER REPAIRS

114 851217 . RECEIVER s 7.05 7.05 systgr 7?7 REPAIRS RECEIVER REPAIRS

115 851218 RECEIVER v 1.07 1.07 unknfs UKIT IRIP PANEL 9 RIGKR OUTLET TEMPERATURE -

116 851230 RECEIVER [} 3.1 0. fovwfa UNIT TRIP PANEL 9 HIGH TEMPERATURE, VALVE POSITIONER FULL OF MOISTURE
117 B&D10S STORAGE 7] 4.65 .67  hrerlk OIL SIDE RUPTURE DISK RELIEVED ON CHARGING TRAIN NO. 2

118 BS0117  RECEIVER u 5 5.5 temxfa PANEL 9 TEMPERATURE TRIP PAHEL @ SCU CARD & TEMPERATURE THERMOCOUPLE CHANGED-

119 BADI24 RECEIVER u 1.96  1.96  temxfa UNIT TRIP PANEL @ HIGH TEMPERATURE- .

120 880124 COMPUTERS ] 1.96  1.96 - ‘hoccfa . HAC PROBLENMS HAC LOCKED UP OURING TRANSITION TO ALT 2

121 850128 RECEIVER u 0.55. 0.55 temxfa PANEL 9 THERMOCOUPLE STARTUP DELAYED TO WORK ON PRL § THERMOCOUPLE WIRING

122 . 860201 RECEIVER u 2.56 2.56  fevvfa' RECEIVER PANEL 5 TEMPERATURE CONTROL VALVE FULL OF MOISTURE

123 860201 - RECEIVER U 2.56 2.56  floxfa 'PANEL 16 FLOW TRANSMITTER . . . REPLACED LUG TO RESTCRE COMTINUITY ON PWR SIDE OF BRIDGE CIRCUIT
124 B&0201 COMPUTERS 3] 2.56 2.56 sdpcre  RECEIVER FEEDPUMP FLOW CONTROL PROBLEMS

125 -B4D20S CONPUTERS U 4.95  4.9% sdpcre UNIT TRIP : LOSS OF SUPERHEAT, FALSE INDICATION AS MO PROBLEMS FOUND-
126 - 860218 COMPUTERS u 8.2 G, tripfs. RECEIVER RED LINE UNIT FAILED POWER SUPPLY FAIL PART [N RLU (CRIP) FAILED AND IS ON EXPEDITE QRDER

126 850219 COMPUTERS u 8.22 0.  tripfa- RECEIVER RED LINE UNIT POMWER SUPPLY CHIP WAITING ON RLU CHIP TO ARRIVE TO REPAIR RLU

126 - B&0220 COMPUTERS 1] 8.23 3,73 tripfs RECEIVER RED LINE UNIT POWER SUPPLY CHIP REPLACED CIRCUIT CHIP 'AND A BATTERY, REPAIRS COMPLETED ON RLU
127 850314 COMPUTERS 7] 5.27 5,27 haccfs - TWO TRIPS, HAC PROBLEMS CAUSED BY HELIOS MQVING fROM TRACK OFF RECV SUSPECT ERIN PROBLEM
128 BADI2? RECEIVER v 3,75 3.75 ° syatab RECEIVER TRIP - FLOW CONTROL- .

129 . 860323 RECEIVER u 0.03 0,03 sdpcre  RED LEME UNEIT TRIP HIGH FLASH TANK LEVEL

130 860324 STORAGE u 0.7 0.7 ' ‘unknfs REDC LINE UNIT TRIP HIGH TSS SYSTEM PRESSURE:

131 840325 RECE{VER u 3. 3, remxfa  PANEL § TEMPERATURE CONTROL VALVE YV STICKING IN OPEN POSITION, STROKEB VALVE (PER ONT POSS QP ERR)
132 B8040 RECEIVER Y 9.35. 9.35 gevvfa  LOW SUPERHEAT TEWPERATURE PROBLEM ORIP LINE PLUGGAGE (FOUND LARGE AMOUNT SMALL DIAM METAL PELLETS)
133 850417  TURBINE 1] 1.22 1.22  systfa TURBINE SPEED LOAD CONTROL SPEED LOAD CONTROL XNOB' LOCKED uP

134 850419  STORAGE v 1.38 1,38 :fovvfa CHARGING STEAM INLET VALVE VALVE INOPERATIVE SO PRODUCED POWER INSTEAD

135 840426  FEEDWATER u 2.83 0.2 - pumpfa UNIT TRIP LOW NET POSITIVE SUCTION WEAD ON RECEIVER FEEDPUMP

136 '860506 STORAGE u 5.05 5,05 prsxfa  THERMAL STORAGE RED LINE UNIT TRIP DUE TO A FALSE INDICATION OF HIGH DIL ODISCHARGE PRESSURE
137 860512 COMPUTERS s T. 1. haccgr WORK ON HAC SOFTWARE BY ART [WAKI- BEFORE WE LEAVES THE SDLAR PROGRAM

137 860513  COMPUTERS s 0.88 0.88  haccgr WORK ON HAC SOFTWARE CONTINUES BY ART IWAK[ BEFORE HE LEAVES THE SOLAR PROGRAM

137 86051%  CDMPUTERS S 0.88 0, -hatcgr WORK ON HAC SOFTWARE CONTINUES BY ART IVWAK[ BEFORE HE LEAVES THE SOLAR PROGRAM

138- 860519  STORAGE U 2.3 2.35  levxfa RECEIVED TSS RLU ON HIGH FLASH TANK LEVEL TRANSMITTER CALIBRATED

139 840406 RECEIVER u 1113 11,13 tubelk RECEIVER TUBE LEAKS PANEL ¥ REPAIR TUBE LEAKS ON UPPER EXPANSION GUIDE ATTACHMENT WELDS
139 860607 ~ RECEIVER u 11.15 - 11,15 tubelk  RECEIVER TUBE LEAKS PANEL 9 REPAIR TUBE LEAXS ON UPPER EXPANSION GUIDE ATTACHKENT WELDS
139 850608  RECEIVER u 1,13 1,13 tubelk. RECEIVER TUBE LEAKS PANEL 10 REPAIR TUBE LEAKS ON UPPER EXPANSION GUIDE ATTACHMENT WELDS
139 840509 RECE[VER u 1.17 1.7 tubielk RECEIVER TUBE LEAKS PANEL 10 REPAIR TUBE LEAKS OM UPPER EXPANSION GUIDE ATTACHMENT WELDS
139 B&DS10  RECEIVER U 1117 19,17 tubelk  RECEIVER TUSE LEAXS PANEL 12 REPAIR TUBE LEAKS ON 'UPPER EXPANSION GUIDE ATTACHMENT WELOS
139 850811  RECEIVER U 11.18 11.18 - tubelk RECEIVER TUBE LEAKS PANEL 12 REPAIR TUBE LEAKS ON UPPER EXPANSION GUIDE ATTACHMENT WELDS
139 BS0612  RECEIVER 1] 11.18 11.18  tubelk RECEIVER TUBE LEAXS PANEL 14 REPAIR TUBE LEAKS ON UPPER EXPANSION GUIOE ATTACHMENT WELDS
139 B&0613 © RECEIVER U 11,18 91,18 tubelk  RECEIVER <TUBE LEAXS PANEL 14 REPAIR TUBE LEAKS ON UPPER EXPANSION GUIDE ATTACHMENT WELDS
139 B&D&14 RECETVER u 1.2 11,2 tubelk RECEIVER TUBE LEAKS PANEL 15 REPAIR TUBE LEAKS ON UPPER EXPANSION GUIDE ATTACHMERT WELDS
139 B&OS15 RECEIVER v 1.2 1.2 tubelk  RECEIVER TUBE LEAKS PANEL 16 REPAIR - TUBE LEAKS ON UPPER EXPANSION GUIDE ATTACHMENT WELDS
139 "860616  RECEIVER u 11.2  5.97  tubelk . RECEIVER TUBE LEAKS PANEL 37 REPAIR TUBE LEAKS ON UPPER EXPANSION GUIDE ATTACHMENT WELDS
140 Bo0&24 RECEJVER u, 4.52 3 prsxfa  RECEIVER QUTLET PRESSURE TRANSMITTER BAD SEU CARD.

141 B60624  COMPUTERS u 4.52 3.4 hacefs LOSS OF POMER IN THE GOLLECTODR FIELD REPLACED POWER SUPPLY I3 McDOUGAL & ORDERED PHERIPHERAL SWITCH
142 860705  RECEIVER u 2.2 0.  fluxfs RECEIVER YRIP HIGH TEMPERATURE ON RECEIVER PANEL 15 FLUX SENSOR

142 840706 . RECETVER u 1.23 1,23 fluxfs RECEIVER TRIP FLUK SENSOR ON PAMEL 15

143 850714  RECE{VER H 10.2 0. tubelk RECEIVER PANEL TUBE LEAKS FIX TUBE LEAKS, RECY STM DUMP VV & MEASURE RECV PNL ABSORPTEVITY
143 850715  RECEIVER H 11.43 0.  tubelk RECEIVER REPAIRS CONTINUE .. :

143 360716 RECEIVER 5 1143 11.43 tubelk  RECEIVER REPAIRS COMTINUE-

144 860717  RECEIVER ] 11.42 11.42  gevvlk  RECEIVER REPAIRS CONTINUE

145 860727  COMPUTERS U 11.32 11,32 - tripfa  RECEIVER TRIP ON RLY TROUBLE -ALARM OT&211, RLU REPLACED

146 860728 RECEIVER u 1.8 1.8 systca . RECEIVER PAMEL 8 FLOW CONTROL CALIBRATED PANEL 8 SCU CARD & ADJUSTED FLOW BIAS Qv

147 880729 RECEIVER u 7.8 7.13 fluxfe  TEMPERATURE CONTROL PROBLEM, RECEIVER PANEL 21 ASJUSTED FLOW BIAS AND FLUX GAIN-

148 BS0BOZ  STORAGE U 0.6 0.5 pumpfa  CHARGING DIL PUMP P302 FAILED TO START '

149 850803 . RECEIVER v 0.52 0.52 sdpcre  UI7299 TOGGLES RECEIVER TEMPERATURE CONTROL WV CLOSED ON PLAMT SHUT-DOWN-

150 860808  RECEIVER s 3.58 €.  tubelk RECEIVER SWUT DOWN & HYDROSTATICALLY TESTED BECAUSE QF EXCESSIVE LEAKAGE

151 860808  RECEIVER u 4.6 4.6 pgewwlk  REPLACED “A" FLUX SENSOR ON 15 AND B ON 18 15

152 860810  STORAGE u 9.75 5.63  fovvfs 7SS CHARGING TRIP DESUPERHEATER TEMPERATURE CONTROL VALVE LEAX{NG THROUGH

153 840812  STORAGE U 0.6 0.6 $t . 7SS FLASH TANK PRESSURE HIGH-

154 BSOB21  RECEIVER ] 6.93 0.  floxfa PANEL 5 FLOWMETER PROBLEMS REPLACED PANEL 5 FLOWMETER

155 460822  RECEIVER 1] 0.55 0.55  temxfa RECEEVER PANEL 16 SAD THERMOCOUPLES

156 B&OB2S  FEEDWAYER u 2.45 2.45 pumpfa RECEIVER HIGH PRESSURE TRIP AFTER ADJUSTHENT OF RECETVER FEEDPUMP SPEEP SENSOR

157 B60B26 - RECE{VER H B.S 0, tubelk RECEIVER VALVES AND MISCELLANEOUS MAINTENANCE DUE TO QVERLAP WEATHER MAINT SCHEDULED

156 840829  'COMPUTERS u 1,65 1,65 sdpere  RECEIVER PANEL 19 TENPERATURE COWTROL PROBLEM DUE TO BECKMAN TROUBLES-

159 B&0B30D  STORAGE U 10.45 10.45  tankfi  THERMAL STORAGE TANK FIRE

159 840831  STORAGE u 10.43 10.43  tonkfi  THERMAL STORAGE TANK PLANT IS OPERATIONAL BUT TSU TAMK {§ IN COOL DOWN STAGE

159 B60901  STORAGE v 10,42 10,42 tankfi  THERMAL STORAGE TANK PLANT IS OPERATIONAL BUT YSU TANK IS IN COOL DOWN STAGE

159 860902  STORACGE [ 4,43 4.43  tankfi  THERMAL STORAGE TANK PLANT [S OPERATIONAL BUT TSU TANK [S IN COOL DOWN STAGE
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FURBINE
RECE [VER
RECE IVER
RECEIVER
RECEIVER
RECEIVER
COMPUTERS
RECEIVER
RECE1VER
RECEIVER
RECETVER
RECETVER
RECEIVER
RECEIVER
COMPUTERS
STORAGE
STORAGE
RECEIVER
RECEIVER
COMPUTERS
COMPUTERS
RECEIVER
NAIN STEAM
RECEIVER
RECEIVER
RECEIVER
CONPUTERS
WATER QUAL
TURBINE
COMPUTERS
VATER GUAL
RAIN STEAM
MAIR STEAM
RECE]JVER
RECEIVER
ELEC POWER
MAIN STEAK
RECEIVER
RECEIVER
RECEIVER
RECEIVER
RECEJVER
RECEIVER
RECEIVER
RECEIVER
RECEIVER
RECE IVER

' RECEIVER

RECEIVER
RECEIVER
RECEIVER
RECEIVER
RECEIVER
RECEIVER
RECEIVER
FEEDWATER
RECEIVER
COMPUTERS
COMPUTERS
COMPUTERS
COMPUTERS
RECEIVER
RECEIVER
RECEIVER
RECEIVER
RECE IVER
CONPUTERS
RECEIVER
RECEIVER
RECEIVER
AUX STEAM
MAIN STEAM
RECEIVER
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TURBINE
RECETVER
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hxerlk
systin
sdpere
haccfa
heccfa
haccfa
systca
systin
fowvfa
tubelk
fewvfe
tripfa
tubelk
tubel i
tube Lk
systfa
fewvfa

WEST LUSE Q1L PUMP P927
RECEIVER LEAK REPAIRS

WEATHER CLEARED SO QUTAGE CHANGED TO UNSCHEDULED

RECEIVER TRIP

RECEIVER LEAK REPAIRS

PANEL 8 TEMPERATURE CONTROL
BECKMAN EPGS RGP

TUBE LEAKS ON PANELS 9 anD 11
PANEL 21

PANEL 21

PANEL 2%

RECEIVER TRIP

OIFFICULTY IN ESTABLTSHING RECEIVER WATER FLOW

TRIP ON HI PANEL 9 TEMP. ADJUST FLOW BIAS.,

UNIT TRIP, ILS FATLED CAUSING LDSS OF EPGS &
TRIP, ADMISSION STEAM STOP VALVE SERVO ACTUATOR
ADMIESION STOP VALVE HYDRAULIC FLUID SERVD VALVE

RECEIVER PANEL 9 AND 21
RECEIVER TRIP (RLU)

ILS FAILURE CPRU

RLU IRIP

RECEIVER TRIP

RECEIVER UV2905 SOLENCID VALVE
RECEIVER PANELS 445

PANEL 5 FLOWMETER

PANEL 9 LEVEL 3 .

LOST HAC COMMUNICATLION

HIGH IROM IN FEEDWATER 120.FPB
PRESSURE TRANSMITTER

RECY FEEDPUMP TOGGLED BETWEEN VALVE & FLOW CTRL
BLOMDOWN TO DECONCENTRATE

CONDEMSER HOTWELL
V1 CONTROL VALVES
Vi SERVO MECKANISM
RECEIVER TRIP
RECEIVER PANEL 5
CLEAR GROUND ON 480 V TURE GEM PNL
TURBIRE SERVO VALVE FAILED TO OPEN

POST MORTUM DRAIN VALVE

RECEIVER DECLARED INOPERABLE

RECEIVER DECLARED [NOPERASLE

RECEIVER DECLARED TNOPERASLE

RECEIVER DECLARED [NOPERABLE

RECEIVER DECLARED TNOPERABLE

RECEIVER DECLARED INOPERASLE

RECEIVER DECLARED INOPERABLE

RECEIVER DECLARED INGPERASLE

RECEIVER DECLARED INOPERABLE

RECEIVER DECLARED [NOPERABLE

RECEIVER DECLARED INOPERABLE

RECEIVER DECLARED INOPERABLE

RECEIVER DECLARED INOPERABLE

RECEIVER DECLARED INOPERABLE

RECEIVER DECLARED INOPERABLE

RECE!VER DECLARED IMOPERABLE

RECEIVER DECLARED 1NOPERABLE

UNIT TRIP ON RIGH PANEL TEMPERATURE
INSPECTION OF ROLLER ASSEMBLIES AND LEAKS
UNRIT TRIP PANEL 10 HIGH TEMPERATURE
PANEL 20 AND 21

LOST HAC'S

HELIOSTAT CONTROLLERS

PANEL ¢

RECEIVER INSPECTION

PANEL 19 LOW SUPERMEAT

RECEIVER PANEL 9 AND 10 - TUBE 7O
RECEIVER PANEL &

RLU TRIP, RECEIVER RLU POWER SUPPLY
PANEL 9 LEAK REPAIRS

LEAKS, EPGS AND TSS RGP POWER SUPPLY
MISCELLANEOYS RECEIVER REPAIRS

ELECTRIC BOILER HEATING ELEMENT

RECEIVER DOWNCOMER VALVE

RECEIVER PANEL S

RECEIVER PANEL $

ILS SYSTEM FAILURE

RECEIVER PANEL 9 BUCKLING

ILS TRIP

TURBINE PRESSURE CONTROL

RECEIVER PANEL 9

TURBINE NOISE (HIGH PITCH NEAR #2 BEARING)

INSTALLED AFTER PUMP WAS REBUILT

SCREDULED BECAUSE OF WEATHER OUTAGE

TO COMTINUE RECEIVER REPAIRS

HIGE INLET PRESSURE PANEL 18 FLOW CONTROL POSITIONER NOT WORKING
ODURING WEATHER OUTAGE

PANEL 8 TEMPERATURE CONTROL VALVE POS|TICNER REPLACED
REPLACED 32K MEMORY BOARD-

REPAIRED VARICUS LEAKS

WOULD NOT TRANSFER TO TEMPERATURE CONTROL-

TEMPERATURE CONTROL VALVE CYCLING PROBLEM-

TEMPERATURE CONTROL VALVE CYCLING PROBLEM [NVESTIGATION
RECEIVER PAREL @ RIGK METAL TEMPERATURE

VENTED RECEIVER-

RECV CTRL, THE RECV RLU & 7S RLU CONTINUED W/PROBLEMS

FAILED OPEN CAUSING LOW ADMISSIDN STEAM ENTHALPY TRIP

SEI1ZED IN OPEN POS CAUSG STOP WV TO GO OPEN CAUSG ENTHALPY JRIP
CONTROL PROBLEM {(ADJUSTED FLOW BIAS AND FLUX GAIN)

HIGH RECEIVER PANEL 9 METAL TEMPERATURE

REPLACED THE RECEIVER LOGIC ([LS) CENTRAL PROCESSTNG UNIT BOARD
PWR SUPPLY LEADS FAJLED DUE TO OVERHEAT, REPLACED PWR RELAY

LOW SUPERHEAT TEMPERATURE

WOULD NOT OPEM, REPLACED VALVE

WOULD NOT TRANSITION FROM FLOW TO TEMP CONTROL

DEBRIS WAS RESTRICTING FLOW, TAPPED W/HAMMER &STARTED WORKING
TUBE FAILURE, REPAIRED LEAX

LINES 7 AND 8

FAILURE

CAUSED BY THE RECY MULTIVARIABLE CONTRCL UNIT (MVCU)
CONDENSATE IRQN PARTC

STUCK CLOSED

FAILED TO OPEW, TAPPED VALVE SERVO MECH & [T BEGAN TG RESPOND
PANEL 9 HIGH TEMPERATURE

FLOW TNOICATION

TAPPING OF VALVE SERVO MECHANISM RESTORED CONTROL OF THE VALVES
BECAUSE OF PANEL ¥ WARPAGE (SEE ENTRY 850102)

BECAUSE OF PANEL 9 WARPAGE (SEE ENTRY 860102)

BECAUSE OF PANEL 9 WARPAGE (SEE ENTRY 860102)

BECAUSE OF PANEL 9 WARPAGE (SEE ENTRY 860102)

BECAUSE DF PANEL 9 WARPAGE (SEE ENTRY B50102)

BECAUSE OF PANEL 9 WARPAGE (SEE ENTRY 840102)

BECAUSE OF PANEL 9 WARPAGE (SEE ENTYRY 860102)

BECAUSE OF PANEL 9 WARPAGE (SEE ENTRY 860102)

BECAUSE OF PANEL 9 WARPAGE (SEE ENTRY 840102)

SECAUSE OF PANEL 9 WARPAGE (SEE ENTRY BA0102)

BECAUSE OF PANEL % WARPAGE (SEE ENTRY 850102)

BECAUSE OF PANEL 9 WARPAGE (SEE ENTRY 850102)

BECAUSE OF PANEL % WARPAGE (SEE ENTRY 860102)

BECAUSE OF PANEL 9 WARPAGE (SEE ENTRY B&Q102)

BECAUSE OF PANEL 9 WARPAGE (SEE ENTRY B&0102)

BECAUSE OF PANEL 9 WARPAGE (SEE ENTRY B40102)

BECAUSE OF PANEL 9 WARPAGE (SEE ENTRY 880102)

BECAUSE OF PANEL  WARPAGE (SEE ENTRY B8&0102)

#2 FEEDWATER KEATER DEVELOPED A LEAK

ACCOMPLISHED

FEMPERATURE CONTROL LOST DUE TO RECEIVER CCM DiSX DRIVE FAILLRE
PROBLEM- :

HAC'S FAILED -

COMMUNICATION BETWEEN THE RAC'S & THE COLLECTOR FIELD WAS LOST
DIFFICULTY IN ESTABLISHING PROPER FLOW CONTROL

BY SNLL, SNLA, FQSTER WHEELER & BABCOX & WILCOX REPRESENTATIVES
APPEARS THAT PANEL 19 WAS FLOODED WITH WATER

STARTUP ABORTED DUE TO LEAKS, PANEL 9 LEAK LEAK IN UPPER CLIP
TEMPERATURE CONTROL VALVE PANEL 6 IS STICKING

STARTUP DELAYED DUE TO RECEIVER RLU POWER SUPPLY FAILURE
REPATRED 3 TUBE LEAKS & 12 TUBE CRACKS PANEL 9 LEVEL &

DURING WEATHER OUTAGE

REPAIRED HEATER ELEMENT & CONTACTOR ON CIRCUIT #8

EXT TRAIN #1 REMOVED FROM SERVICE TQ USE ITS POSITIONER COMPONENT
ORAIN VALVE SOLENQID VALVE WERE REPLACED

DRATN VALVE SOLENQTD VALVE WERE REPLACED

CAUSE UNKNOWN, RESETTING UNIT CORRECTED PROBLEM-

STARTUP DELYRED FOR PNL 9 WARPAGE & LOSS OF [NSULATION EVALUATED
CAUSE UNKNGWH

V1 ANCMALLY

INSPECTION AMD IDENTIFICATION OF TUBE LEAKS

INSPECTTON DID NOT EVIDENCE ANY UNUSUAL CONDITION
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870322

870322

870322
870323
870323
arnzal
870325
870328
870329
870330
arpa02
870404
B7D406
870406
870414
870415
B70419
B70419
870421
870421
870423
870424
870501
870506
870507

870509

870510
B70512
870517
870524
870528
870402
870603
870608
870608
B70814
870614
870615
870614
870616
aros2z
870622
870622
870718
870719
870724
870725
870728
870728
870729
870730

COMPUTERS
RECEIVER
RECEIVER
COMPUTERS
RECEIVER
RECEIVER
COMPUTERS
COMPUTERS
COMPUTERS
COMPUTERS
COMPUTERS
COMPUTERS
RECEIVER
COMPUTERS
RECEIVER
RECEJVER
COMPUTERS
RECEIVER
RECEIVER
RECEIVER
RECEIVER
GRID
RECEIVER
COMPUTERS
RECEIVER
RECEIVER
RECEIVER
ELEC POMER
RECEIVER
RECEIVER
RECEIVER
RECEIVER
RECEIVER
RECEIVER
RECEIVER
COMPUTERS
RECETVER
RECEIVER
RECEIVER
AUX STEAM
TURBINE

* RECEIVER

TURBIRE
RECEIVER
RECEIVER
COMPUTERS
COMPUTERS
FEEDWATER
FECOWATER
RECEIVER
RECEIVER

OO CE W EN CC O O C CC N N E SNV CCCu B CcCcCCECBnununCc oo

e

WS MNP

PR
WIRG e PR C o 5 B B e

ggmbsﬂzzbawmﬁmuﬂuﬂuwuomm

Far AP

~

- £ P MO e WD -
h b it N Il ab ol ST
b b B D STINOAGOD0 SR
¥R et~ CALI OB s

©aa

haccfa
fluxfa
fowvfa
hacefa
fluxfs
fowwlk
haccfa
haccfa
hacefa
hacefa
hacctfa
haccfa
tubelk
haccta
systgr
floxfa
hace fa
fevvfa
fowvfe
floxfa
Tubelk
systfa
fovvfe
haccta
tubelk
floxfa
fovvia
hiswfs
fovvfe
tripfa
tubelk
tubelk
tubelk
fewvlk
fevvfa
tripfa
fovvfn
fewvfs
fewwlk
systfe
systgr
fevvin
systgr
systgr
Systgr
haccfa
tripfa
pumpta
purpfa
fluxfa
fevvlk

HAC FALLURE

RECEIVER PANEL 19 BAM FLUX METER
PANEL 5

HAC PROBLEMS

RECEIVER PANEL 1% MA AND B" FLUX SENS
RECEIVER PANEL &

BACKUP HAC (McDOUGAL) -
HAC ANCHALIES - SEE 870402
HAC ANOMALIES - SEE 870402
HAC FAILURE - SEE 870402
HAC FATLURE

STARTUP DELYAED DUE TO ISC ON CHROMATIC

PANEL @ TUBE LEAKS

HAC FAILURES (2)

MISCELLANEOUS RECEIVER REPAIRS

RECEIVER PANEL 5 AND 12

HAC -

RECEIVER PANEL 8

VALVE 2703 ATR LEAK - WOULD'KT CLOSE TCV
RECEIVER PANEL &

RECEIVER PANEL -11 TUBE LEAK ELEVATION 5 RIGHT
LUGO SUBSTATION TEST - CANCELLED

RECEIVER PANEL &

HAC FAILURES

MISCELLANEQUS RECEIVER REPAIRS

RECEIVER PANEL 15 FLOWMETER FAILED

RECEIVER PANEL 20 POSITIONER FATLED

KELTOSTAT POWER CENTER #1 BUSHING FOUND CRACKED
RECEIVER PANEL 19 TEMPERATURE CONTROL VALVE
RECEIVER TEMPERATURE COMTROL INTERLOCK

RECEIVER PANEL 9 REPAIRS

SCREDULED RECEIVER PNL 9 AND WISC REPAIRS
RECEIVER PANEL 8 PREFILTER FLANGE GASKET
RECEIVER PANEL 21

RECEIVER PANEL 21 (/P

RECEIVER TLS 584 #1 F142 CONNECTOR

RECEIVER PANEL 21 POSITIONER

SEE 870402

. RECEIVER PANEL 21 TEMPERATURE CONTRQL VALVE I1/P

RECEIVER PANEL 14 TEMPERATURE CONTROL VALVE
AUX BOILER CONTROL POWER FUSES (2)

TURBINE SEAL STEAM VAPOR EXTRACTOR

RECEIVER PANEL 12 TEMPERATURE CONTROLLER FAJLED
TURBINE LUBE OIL PRESSURE REGULATOR
MISCELLANEOUS & PANMEL TLIBE RECEIVER REPAIRS
MISCELLANEQUS & PANEL TUBE RECEIVER REPAIRS
HAC FAILURE

RLU TRIP CAUSED BY A BAD PRINTED CIRCUIT CARD
RECEIVER FEEDPUMP MOTOR 1NBOARD BEARING
RECEIVER FEEDPUMP MOTOR OUTBOARD BEARIKG

RLU TRIP OM PANEL 14 HIGH METAL TEMPERATURE
EXCESSIVE LEAKS OM PANEL 14 AND 15 14

McDOUGAL WEMORY ERROR

FALLED

REPLACED TEMPERATURE CONTROL VALVE POSITIONER
DIAGNOSIS

REPLACED

REPACKED TEMPERATURE CONTROL VALVE

FAILED OVER

ON TUO STARTUP ATTEMPTS

LOST FIELD COMMUNTCATIONS

LOST COMMUNICATION WITH THE FIELD

LOOSE WIRE ON HAC COMM LINX WAS CAUSE OF ALL RECENT HAC FAILURES

UNABLE TO COMMUNICATE WITK THE FIELD
5 LEAKS REPAIRED {3 EXTERNAL & 2 INTERNAL)

PRIME HAC FAILED TO BACKUP & ISC LOST COMMUNICATION WITH FIELD

DUE TO INCLEMENT WEATHER

FLOW INDICATION, LOW SUPERHEAT-

FAILURE .

TEMPERATURE CONTROL VALVE POSITIOMER

BAD AIR LEAK, POSITIONER AWD “O* RINGS REPLACED
FLOWMETER REPLACED WITH NEW GPM FLOWMETER
R=PAIRED

TEMPERATURE CONTROL VALVE POSITIONER REPLACED
CHANGED OUT EREN MEMORY LOCATION
DUE TO INCLEMENT WEATHER

REPLACED W/24 GPM MTR, POSITION REVERSED TO IKOICATE PROPER FLOW
REPLACED PANEL 20 TEMPERATURE COMTROL VALVE POS[TIONER

BUSHING REPLACED AND OIL ADDED TO TRANSFORMER
FAILED, REPLACED PANEL 19 TCV POSITIONER

TRANSFERRED FROM MANUAL TO AUTG DUE TO TOGGLING IN/OUT FLOW CTRL

INSPECTION PLUG #34 REPLACED
TUBE LEAK REPAIRS
LEAKTNG

TEMPERATURE CONTRCL VALVE PACK[NG WAS BLOWN, REPACKED VALVE

REPLACED !/P AND STROKED VALVE

SWAPPED OUT W/RS #3 115-30 COMNECTOR BECAUSEoFSEVERALaNOMALIES

LOW SUPERHEAT
REPLACED
REPACKED
REPLACED
REPLACED
REPLACED 1/P

ADJUSTED TO CORRECT AUTO START OF SACKUP LUBE OIL PuMP

SCHEDULED
SCHEDULED REPAIRS COMPLETED
DIAGNOSTICS CONTINUE

1N REMOTE STATION 1 DISCREVE LOGIC UNIT (CPY CARD, HODICON S5B4)

REPLACED

SCRAPED ARD REFITTED

DUE TO A FAILURE ON PANEL FLUX SENSCR
REPACKED VALVE



cond
dmin
ehcu
fcvv
flox
flux
gevv
hacc
hisw
hxer
levx
ocsc
pdvv
prsx
pump
rbun
sdpc
syst
tank
temx
tgbr
trip
tube
unkn
dksw
48swW

ca -
fa -
fi -
gr -
in -
1k -
re -
st -
tg -

Table 2-2 Naming Scheme for Outage Categories

Component Classes

- main condenser

- demineralizer

- electro-hydraulic control unit

- flow control valve

- flow transmitter

- flux transmitter

- general valves

- heliostat array control computer

- heliostat interface switchgear

- heat exchanger

- level transmitter

- operational control system computer (superviscor control)
- receiver panel drain valve

- pressure transmitter

= punp

- remote building unit

- subsystem distributed process control
- systen

- tank

- temperature transmitter

- turbine-generator main breaker

- plant trip system (interlock logic and red-line unit)
-~ tube

= unknown

- 4160 volt switchgear

- 480 volt switchgear

- Qutage Classes

air binding

calibration

hardware failure

fire

general repair
inspection

leak

receiver control

storage control
turbine-generator control
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Table 2-3 .Failure Rates and Average OQutage Times

Receiver (01) Outages

Component Fail Mode out Type Out Hours # of Events # ofComps Fail rate/Comp Avg Out Time/Event
System General Repair S 116.3 8 1 1.4E-03/hr 14.5 hrs
System Inspection s 15.4 6 1 1.06-03/hr 2.6 hrs
Tubes Leaks s 24 .47 12 ] 2.1e-03/hr 2.0 hrs
Tuhes Leaks u 140.61 10 i 1.7€-03/hr 14.1 hrs
General Valves Leaks s 11.462 1 18 9.6E-06/hr 11.4 hrs
General Valves Leaks u 15.04 4 18 3.BE-0S5/hr 3.8 firs
Gereral Valves Failure s 3.82 1 18 9Q.6E-06/hr 3.8 hrs
General Valves Failure U 10.76 6 18 5.8£-05/hr 1.8 trs
Flow Control Valves Leaks s 9.0 1 18 9.6E-06/hr 0.0
Flow Control Vaives Leaks 1] 14.94 -10 18 9.6E-05/hr 1.5 hrs
Flow Control Valves  Failure v 71.26 20 18 1.96-04/hr 3.6 hrs
Parel Drain Valve Failure S 0.0 2 24 1.4€-05/hr 0.0
Panel Drain Valves Failure 1] 97.94 .2 24 1.4E-05/hr 49.0 hrs
Flow Transmitters Failure S 4.07 1 18 1.0E-05/hr 4.1 hrs
Flow Transmitters Failure u 56.25 16 18 1.5€-04/hr 1.5 hrs
Temp Transmitters Failure u 11.56 S sS4 1.6E-05/hr 2.3 hrs
Flux Transmitters Failure u 43,72 14 18 1.3E-04/hr 3.1 hrs
Pressure Transmitters Fatlure u 3.4 1 3 5.8E-05/hr 3.4 hrs
Air Binding During Startup U 4.47 3 1 S.2€E-04/hr 1.5 hrs
Controlier Gains Need Adjusting U 13.95 ' 8 18 7.7E-05/he 1.7 hrs
Unknown Failure u 2.2 2 1 3.4E-04/hr 1.1 hrs
Main Steam (02) Outages
Component Feil Mode Out Type Qut_Hours # of Events # of Comps Fail rate/Comp Avg Out Time/Event
Control Valves Fail ] 0.0 1 & 2.9e-05/hr 0.0
Control Valves Failure U 13.1 3 6 1.4E-04/hr 2.6 hrs
Turbine - Generator (03) Outages
Component fail Mode out Type’ Qut Hours # of Events # of Comps Fail rate Avg Out Time
System Inspect/Repair § 197.71 3 1 5.6E-04 65.9 hrs
System Failure u 7.05 5 1 9.36-04 1.8 hrs
System Leaks u 1.76 2 1 3.7E-04 0.9 hrs
0il Reservoir Leak u 3.9 3 2 2.86-04 1.1 hrs
£HC Unit Leak u 2.27 1 1 1.9€-04 2.3 brs
Lube 0il Punp Faflure S 1.98 1 2 2.5e-05 1.9 hrs
Storage (04) Outages
Component Fail Mode Out_Type Out Hours # of Events # of Comps Fail rate Avg Out Time
Tank Fire u 35.73 1 1 2.56-03/hr 35.7 hrs
Pup Failure U 0.6 1 1: 2.5€-03/hr 0.6 hrs
Control Valves Failure U 21.08 3 4 1.9€-03/hr 7.0 hrs
Heat Exchangers Leak u 2.67 1 3: B.4E-D4/hr 2.7 hrs
Level Transmitters failure u 2.3% 1 2‘ 1.3E-03/hr 2.4 hrs
Pressure Transmitters failure u 5.05 1 S S.1E-04/hr 5.1 hrs
System Failure u 0.85 1 1 2.5E-03/hr 0.9 hrs
Unknown Failure u 0.70 1 1 2.5E-03/hr
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Aux Steam (05) Outages

Component fail Mode Out Type Out_Hours # of Events # of Comps Fail rate Avg Out Time
System fajlure $ 0.0 1 1 1.7E-04 0.0
System failure u 2.02 1 1 1.7E-04 2.0 hrs
Feedwater (08) Outages
Component Fail Mode out Type Out_Hours # of Events # of Comps fail_ rate/Comp Avg Qut TimesEvent
Receiver feed Pump Leaks u 0.0 1 1 1.7€-04/hr 0.0
Receiver Feed Pump Failure u 10.18 S 1 8.7E-04/hr 2.0 hrs
Receiver Feed Pump Fai lure s 4.5 1 1 1.7E-04/he 4.5 hrs
Feedwater Heater Leak U 0.88 1 2 8.5€-05/hr 0.9 hrs
Condensate (07) Outages
Component fail Mode Out Type Out Hours # of Events # of Comps Fail rate/Comp Avg Cut Time/Event
Cordenser Leak u 1.43 1 i 1.7€-04/hr 1.4 hrs
Demineralizer Leak u 1.76 1 2 8.5£-05/hr 0.9 hrs
Water Quality (09) Outages
Component Fail Mode out Type out Hours # of Events # of Comps Fail rate/Comp Avg Out Time/Event
System General Repair U 3.75 2 1 3.5E-D4/hr 1.9 hrs
Service Water (10} Outages
Component Fail Mode Out_Type Qut_Mours # of Events # of Comps Fsil rate/Comp Avg Qut Time/Event
System Leak v 15.72 1 1 1.7€-04/hr 15.7 hrs
Nitrogen (12) Outages
Component Fail Mode Out Type Out_Hours # of Events # of Comps fail rate/Comp Avg Qut Time/Event
System Failure u 0.0 1 1 1.7E-04/hr 0.0
Heating Ventilation arxd Air Conditioning {15) Outages
Component Fail Mode Out Type out Mours # of Events ¥ of Comps Fail rate/Comp Avq Qut Time/Event
System Failure u 5.77 1 1 1,7E-04/hr 5.8 hrs
Electric Power (16) Outages
Component Fajl Mode Out Type Qut Hours # of Events # of Comps Fail rate/Comp Avg Dut Time/Event
10 M T/G Breaker Failure S 0.0 1 1 1.7E-04/hr 0.0
10 MW T/G Breaker failure U 1.18 1 1 1.7€-04/hr 1.2 hrs
4 KV Switchgear General Repair S 5.67 3 1 5.2E-04/he 1.9 hrs
& KV Switchgear Failure u 0.42 1 1 1.7E-04/hr 0.4 hrs
4B0 V Switchgear Failure U 0.0 1 1 1. 76-047hr 0.0
Reliostat Interface Failure U 72.28 2 1 3.4E-04/hr 36.1 hrs

Switchgear
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Computer Control System (17) Qutages

Conponent Fait Mode . Qut Type Out Hours # of Events # of Coms Fail rate/Comp Avg Out Time/Event
Receiver SDPC Failure v 39.64 16 1 2.8E-03/hr 2.5 hrs

Storage SDPC failure u 0.60 . 1 1s 2.5e-03/hr 0.6 hrs

Turbine SDPC Failure u 0.6& 2 1 2.0E-Q4/tr 0.34 hrs
Heliostat Control (HAC) Test/Repair S 5.48 3 1 5.2E-04/hr 1.8 hrs

Heliostat Control (HAC) Failure u 81.76 25 1 4.3€-03/hr 3.3 hrs

Trip System Failure u &4 .4 n 1 1.9€-03/hr 4.0 hrs

Haster Control (OCS)  Failure u 3.3 3 1* 5.26-03/hr 1.1 hes

Operator Error (19) Outages
Component Fail Mode Out Type  Qut Heurs # of tvents # of Comps Fail rate/Comp Avg Out Time/Event
Operators Error u 2.43 2 1 3.56-04/hr 1.2 hrs
Grid (20} Outages

Component Fail Mode out Type Qut Hours ¥ of Events # of Comps Fail rate/Comp Avg Out Time/Event
Grid Substations switching/Tests S 17.68 5 1 8.7E-04/hr 3.5 hrs

Grid Substations Failure 1] 7.62 2 1 3.5E-Déshr 3.8 hrs

*
+

Number of components in the storage charging mode of operation. Assumed 1 of 2 trains are operating.

These components are only used in the storage charging mode of operation. The exposure time for these components was 396 hrs.
Assumed OCS used 1710 of total operating time (i.e. spproximately 580 hrs).

The "warped panel" ocutage that occurred in January 1987 was categorized as a failure of a panel drain valve. There were other
contributing causes besides failure of this valve, See discussion in Chapter &, item 4. An alternate approach would be

to create & new outage category called “panel damage®. This category would have an outage time of 92.8 hours, and a

failure rate for the receiver as a whole of 1.7E-04/hr.

+

w4+ e
'
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Table 2-4 Fault Exposure Time for the Systems at Solar One
From August 1, 1984, Through July 31, 1987

System Operating Hours
(01) Receiver 5774
(02) Main Steam 5774
(03) Turbine-Generator 5378
(04) Storage 396
(05) Auxiliary Steam 5774
(06) Feedwater 5774
(07) Condensate 5774
(09) Water Quality 5774
(10) Service Water 5774
(12) Nitrogen 5774
(15) HVAC 5774
(16) Electric Power 5774
(17) Computers 5774
(19) Operators 5774
(20) Grid 5774
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qhapter 3
Qualitative Insights Regarding Plant Availability

In this chapter we provide qualitative insights regarding the
more important outage categories identified in Chapter 2. For
each category we describe the outage cause and present
recommendations for mitigating the problem in future central
receiver plants. In Section 3.1 we present the top eleven
outage causes. Collectively, they composed 75% of the total
outage time during the power production phase. 1In Section 3.2
we present qualitative insights about other reliability issues
of concern to the plant.

3.1 Insights Regarding the Eleven Most Important Outage
Categories

The problems that caused the plant to be unavailable the most
are ranked below. The times listed are solar-outage hours. For
the plant as a whole during the power production phase, the
solar~outage time was 1289.5 hours.-

1. Scheduled outages to inspect and repair the
turbine-generator (197.7 hours).

2. Unscheduled receiver tube leaks (140.6 hours).

3. Scheduled general repair of the receiver (116.3 hours).

4. Outages due to warped receiver panels (97.9 hours).

5. Failures of the heliostat-array-control computers (81.7
hours) . '

6. Failures of heliostat interface switchgear (72.3 hours).

7. Failures of the flow control valves on the receiver (71.3
hours) . '

8. Failures of the flow transmitters on the receiver (56.3
hours). '

9. Failures of the plant trip system (44.4 hours).

10. Failures of the flux transmitters on the receiver (43.7
hours). ‘

11. Failure of the Beckman distributed-process control system
for the receiver (39.6 hours).

These problems are discussed in turn below.

1. Scheduled outages to inspect and repair the turbine-generator
Description

It is standard utility practice at Rankine-cycle power plants to
shut down the plant and inspect all plant systems at the
conclusion of the first year of operation. The objectives of
this initial shutdown are to a) repair failures, b) identify
and/or repailr incipient failures, c) plan future outage work,
and d) establish maintenance frequencies. After this initial
shutdown, subsequent shutdowns occur approximately every 4
years. The shutdown frequency can be longer or shorter
dependlng on conmponent fallure frequencies and the results of
previous inspections.
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The outage time associated with this event is dominated by a
5-week scheduled cutage that occurred in February and March of
1985. During this outage, the turbine generator and all other
systems were inspected. Nothing significantly wrong was found.
This was good news because early in the project, engineers were
concerned that the daily thermal cycling experienced by the
turbine would cause many problems. (However, engineers still
believe that a 100-MW commercial-scale turbine will probably
experience earlier thermal-cycling-induced failures than the
10~-MW turbine at Solar One due to the larger sizes of
components.) This event was classified as a "turbine-generator
outage" because inspection of the turbine required the most time
and was on the critical path of the ocutage schedule.

The 5-week outage was initially scheduled for April 1983, 1 year
after startup. Due to difficulties in obtaining funds from DOCE,
the shutdown was delayed until 1985. This shutdown could have
therefore been avoided during the early portion of the power
production phase if it had occurred when originally scheduled.
However, since subsequent shutdowns occur at approximately
4-year intervals, it is likely that a second shutdown would have
occurred during the latter portion of the power production
phase. The frequency of this event and the associated outage
time are therefore considered to be representative of future
central receiver plants and not unique to the Solar One
experience.

Mitigation

Inspection of the turbine and other plant systems after 1 year
of operation and every 4 years thereafter is a good practice,
and we do not recommend altering this strategy. However, the
solar outage time associated with this event could potentially
be reduced. '

One method is to schedule the outage during known bad weather
months or around the winter solstice. For example, if the
5-week outage that occurred in February and March were scheduled
around the winter solstice, solar outage time would have been
reduced by at least 25%.

Another method is to implement three shifts and work on a 24
hour schedule. Two shifts were employed during the 5 week
outage at Solar One. This was done because experience at other
power plants suggested that productivity is low during overhaul
periods on the graveyard shift. Accordingly, it is not uncommocn
to overhaul non-critical plants on a two-shift rather than
three-work-shift basis.

2. Unscheduled receiver tube leaks
Description

The Solar One receiver routinely operates with some tube
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leakage. Fortunately, most leaks are not severe enough to cause
a forced outage. A leak causes a forced outage when the leakage
rate exceeds the capacity of the make-up water system. These
are termed "severe" leaks and are the subject of this section.

Much has already been written about the receiver tube leaks at
Solar One. We will therefore only provide a very brief
summary. An excellent, detailed discussion can be found in
Radosevich (1988).

The receiver has experienced four different types of tube leaks
over the years. The time of first occurrence and the location
of each type is summarized below:

Type Time of First Occurrence Leak Location
{Monthg after Startup)

I 18 Interstice welds

IT 19 North edge tubes at 90° bend
IIT 42 Clip welds on back of panel

IV 53 North edge tube below 90° bend

The causes of the leaks and possible solutions were studied for
each type. Each of these leak types is discussed in turn below.

Each receiver panel consists of 70 tubes. Each group of ten
tubes constitutes a subpanel and are joined by an interstice
weld. At the top of the intersticial weld, the subpanels are
joined by a membrane weld on the non-flux side with a membrane
weld continuing to the flux side. Several subpanels experienced
interstice weld cracks and/or leaks. Cracks were believed to
occur due to high stresses at the weld when a large temperature
difference existed between adjacent subpanels. The upper panel
supports consist of seven clips welded onto each of the seven
subpanels. These subpanel clips were machined to the exact
outer diameter of the support tubing. Because of the absence of
clearance between the clips and support tubing, the panels could
not expand circumferentially with respect to the support tubing
and thus placed undue stress on the subpanel interstice welds.
This stress was aggravated by excessive weld mass existing at
the membrane welds. These types of leaks were eliminated by
grinding out a section of the interstice weld material at
several locations. This action relieved the stress on the tubes
caused by the thermal gradients between the subpanels.

The steam exiting a receiver panel must pass through two 90°
tube bends before entering the outlet manifold. Several panels
experienced tube leaks at the first 90° bend on the northernmost
panel tube (called the '"edge tube"). Thermal shock during
shutdown operations is believed to be the cause of these types
of tube cracks. 8Since the edge tubes operate at the highest
temperature they are the most susceptible tc thermal shock
caused by sudden quenching by saturated water. These types of
leaks were eliminated by installing radiation shields to reduce
the temperature of the edge tube and by modifying the operating
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procedures during shutdown. The operating procedure was changed
to reduce the steam outlet temperature, under contrelled
conditions, just prior to receiver shutdown. Then, if water at
the saturation temperature accidently impinged on the tube bend,
the tube would be cooler and less likely to crack from thermal
shock.

Fach panel is attached to the receiver structure at seven
elevations. The top attachment is fixed and supports the weight
of the panel. The lower six are not fixed; expansion guides
allow the panel to grow axially due to thermal expansion. Clips
are welded to the receiver panel at each of the lower six
elevations. Fifteen of the 18 boiler panels have experienced
leaks at the clip welds near the upper two elevations of
expansion guides. These leaks are believed to be caused by the
temperature difference between the front and back surface of the
tubes and the stresses induced at the welds by the attachment
system. The temperature difference causes the panel to bow
ocutwards. However, the attachment system is designed to prevent
bowing. This causes a high stress at the weld. The temperature
difference between the clip and the back of the tube produces
additional stress at the weld. These stresses eventually lead
to cracks. The clip welds at the top expansion guides are more
susceptible because the temperature differences are the greatest
there. Recent modifications, described in the following
paragraph, have been relatively successful in mitigating these
cracks.

All of the clips on elevation 6 boiler panels were removed and
all but one pair on the left and right sides of the boiler
panels at elevation 5 were removed. The elevation 5 clip pairs
remaining at elevation 5 were used to attach the panels to the
support structure with restraining cables. The modification
included installation of bubper assemblies to control potential
inward panel expansion. Due to mechanical interference problems
encountered in the retrofit program, only a limited number of
bumper assemblies were installed. It is questionable at this
time that the cable/bumper installation did anything. The
apparent major benefit was reduction of localized thermal
stresses that were being imposed by the welded clip assemblies.

In June 1986, the north edge tube of panel number 16 developed a
leak (Type IV) on the front side of the tube about 13 ft below
the top of the first 90° bend. An inspection of the tube
revealed many circumferential cracks over a 4.5 ft length about
the leak. Data investigations revealed that this tube
experienced very high temperatures. This type of tube failure
is known as "fire cracking" and occurs commonly on conventional
boilers. The leak was repaired by replacing a 19 ft section of
the tube. Only one other panel edge tube has experienced a Type
IV failure. This occurred on panel 9 at a symetric location to
the tube failure on panel 16.

Mitigation

Mitigation of tube leaks would recuires the following:
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1. Elimination of tube membrane welds

2. Reduction of localized stress areas

3. Increased dimensional tolerances between expansion surfaces
4, Improved panel expansion éuides

Most tube leaks have been associated with welds on the panels
and inadequate expansion guide sliding and rolling clearances.
One need is to reduce the number of welds and be concerned with
the relative size of materials welded to the tubes. In
addition, expansion surface clearances should be more gererous.

Overconstraining the panel's thermal expansion can lead to tube
cracks due to high thermal stresses in the tubes and the welds.
The thermal environment and exposure to weather can cause
corrosion of the panel's attachment system and restrict its
movement. Panel attachment systems in future CR designs should
be more tolerant to axial and radial thermal expansion. The
expansion system emploved in a recent molten salt receiver
(Chavez, Smith 1988) appears to be a step in the right
direction.

Stresses on the receiver tubes can be lessened through better
control of temperature ramping during startup, shutdown, and
cloud transients. Operating procedures and control strategies
should be designed to provide better control of temperature
ramping.

Forced outages can be reduced by repairing tubes before the leak
rate becomes severe. Ideally, this repair work should be done
at night or during inclement weather. Tube leaks at Sclar One
were normally scheduled for repair based on the quantity
requiring repair, the leaks severity, and availability of repair
personnel. Precaution must be exercised in delaying repair of
tube leaks because a severe leak may starve flow from adjacent
tubes and ultimately cause their failure from overheating.

Outages due to tube leak repair can be shortened by providing
better accessibility. Manlifts and/or scaffolding should be
readily available near the work location.

3. Scheduled general repair to the receiver

Description

This category includes events in which the receiver was
sufficiently degraded as a whole to warrant maintenance on many
components during the same ocutage. Maintenance activities
typically performed during these scheduled outages are listed
below:
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a. Replacement of several flux and flow sensors
b. Leak testing

c. Repainting the receiver absorber panels

d. Receiver absorptance tests

e. Jib crane modifications

f. Shielding and insulation work

g. Maintenance of thermal expansion guides

h. Valve stem and bonnet packing

Seventy percent of the outage time associated with this event
occurred during a 3-week outage in December 1985. The primary
purpose of that outage was to paint the receiver absorber
panels. Prior to the outage, the absorptance had dropped from
the initial value of 95% to about 86%. After painting, the
absorptance was restored to 96%.

Mitigation

The 3-week receiver outage that occurred in December 1985 could
have been eliminated if the receiver had been painted during the
5-week turbine outage that was described previously. The
receiver absorptance was known to be low in late 1984 and the
receiver should have been repainted during the 5-week turbine
outage. However, due to delays in obtaining DOE funds, SCE had
to postpone the repainting until internal funds became
available.

Receiver painting requires moderate ambient temperatures, low
humidity, and wind speeds of less than 20 mph. Outage time for
this event can be minimized if scheduled during times of the
year when these conditions are expected. Good visual conditions
are also required to apply the paint. It is gquestionable
whether a repaint job could be done at nighttime using
artificial lighting. The proper equipment should also be
available to perform the work. For example, the 3-week outage
could have been shortened if four rather than two manlifts had
been used. There was some job interference using two manlifts
because one was being used periodically for measuring receiver
panel absorptance.

Outage time for this category could alsoc be reduced by
performing scheduled maintenance at night. Night maintenance
was performed on an exception basis at Solar One because 1) the
crew size was limited, 2) many general recelver repairs of short
duration were scheduled during overcast weather conditions, and
3) the limited outage work that could not be performed on
weather outage days did appear to justify a fixed night-crew
shift.

4, Qutages due to damaged receiver panels

Description

The receiver consists of 6 preheat panels and 18 boiler panels.
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The flow initially passes through the 6 preheaters located in
the low solar flux region of the receiver. The flow is then
directed to 18 parallel boiler panels located in the higher flux
zones. The boiler panels experience the more severe operating
conditions and therefore are more susceptible to damage. Damage
results from temperature-related phencmena. If the panel
overheats or is exposed to large temperature gradients, the
thermal expansion system may not be able to tolerate the radial
and axial movements of the panel. If this occurs, the panel
will bow and warp.

Each of the 24 receiver panels contains a drain valve. These
valves are opened during startup and shutdown operations to fill
and drain the water in the receiver. Panel overheating can
occur due to a leaking panel drain valve; panel cooling is
degraded because a portion of the flow is diverted through the
leaking valve.

The first time this occurred (10/10/84), it was discovered
during morning startup, and the plant was shut down prior to
damaging the receiver. However, when it occurred the second
time (October 1986) the operators noticed that the flow and
differential pressure to panel 9 was higher than normal but they
did not understand the cause. The plant continued to operate in
November and December. During this time it was noticed that
panel 9 was warping rapidly. Finally, on January 2, 1987 the
plant was shut down due to the severe warpage of panel 9.

During the outage the receiver was inspected thoroughly, and
analysis was performed to determine the cause of the warpage.
Inspections showed the panel drain valve was leaking due to a
badly scoured plug and seat. The leakage past the seat was
determined to be the cause of the high flow and differential
pressure conditions that were previously observed by the
operators. Inspections also indicated binding and other
problems with the thermal expansion system did not allow the
panel to move properly. At the same time, analysis indicated
that panels 9 and 16 were exposed to severe temperature
gradients during operation.

A tentative decision was made by SCE, Sandia, and McDonnell
Douglas to replace panels 9 and 16 with 2 existing spare

panels. (Panel 16 had also warped over the years, though not as
badly as panel 9.) However, the panels were not replaced due to
lack of DOE funds. The decision was also hampered because the
receiver crane was no longer in place. The crane was removed
from the tower after construction because it was designed in
error for ambient temperature conditions and not the receiver
operating conditions.

The drain valves for panels 9 and 14 were repaired by lapping
them. Additional insulation was installed to protect the panel
support structure that was exposed due to the warping.
Modifications were made to the thermal expansion systemn.
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Changes were made to the operating procedures to reduce the
frequency of severe temperature ramp rates and gradients. After
this work was completed, the plant was returned to service on
January 20th. The valves began to leak again and on February
15th the wvalve plug and seat rings were replaced.

Panel warpage and bowing did not affect the receiver's operation
in the subsequent months. However, such deformations probably
reduce receiver life and lead to additional tube leaks.

Mitigation

The thermal expansion system for the Solar One receiver is
inadequate. Roller binding, as well as the inability of the
system to tolerate certain panel movements, can cause the panels
toc deform. The expansion system employed in a recent molten
salt receiver (Chavez and Smith, 1988) is a step in the right
direction,

A method for guickly identifying panel drain valve leakage
should be developed.

The construction crane that was used to assemble the receiver on
the tower should have been designed to the receiver's operating
environment and left in place. This will greatly facilitate
panel replacement should it be deemed necessary during the
operating years. The crane will have to be protected with
insulation from the solar flux and convective heat.

5. Failures of the heliostat-array-control (HAC) computers

Description

Two HACs are used to control the heliostat field. The types of
failures experienced by each of these computers are listed
below: '

a. The computer would freeze ("lock up") and would need to be
rebooted tec correct the problem.

b. Problems were experienced with the computer timing signal.

c. Communications were lost with the operator console.

d. The local power supply to a computer failed.

e. Communications between the computer and collector field were
lost.

The plant was designed so that one HAC controls the field
(prime) and another is in standby (backup). In theory this
redundancy should have afforded reliable control of the
collector field. 1In reality the swap-over between prime and
backup never worked reliably during the entire history of the
plant. The two major reasons for this are 1) incompatibility
between the two HAC computers, and 2) interface probklems between
the HACs and the beam characterization system. These problens
are discussed in the following paragraphs.
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First, there was an incompatibility in the hardware and software
used by the computers. The HAC used two Modcomp Classic
computers. One was provided by McDonnell Douglas and the other
by Martin Marietta. These computers were not equipped with
current hardware and operating system software, as strongly
suggested by the equipment supplier. To aggravate the
condition, the hardware and operating system revision levels
between the computers were not the same. The computer supplier
stated frequently that the two computers would not operate
reliably in the prime and backup mcde, unless both computers
were upgraded toc common revision levels. The supplier also
stated they would only support the current revision level and
not some lower level. Contrary to other suppliers, Modcomp did
net upgrade to a level, then freeze that configquration and
continue teo support it. Rather, the company insisted that it
would only support its current level.

Martin Marietta and McDonnell Douglas stated that adoption of
the current standard would require rewriting the HAC programs as
well as the HAC interface with the balance of plant control.
They indicated this would cost several million dellars and
nearly a year to accomplish. This was cutside the scope of the
DOE budget for the plant.

It was then decided to boot strap the hardware and software to
make the computers work. These boot-strap efforts were less
than successful. O©Often, in correcting one problem, many other
problems were created. The boot-strap effort continued
throughout the power production phase, and as a result the plant
operated frequently with only one HAC in service. Consequently,
failure of the one HAC many times resulted in the plant's
tripping.

The BAC's reliability decreased significantly when the BCS was
placed in service. The BCS program required managing excessive
data, which apparently overloaded the HAC computer communication
links. It was then decided to install a dedicated Modcomp
computer for the BCS and to share peripheral equipment with the
Modcomp computer used by the operational control system (0CS).
Using the above text, the reader is correct in assuming that the
BCS and OCS computers had different hardware and operating
system revision levels; these levels were also not consistent
with the HAC computers! Not wanting to undergo expensive and
time-consuming software revisions that would be required in
upgrading the computers, it was once again decided to fix the
proklems by boot strapping. The boot-strap effort was
successful in further reducing the HAC reliability and providing
limited service of the BCS and 0OCS computers.

Recognizing that boot strapping was not making progress, in the
last operating year (August 1987 through September 1988), the
collector field was operated using only one HAC computer and the
BCS program discontinued. It was recognized that failure of the
single computer would result in the plant's tripping. It was
felt that this was no different than controlling the plant with
two unreliable computers.
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Mitigation

Mitigation measures should focus on improving the autcomatic
backup capakility of the redundant computers. Based on the
Solar One experience, future central receiver plants should
assure that the hardware and software installed on the redundant
machines are written by the same organization and are the same
model and revision level. The computers should be purchased
from a company that is willing to freeze revision levels and to
supply appropriate labor and materials to support that level.

The BCS is a non-critical system since it is not required to
operate Solar One. The HAC is a critical system since it must
be available to operate the plant. From a reliability point of
view, it is not good design practice to interface critical and
nen-critical, systems because the latter systems may cause
subtle failures of the former. This type of interface is
believed to have caused failures of the HAC at Solar One. If
possible, future central receiver designs should avoid such an
interface. If not possible, a failure-mode-and-effects analysis
should be performed on the interface to gain a clear
understanding of subtle interactions between the two computers.

Since personnel at Solar One were not trained to diagnose and
repair HAC problems, anytime a major problem with the system
occurred, an offsite repair firm was brought in. The contract
with the firm provided for a 48-hour response time.
Consequently, much of the outage time associated with the HAC
outages was due to the 48-hour response time, as well as travel
time to the site. (A trained person was not on-site because it
was believed early in the project that it would not be cost
effective given the expected failure frequency. Likewise, a
much more expensive contract with a response time of 24 hours
was not established.) Future commercial-scale plants would
probably find that it is cost effective to have HAC expertise
on-site since the plant would produce more power than Solar One
(e.g., 100 MW vs. 10 MW), and outage time would be much more
costly to the utility.

6. Failure of heliggstat interface switchgear
Description

Power from a 4160-V switchgear bus is delivered to heliostats
via several 4160/480-V transformers. The transformers and
associated breakers are known as the heliostat interface
switchgear (HIS). During the power production phase, two HIS
events caused a sufficient number of heliostats to be
unavailable so that there was a plant outage. The failure on
5/12/87 was a random bushing failure and resulted in a 1l-day
outage. The failure on 11/11/85 was more serious and caused the
plant to be down for 10 days. The rest of the discussion will
focus on the 11/11/85 failure.

40



This outage was caused by loose 4-kV connectors located in the
switchgear cabinets. Continuous transformer vibrations caused
many of the cables to loosen over the years, and eventually one
of these cables separated from its bushing. The resulting
arcing of this one cable caused excessive current flow and
arcing at the other loose connections. Investigation revealed
that the connectors were not properly tightened during plant
construction. During the outage all connectors and bushings
were either cleaned of arc-induced marks or replaced and
reinstalled properly, i.e., slightly wrench tight. Some of the
heliostat controllers were also damaged by the power surge.
Rather than diagnose how many were affected, it was decided to
take advantage of the outage time required to repair the cables
and accelerate the replacement of the capacitors and retrofit of
the fuse blocks located in about 400 heliostat controllers.
{(These heliostat repairs are described in Chapter 4.)

Since this event was caused by an installation error, it may not
be representative of a mature central receiver plant operating
during its useful life phase. Rather, this failure is more
typical of infant mortality problems that usuvally occur during
the break-in phase of a plant's life (See Figure 1-1).

Mitigation

Better quality-assurance practices during construction would
reduce or eliminate the majority of the outage time associated
with this event.

The 10-day outage time could have been reduced if more labor had
been brought on site and if the repair work had been limited to
the known defective connectors. The station, however, chose to
inspect, clean, and retighten all 4-kV connectors to ensure that
similar incidents would not reoccur.

7. Failure of receiver flow=-control valves
Description

The Solar One receiver consists of 6 preheat panels and 18
individual single-pass-to-superheat boiler panels. The
resultant steam flow from each of the independent boilers is
contrelled by its dedicated flow-control valve (FCV). oOut of
necessity, these air-operated valves must reposition themselves
rapidly and often in proportion to available solar energy. In
addition, their service is aggravated by pericds of low
insolation when they must operate in essentially on/off
control. This is especially true of the FCVs located on the
eastern panel during the morning and of the western valves in
the evening. During these times insoclation on the receiver is
low due to severe heliostat cosine losses. Due to the excessive
cycling, these FCVs wear out at a fairly rapid rate. Plant
outages resulted from the following types of valve failures:

1. Valve positioners were replaced,
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2. Current-to-pneumatic (I/P) elements were replaced,
3. Air solenoid valves were replaced,

4. Moisture was entrained,

5. Limit switches were replaced,

6. Calibration caused problems.

Mitigation

To operate the Solar One receiver, all 18 FCVs must be
functioning properly. From a reliability point of view, it is
not good design practice to require 18 valves, with relatively
high failure rates, all to be functioning to run the plant.
Future plants should consider installing redundant flow-control
valves with upstream and downstream isolation valves to allow
on-line maintenance of the defective valve. These valves should
be placed in an accessible location so that one of the two
parallel valves could be maintained while the receiver is
operating; some of the Solar One outages caused by FCV problems
could have been eliminated if the operators had been able to
gain access to them during operation.

Future receiver designers should strive to reduce the number of
FCVs. For example, the salt receiver that was tested at the
Central Receiver Test Facility in 1987 (Chavez and Smith 1988)
used two FCVs during operation.

8. Failure of receiver flow meters

Description

Water flowrate is measured in each of the 18 boiler panels.

This information is required by the receiver control algorithm
to establish adaptive gains and to provide important information
to the operators in the control rocm so they can monitor the
status of the receiver. If a flow meter fails, receiver control
becomes very difficult and a plant trip often results. Target
flow meters are employed. They consist of a paddle in the
incoming water stream and a strain gauge mounted on the paddle's
handle. The movement of the paddle caused by impact of the
flowing water generates an electrical signal on the strain
gauge. This electrical signal is converted to a flow signal by
way of a conditioning unit. This type of flow meter was chosen
because it was capable of measuring flow over the entire range
expected in the boiler panels, i.e., a turndown ratio of
approximately 20 to 1.

Causes of meter failure were usually due to a) lodging of
foreign materials between the target and the surrounding pipe
line, or b) failures of the strain gauges or transmitters. The
first problem was typically corrected by tapping the flow meter
with a hammer; this action dislodged debris caught between the
target and the pipe line. However, when meters were previously
removed (prior to tapping) evidence of contamination was never
found. The second problem was corrected by replacing the strain
gauge or transmitter.
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Mitigation

A significant amount of maintenance was required to ensure that
the paddle did not bind with the pipe line. If these types of
flow meters are used in future central receiver plants, more
clearance between the paddle and pipe line should be provided.
However, this action may reduce the turndown of the meter.

The outage time associated with flow meter problems could have
been reduced if the flow meters had been placed in a more
accessible location.

Outage time could probably be reduced by providing logic to the
control system to automatically switch to the flow meter on an
adjacent panel on a bumpless transfer. Control is possible
because adjacent panels experience approximately the same flux
and flow conditions. Solar One demonstrated that flux-control
signals could be used from adjacent panels. Transfer was
performed manually, however. This topic is discussed further in
the next section.

To operate the receiver, all 18 flow meters must be functioning
properly. As described previously for the flow control valves,
future receiver designers should strive to reduce the number of
flow meters or should provide redundancy.

9. Failures of the plant's trip system

Description

The plant's trip system is designed tc autcematically shut down
the plant when a safety limit is exceeded. An interlock logic
system consisting of three Modicon 584 programmable logic units
contains the plant permissives required to safely operate the
plant. Two red line units, which are also Modicon 584
programmable logic units, provide safety monitoring and control
of the receiver and thermal storage systems to assure shutdown
of the systems when criteria for safe operation are exceeded.

Eleven outages were attributed to failures of the plant's trip
system during the power production phase. These outages were
primarily caused by failures of local power supplies, central
processing units, circuit boards, and unknown origin. The first
three failure modes were usually corrected by replacing the
component. Resetting the system sometimes corrected problems of
unknown origin.

Mitigation

Oon at least one occasion, a restart was delayed 2 days because a
replacement power supply had to be reordered from an off-site
source. The policy at Solar One was to maintain on-site spare
parts for those items that were unique at the plant. Many items
that were not unique (i.e., "off the shelf" cocmponents) had to
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be obtained off-site. Future commercial-scale plants should
maintain a more complete inventory of spare parts at the plant.
Priority should be given to components with high failure rates.

10. Failure of receiver flux gauges

Description

Solar flux is measured on each of the 18 boiler panels. This
information is required by the receiver control algorithm to
provide anticipatory control during rapidly changing flux
conditions. If a flux meter fails, receiver control becomes
very difficult and the plant often trips.

The harsh environment caused by the solar flux results in rapid
degradation of the flux gauges. It was known at the beginning
of the Solar One project that the average life of a gauge would
be about 6 months. Accordingly, each panel was provided with
two gauges for control purposes and one for data acquisition.

In the initial operating years, both flux control gauges would
fail at about the same time; i.e., both would fail before the -
first failure had been replaced. In subsequent years, a limited
effort was made to stagger their replacement, but a structured
program was never adopted. Because of their rapid deterioration
and replacement expense, the station discontinued replacing the
backup meter, causing forced outages due to failure of a single
flux gauge. Subsequently, the station began paralleling the
flux gauge on the adjacent panel to the panel having a defective
gauge. This action caused a reduction in forced outages
attributable to flux gauges.

Mitigation

Experience at Solar One and at the CRTF indicates that flux -
gauges fail about every 6 months due to the harsh environment.
If flux gauges are included in future receiver designs, a
strategy should be developed to minimize outage time when they
fail. For a receiver like Solar One's, the best strategy would
be to replace one of the two redundant flux gauges per panel on
a staggered basis (i.e., every 3 months) and to provide logic to
the control system to automatically switch to the backup gauge
on a bumpless transfer. If the receiver design only has one
flux gauge per panel, automatic transfer to the flux gauge on an
adjacent panel should occur.

Flux~gauge outages could be nearly eliminated if the gauges
could be removed from the harsh environment. ©One possible
method is to use photometers that are located either a) on the
ground or b) suspended near the receiver but not exposed to the
sclar flux. Each of these devices is composed of a photovoltaic
cell, which views the flux on a particular receiver panel or
contrel zone through a tube or telescope. The feasibility of
this approach was demonstrated in an experiment conducted at the
CRTF (Holmes, Boldt 1988).
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11. Failure of the distributed process control for the receiver

Description

Solar One was the first application of a fully distributed
process control system at a power plant. There are three
subsystem distributed process control (SDPC) systems at the
plant; one each for the receiver, thermal storage, and electric
power denerating systems. These systems were built by Beckman
Corporation and programmed by McDonhell Douglas Corporation.

The receiver control algorithm is programmed within the
receiver's SPDC. The system consists of several stand-alone
controllers (called "multivariable control units (MVCU)")
located in remote stations and a central console in the control
room that allows the operators to interface with the MVCUs. For
a detailed description of the system, the reader is referred to
Tanner (1986) or McDonnell Douglas (1985). If a significant
failure within this SPDC occurs, receiver control becomes very
difficult, and a plant trip often results. Several types of
receiver SPDC failures occurred during the power production
phase:

1. failures of floppy disk drives,

2. garbled data bases,

3. failures caused by voltage excursions,
4. loss of communicaticns,

5. unknown faults.

The SDPC reboots the process parameters for the plant from data
archived on floppy disk drives. Soon after problems with the
floppy disk drives began to occur, Beckman realized the drives
were unreliable and discontinued their use in all newer systems
installed at other plants. The newer Beckman systems now use
hard disk drives.

Data bases categorize the various process variables that are
input to the system. These variables are called tags. The
outages caused by garbled data bases are not fully understood
but are believed to be due to interface prcblems between the
receiver's SDPC, the operating control (0OCS) computer, and the
data acquisition system (DAS) computer. Either of the latter
two computers may be accessing a tag at the same time that the
Beckman does. Garbled information is believed to be written to
the data base when this occurs.

The receiver's SDPC is subject to voltage excursions because,
unlike the SPDC's for storage and power conversion, it was not
connected to the uninterruptable power supply. Consequently,
when voltage excurisions occur, the receiver's MVCUs located
near the top of the tower often experiences loss of control
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information. Correcting this problem requires rebooting the
MVCUs via the receiver's distributed process controller.

Communications and other problems with the receiver SDPC were
caused several times by loose control system connections; many
screw-on terminal strips have been found loose, and use of
ribbon cable and similar friction type connectors caused
problems. The loose connections have been attributed to
inadequate quality control during construction.

Mitigation

Due to the rapid evolution of computer technoleogy, the next
generation central receiver plant will undoubtedly use the state
of the art control system at that time. This system will
probably be substantially different from the one used at Solar
One. The buyer should choose a system that has demonstrated a
high degree of reliability and has been applied in other complex
process control industries.

The DAS and OCS computers are non-critical systems since they
are not required to be available to operate Solar One. The
receiver's SDPC is a critical system since it must be available
to operate the plant. From a reliability point of view, it is
not good design practice to interface critical and non-critical
systems,- because the latter may cause subtle failures of the
former. This type of interface is believed to have caused
failures of the receiver's SDPC at Solar One. If possible,
future central receiver designs should avoid such an interface.
If not possible, a failure-mode-and-effects analysis should be
performed on the interface in order to understand subtle
interactions between the two computers.

The receiver's MVCUs on the tower at Solar One were not
connected to the uninterruptible power supply because the
additional cabling would have added tco the cost of the 10-MW
plant. However, this additional expenditure would be a tiny
fraction of the cost a commercial-scale plant (i.e., 100 to 200
MW). It would therefore be cost-effective to attach the
receiver's MVCUs to the uninterruptible power supply in future
plants.

Better quality control during construction should eliminate the
loose cabling problems experienced at Solar One.

3.2 Qualitative Insights Regarding Other Reliability Problems
The events described in Section 3.1 represent the most important
reliability problems during the power production phase. In this

section we present gualitative insights regarding other
reliability problems.

1. Flange connection leaks

Solar One was provided with an extensive number of bolted flange
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connections to facilitate installation of equipment within the.
systems. Daily thermal cycling of the plant caused the flanges
and their gaskets to leak routinely and they were thus a high
maintenance item. It is recommended that future central
receiver plants reduce the number of flanged connections to a
minimum. Fossil-fuel and nuclear plants typically have
components welded dlrectly to fluid lines and employ very few
flanges.

2. Heat tracing

Components that are massive and subject to frequent thermal
cycles should be heat traced. For example, the steam dump valve
at Sclar One was exposed to a daily thermal cycle between
ambient and 960 F°. After a few cycles the valve failed. The
valve was then heat traced and maintained at 460 F?. The valve
did not fail again after this was done.

3. Flow control valve leaks and stem erosion

Flow-control-valve outages described in the previous section
were due to hardware failures of the valves. The frequent
cycling of the valves also caused them to leak through the stem
packing and the bonnet gasket. The cycling also caused erosion
damage to the valve stems. Packing leaks and stem erosion were
greatly alleviated by replacing the original valve packing with
a high-temperature teflon packing.

4. Additional receiver drain valve problenmns

There were two additional drain valve problems beside those
described in the previous section: a) frequent leakage through
the bonnet gaskets due to frequent thermal cycling, and b) the
feedback transducers that indicated valve position were
frequently inoperative. Repair of these deficiencies did not
require outages since they were corrected during other outage
work.

5. Receiver panel prefilters

The receiver was provided with an inline filter having a 100
micron mesh. Down stream of the main filter, each panel was
provided with its own individual 100 micron inlet filter, which
was positioned immediately upstream of the flow control valve.
The panel prefilters were probably not necessary and was not of
good design since inspection of their internals never evidenced
contamination. The filters required fregquent maintenance to
correct gasket leakage.

6. Orifice plugs in the receiver panels

Each of the receiver panels was provided with 70 orifice plugs
at their inlet headers. (Removal of these plugs allowed access
to the orifices that could be placed in each receiver tube.)
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These threaded plugs were not provided with seat gaskets.
Consequent to thermal cycling, the plugs were subject to
frequent leakage. The original plugs were manufactured from
Incoloy material which was similar to the header material.

Removal of the plugs was difficult because they were severely
seized within the headers. Many times the plug removal reguired
their physical destruction by drilling, followed by threading
the hole to the next larger size. The plugs were subsequently
replaced with plugs manufactured from carbon steel to facilitate
their removal. The plugs, however, continued to leak and
required fregquent maintenance.

7. Boiler panel vent valves

The receiver was provided with two main automatic vent valves

and each individual panel was also provided with a single manual
vent valve. The individual vent valves, due to thermal cycling,
were subject to frequent leak through and valve packing leakage.
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Chapter 4
Reliability of Heliostats

In this chapter we discuss the causes of failures of individual
heliostats. Failures of heliostats scattered randomly
throughout the field degrade the electrical production of the
plant but do not cause a plant outage. However, if a support
system for the heliostat field fails (e.g., power center or
HAC), tens to hundreds of heliostats in a common field location
fail. This will cause a plant outage because the plant cannot
operate because of the severely skewed flux distribution on the
receiver. Support system failures were included in the previous
twe chapters. 1In this chapter we concentrate on failures of
individual heliostats. The reliability information presented
here will be valuable to designers and maintenance personnel of
future central receiver plants.

A comparison of maintenance costs and plant revenues that result
from an improved heliostat availability indicates that it would
be cost-effective to attain an annual average availability of
99%. Figure 4-1 shows the heliostat availabilities during the.
power production phase. The monthly values ranged from a high
of 99.7% in June 1985 to a low of 66.7% in November 1985. The
low value was caused by the failure of the heliostat interface
switchgear. This event is discussed in Section 3.1, item 6.
The average availabilities over the first, second, and third
years of power production were 96.7, 96.0, and 98.8%,
respectively. Since the November 1985 event was actually a
failure of a heliostat support system, discounting this event
results in an individual-heliostat availability of greater than
98% during the second power production year. The 99% goal was,
therefore, very nearly achieved during the entire power
production phase. In the last year of operation, this high
degree of availability was achieved with only one maintenance
man working 3/4 time. It should be noted that availability
values close to 100% are believed to be achievabkle, but the
effort required is not deemed to be cost effective.

In the sections that follow, we describe the causes of
individual heliostat failures and the corrective actions taken.
The failures are grouped according to major heliostat
components, depicted in Figure 4-2. Some of the failures we
describe actually occurred prior to power production phase.

They are included here to achieve a complete discussion of
heliostat reliability at Solar One and because retrofit programs
were often carried into the power production phase.

Heliostat Controller and Heliostat Field Controller Failures

The collector control system consists of a microprocessor for
each of the 1818 heliostats (heliostat controller) and 64 field
controllers. Each field controller communicates HAC signals to
up to 32 heliostats.
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During plant construction the plant experienced severe lightning
strikes on August 18, 1981, and as a result several hundred
heliostat controllers failed. Many of the controller
printed-circuit cards contained burn marks between electronic
compeonents as well as electronic component failures. Following
review cof the incident it was determined that the lightning
strike induced potentials and currents of 50 volts and 1 amp
into the controllers, which were designed for 5 volts and 25
milliamps. It was then deemed necessary to ground the control
cable shield to the heliostat pedestal which was already
grounded to its supperting concrete rebar. Recognizing at that
time that the collector field did not have a ground grid, some
discussion regarding a retrofit was considered. However,
further discussion revealed that the central receiver project in
Odeillo, France alsc experienced similar faillures and that plant
was equipped with both a ground grid as well as lightning
arrestors (sky wires). Accordingly, due to the expense of a
ground grid retrofit and its questionable value, it was decided
to limit the collector field retrofit to grounding of the
control cable shield. Since that time the plant has been hit by
many additional lightning strikes, and the controllers have not
experienced any significant failures from them.

Shortly after initial plant operation, high controller failure
rates were experienced following extreme wind conditions. The
loads on the drive motors during the wind resulted in an
excessively high motor current. This current progressed to the
controller's electronics and damaged them. The problem was
corrected by installing fuse blocks to isolate the drive motors
from high current flow. The fuses were installed over a period
of several years anytime a heliostat controller was serviced.

Loss of communications between the HAC, heliostat controllers,
and heliostat field controllers occurred quite often during the
period from 1981 through 1985 and happened anytime power to the
field was momentarily lost due to grid or other problems.
Initial attempts to correct the problem included cycling on and
off the power tec the each of the heliostat controllers. This
usually reestablished communication but was very cumbersome and
time-consuming. Further investigation revealed that the cause
of the problem was a defective capacitor in the Sorenson power
supply to the controller. Several hundred of the defective
capacitors were replaced during an outage in November 1985; the
remainder were replaced anytime a heliostat controller was
serviced for other reasons.

The position encoder in the controller uses a filament light to
help detect heliostat positions. The failure rate of these
lights has been high throughout the life of the plant. The
manufacturer originally placed a resistance element in series
with the light in an attempt to extend the life of the light.
In spite of this, the encoders were unreliable.

Limit Switches

The heliostats are provided with azimuth and elevation limit
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switches to limit their travel and thus prevent impact between
the mirror rack assembly and the support structure and to allow
identification of their position in the event their controlling
microprocessor lost its orientation because of a power failure,
component failure or control ancmaly. The selection of a
mercury wetted conjecture was excellent. However, the
conjecture was supported by a mechanical suspension system that
was exposed to dirt contamination during wind storms and was
susceptible to oxidation. Both conditions prevented proper
operation of the switch. Seizure of the limit switches due to
contaminants allowed the gear drives to over-travel, causing
failure of the primary gear drive or the gear drive motor. 1In
other cases, on replacing heliostat controllers or on power
losses, heliostat controllers were unable to correctly identify
their proper orientation when commanded to mark, i.e., reset
their position to a base reference level with respect to the
limit switches. Failure to properly mark resulted in heliostats
that did not properly track.

In the initial operating year, when heliostats were observed to
not to be tracking properly, operators would either shake the
heliostats or impact the limit switch with a 12-ft length of PVC
pipe to regain operation of the limit switches. In the
subsequent years maintenance personnel, when servicing
heliostats for any reason, would similarly exercise the limit
switches. This preventive maintenance service markedly improved
the reliability of the limit switches.

Gear Drives

The heliostats are provided with azimuth and elevation gear
drives contained in a common housing. The gear drives were
reliable and experienced only minimal failures (30+) in the
entire operating life of the plant. The gear drive failures
were not directly attributable to the gear drives, but to the
following:

a. Failure of a mirror assembly doubler plate, allowing a
mirror assembly to hang off of a mirror rack structure, and
failure of the gear drive to displace the failed assembly
from the structure as the failed assembley struck the
ground,

b. Limit switch failures, which allowed the gear drive to
over-travel and impact the rack assembly onto the mounting
plate for the gear-drive motor.

c. High winds displaced the landing mat that was abandoned in
the collector field during the plant's construction. (A
landing mat is a blanket placed over the soft grocund under a
heliostat to facilitate heliostat installaticn.) The mat
became entrained with a mirror rack causing the gear box to
fail. Presently the landing mat is progressing easterly and
is expected to clear the collector field in the year 2000.
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d. Other gear box failures have been observed following high
wind conditions. It is suspected that the high wind may
have caused some of the failures, but we believe that most
failures were due to a limit switch over travel incidents
described above. High wind conditions appeared to be the
secondary cause. In some cases heliostats were positioned
vertical and facing directly into 60+ mph winds in
transitioning to a face~down position. On many occasions
the plant encountered high wind speed conditions without any
appreciable forewarning; i.e., wind speed can change from 10
to 60 mph in less than one-half hour.

Gear Drive Motors

The heliostat's gear drives are driven by two 1/6 horsepower
motors. After 3 years of operation, two types of failure modes
were identified:

a. The oil contained in the gear drives began to leak past
defective seals between the gears and the motors. This
resulted in contamination of the motor commutator. The
contaminated commutator generated electrical signal noise
that was fed back to the heliostat controller causing the
heliostat to lose its position orientation or lose
communication with the HAC. 0©Often the noise generated by
one motor's gear drive would cause loss of control of the
other 31 heliostats being fed from the same heliostat field
contreoller.

k. The drive motors were equipped with an integral gear train
that interfaced with the main gear drive; i.e., the gear
drive train provided the initial step down of the motor
rotation to the main gear drive. The motor was equipped
with a gear that was splined ontoc the motor shaft. The gear
attachments were found to fail frequently. Slippage of the
gear caused a change in the relationship between motor turns
and the actual heliostat position, resulting in a
heliostat's getting lost.

The above problems were resolved by overhauling the motors to
replace the defective seal, cleaning the commutator and other
components, and tack welding the splined gear onte the motor
shaft. This effort improved heliostat reliability in the
remaining operating years.

Mirreor Corrosion

Each heliostat has twelve mirror modules consisting of a metal
pan that forms five of the module's six surfaces (see Figure
4-2), The sixth surface is the glass mirror, which is supported
by the aluminum honeycomb structure contained within the pan.
Expansion of air contained within the pan places a high load on
the epoxy adhesive that holds the mirrors together; therefore,
the pan was originally equipped with a small vent. However,
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shortly after initial plant operation, the silver surface on the
glass mirror was found to be corroding. Following this
observation, it was determined that the originally installed
vents did not have sufficient capacity. The test found that a
high differential pressure between the atmosphere and the pan's
interior existed for a sustained period as the mirror mcdule
cooled. As a consequence, any moisture accumulation along the
edge seal cascaded into the module through the edge seal's
imperfections. This corrosion was found to be more prevalent on
those helicstats having mirror modules produced before July 1,
1981, when production changes were made to improve the edge
seals. Also noted was that corrosion was generally concentrated
on the mirror section furthest from the vent; i.e., mirror vents
were on the inboard side and corrosion was predominantly on the
outboard side.

Following test installation of oversized vents on selected
heliostats and measurement of the internal pans' relative
humidity, it was deemed appropriate to install large-sized vents
on the heliostat pans to facilitate their venting. Over the
years, the plant installed approximately 40,000 larger sized
vents. The vents (up to four per mirror module) were installed
on only those heliostats determined to be most susceptible to
mirror surface corrosion due to defective edge seals. 1In
addition, the normal heliostat's stow position was changed from
face down to vertical to minimize contact between the silver
reflective surface and entrained moisture. However, in later
years the stow position was again changed to face down because
preference was given to maintaining high heliostat reflectivity
over minimization of mirror corrosion. To date, the equivalent
glass area of less than two heliostats has been lost due to
corrosion.

Doubler Pads

The mirror modules have doubler pads which are epoxied on the
back of the metal pans. These doubler plates are used to mount
the mirror assemblies onto the heliostat structure. In the
initial operating year, the plant experienced failure of many of
the doubler pads. This caused the mirror assembly to fall to
the ground and break. The doubler pads' failure was attributed
to contamination of the epoxy, improper mixing of adhesive and
accelerator, and improper priming of the metal pans prior to
applying epoxy to the doubler pads. Selected mirror assembly
doubler pads were retrofitted with pop rivets. During the
failure period and following the retrofit, the wind stow limit
was reduced from the original 45 to 40 mph. The retrofit
significantly reduced the number fallen mirror assemblies.
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Chapter 5

Conclusions and Recommendations

Conclusions and recommendations are organized into three groups:

1) conclusions regarding the availability of Sclar One during
the power production phase,

2) recommended changes to the design and operation of future
central receiver plants based on the Solar One reliability
experience, and

3) recommended applications for the statistics and failure
rates presented in this report.

Each of these groups is discussed in turn below.
5.1 Conclusions Regarding the Availability of Solar One

Solar One was close to achieving its 90% availability goal.
During the three power production years, it registered values of
80, 83, and 82%. Considering that Solar One is a
first-of-a-kind plant and that the 90% value is traditionally
chosen for conventional power plants, the availabilities
achieved at Solar One were truly outstanding.

Greater than 51% of the outage time at the plant was caused by
problems with the receiver. Boiler tube leaks were the most
important cause. Problems with flow control valves as well as
flow and flux gauges were also important.

Approximately 17% of the down time was due to scheduled outages
to inspect and repair the turbine-generator system. The
maintenance performed during these outages was primarily
preventive in nature, since nothing major was ever found wrong
with this system.

Problens with computer systems at the plant contributed 14% to
the outage time. The heliostat array control (HAC) computers
were the source of most of the problems.

Each of the remaining systems at Solar One contributed less than
6% to the total ocutage time.

The specific problems that caused the plant to be down the most
are described in detail in Chapter 3. They will not be repeated
here. BAlso presented in that chapter were recommended methecds
of fixing these specific problems and improving the reliability
of the plant. Most of these recommendations are also applicable
to future central receiver plants. These recommendations are
briefly summarized in the next section.

3.2 Recommended Changes to the Design and Operation of
Future Central Receiver Plants

1. The improvement of receiver availability shoculd be given
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primary emphasis in future central receiver plants. 1In
particular, consideration should be given to the following:

a. The number of tube welds should be minimized and
membrane tube welds should be aveided.

b. The thermal expansion system should be tolerant to
receiver growth in multiple directions.

C. Operating procedures should be developed to keep
temperature ramp rates within acceptable limits.

d. A manlift and crane should be readily available to
facilitate receiver repairs.

e, Flow control valves and other equipment with high

failure rates should be made accessible to maintenance
personnel when the plant is operating.

f. Receiver painting should be scheduled during other
long-term outages such as turbine-generator overhauls.

g. A method for quickly identifying panel drain valve
leakage should be developed.

h. Future receiver designers should try to minimize the
number of active components (e.g., flux and flow
sensors, flow control valves, etc.). Redundancy should
be used for active components with known high failure
rates.

i. Flux information should be obtained from photometers
rather than flux gauges.

j. Receiver panels should employ quick-release mechanisms
so that a damaged panel can be replaced rapidly. The
crane that was used to construct the receiver be
designed for the receiver's operating condition and
left in place during the operating years to facilitate
pranel replacement.

Long-term scheduled outages, such as general turbine and

receiver overhauls, shcould be scheduled around the winter

solstice or other months with low insolation.

As much maintenance as possible should be scheduled at

night.

Interfaces between control system computers need to be

clearly understood and a failure-mode-and-effects analysis

should be performed to understand systems interactions.

Interfaces should be avoided between systems required to

operate the plant and those that are not. This is

especially true in computer systems where system
interactions can be very subtle.

Computer suppliers should be chosen who are willing to

service older models and revision levels.

Hardware and software used by redundant computers should be

developed by the same organization.

For a commercial-scale plant, it would be cost-effective to

have trained individuals on site who are capable of

diagnosing and repairing computer and control system
problems.

Quality control during construction is essential to

achieving a high degree of reliability. Some quality

control problems take years to surface.
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10. If a future central receiver project depends on government
support, the government should set aside adequate
contingency funds at the beginning of the project to cover
any problems that may occur during the operating years.

11. All remote control stations that are vital to the operation
of the plant should be attached to an uninterruptible power
supply that is also attached to the station battery.

12. An adequate supply of spare parts should be on-site to
facilitate rapid repair of failed components. Those
components with known high failure rates should be given
first priority.

13. Thermal cycling caused leakage through flanged connections,
vent valves, and orifice plugs. Many of these components
were not used at Solar One and should be avoided in future
central receiver plants.

14. Massive components should be heat traced to avoid damage due
to thermal cycling.

15. The collector field should be grounded to avoid failures due
to lightning strikes.

16. Heliostat controller designs should include fuses to isolate
the electronics from high current conditions.

17. The reliability of the Solar One heliostats is probably too
good. They are very sturdy machines with a low failure rate
and only require 3/4 of a man year to maintain greater than
98% availability. They are alsc expensive (>$400/m2). It
would probably be more cost-effective for a future central
receiver plant to buy less expensive heliostats that have a
slightly higher failure rate.

5.3 Recommended Applications of Failure Statistics

Three years of data were used to derive failure rates and
average outage times for many components and systems at the
plant. Most of these components and systems can be found in
designs of next-generation central receiver systems. The molten
salt plant designed by the recently completed utility study is
an example [Hillesland, Weber (1988)].

As part of our Annual Energy Improvement Study, Sandia plans to
use the failure statistics to obtain an availability estimate
for the utility study plant as well as others. We will then
explore modifications to the base case plant design to see if
cost-effective improvements to its reliability can be made. It
is recognized that some significant differences exist between
Solar One and current designs of central receiver plants. We
will use caution in these areas and will seek other sources of
data that may be more appropriate. Possible additional sources
of data include fossil-fuel and nuclear power plants and the
experimental central receiver facilities located in the United
States (CRTF), Spain (Almeria), and France (Themis).
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