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ABSTRACT 

A dynamic simulation model of the solar subsystem of a 
molten-salt-in-tube central receiver power plant was 
constructed. It consists of 132 ordinary differential equations 
and is programmed in the System Simulation Language. The model 
was validated with experimental data obtained at the Central 
Receiver Test Facility and was shown to accurately predict 
actual receiver performance. It can be used to perform the 
following types of studies: (1) optimization of control 
algorithms for salt-in-tube receiver plants, (2) analysis of 
system performance during transient conditions, (3) response of 
the system following component failures, and (4) optimization of 
power production. The model is user friendly, includes several 
real-time graphic displays, and runs real time on a personal 
computer. 
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Chapter 1 

Introduction 

In order to improve the design of solar-central-receiver 
systems, it is important to understand their performance during 
non-steady-state conditions. In addition, U. S. utilities who 
are interested in adding central receiver power plants to their 
generation base in the future, identified performance prediction 
as a major uncertainty issue that requires resolution (Arizona 
Public Service and Pacific Gas and Electric 1988). For these 
reasons, we developed a computer model of a molten-salt solar 
receiver system. The receiver system that we modeled was tested 
at the Central Receiver Test Facility (CRTF) at Sandia National 
Laboratories during 1986 and 1987 (Chavez and smith 1988). We 
will show that the model accurately predicts actual system 
performance (i.e., within 5.5 percent). This should alleviate 
some of the concerns expressed by the U. S. utilities. The 
accuracy of the model also assures that it will be useful in 
future design improvement studies. 

This report documents the development and validation of the 
PC-based simulator. The system we modeled consists of a 
cavity-type receiver, a thermal storage subsystem, and a heat 
rejection system. The 5-MWt receiver has two flow paths, 
designated east and west, in which molten salt is used as the 
heat transfer fluid. A detailed system description can be found 
in Chavez and smith. A brief overview of the system design is 
presented at the beginning of Chapter 2. Figure 1-1 presents a 
modeling schematic. The heat rejection system was not modeled. 

The model can be utilized with either the simulator or analyzer 
interfaces. Both interfaces allow selected simulation outputs 
to be monitored as the simulation progresses. Both interfaces 
allow the user to modify selected input variables at any time. 
The interfaces differ principally in the method of display and 
in flexibility in terms of changing the display variables. 

The simulator interface consists of ten color-background screens 
drawn with a commercial paint program. This interface is 
user-friendly; a detailed understanding of the simulator is not 
required to use it. Simulation variables are overlaid and 
updated at selected intervals. The identity of the variables is 
preselected for each of the ten background screens. The user 
can change background screens, but for a given screen, has 
access only to the preselected variables. 

Black and white versions of the ten color screens are displayed 
in Figures 1-2 through 1-11. Figure 1-2 is the main menu. This 
screen provides access to the nine remaining screens. Figure 
1-3 is the overall system schematic. This screen is accessed 
when the user wants a global understanding of the entire 
system. Figures 1-4, 1-5, and 1-6 provide detailed information 
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regarding the performance of the receiver. Solar power incident 
on the receiver, salt temperatures, and tube temperatures are 
displayed, respectively. The height of the vertical bars 
changes during the simulation in proportion to the receiver 
powers and temperatures. The motion of these bars gives the 
user an intuitive feeling for the process dynamics. Figures 1-7 
and 1-8 are simplified schematics of the receiver control system 
for the east and west flow paths. The valve in the lower 
right-hand corner of the screen is opened and closed by control 
signals originating from signals depicted in the remaining three 
corners of the screen. This screen is useful in understanding 
the performance of the individual control loops. Cloud 
transients are initiated from these screens by activating 
insolation switches. Figures 1-9 and 1-10 display additional 
control system information. These screens are used to change 
set points, adjust gains, and to activate manual control of the 
simulation. In the latter mode, the automatic control system is 
deactivated, and the user attempts to control the process 
manually. The final screen, Figure I-II, is used to initiate 
component failure transients. The seven valves listed in Figure 
1-11 (see Figure 1-1 for locations of these valves within the 
system) can be failed in either the open or closed position. 

The analyzer interface is a single screen, without background, 
displaying ten variables. The user can reassign any or all 
variables as well as the values of the independent variables at 
any time. The analyzer is generally preferred for model 
development and analysis when the user is intimately familiar 
with the variable names and does not need a process or control 
schematic as background. A user who is less familiar with the 
variables' names would prefer the simulator interface, with its 
effective graphic display and user-friendly menus. Both 
versions provide a variety of printed or plotted output upon 
request. 

This report is organized into four chapters and one appendix. 

In Chapter 2 we present an overview of the system and discuss 
the development of the analytical model. The model is composed 
of 132 ordinary differential equations (ODES) and associated 
algebraic equations. These equations were coded in Fortran and 
integrated into a system-level model using the SYSL simulation 
language (E2 Consulting 1985). They can be solved at greater 
than real-time speeds on a personal computer. Also in Chapter 
2, we demonstrate the capabilities of the model by simulating 
the failure of one of the valves listed in Figure 1-11. 

In Chapter 3 we discuss the validation of the model with 
experimental data. We show that the model provides an excellent 
estimate of the actual receiver performance. For example, 
during 3 hours of continuous cloud transients, the actual and 
predicted energy produced by the receiver were within 5.5 
percent. 

Conclusions and recommendations are drawn in Chapter 4. 
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Appendix A relates the hardware and software requirements of the 
simulator/analyzer. Names and addresses of resource persons are 
also listed here. 
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Chapter 2 

Model Development 

In this chapter we discuss the development of the simulation 
model. We begin section 2.1 with a brief description of the 
actual system hardware installed at the CRTF. In section 2.2 we 
describe, in general terms, how a dynamic simulation model is 
developed and how the computer solves the system of equations. 
This is followed, in section 2.3, by a discussion of the models 
constructed for the cavity-receiver system at the CRTF. section 
2.4 concludes with a demonstration of the simulator's 
capabilities. 

2.1 Description of the Molten-Salt Receive~ System 

The 5-MWt molten-salt receiver system was designed to 
demonstrate key features of the proposed commercial-scale 
Saguaro and Solar 100 systems [Arizona Public Service Company 
(1983) and Southern California Edison Company (1982)]. The 
proposed systems were rated at 190 MWt and 312 MWt , 
respectively and would convert solar energy to thermal energy 
using molten salt as the working medium. The 5 MWt receiver, 
located at the top of the CRTF tower, receives concentrated 
solar energy from the collector field. Molten salt from the 
"cold" (550 OF) storage tank, located at ground level, is pumped 
up the tower piping and through the receiver, where it is heated 
to 1050 OF. The salt then flows through the downcomer into the 
hot salt storage tank. The test receiver was incorporated into 
the existing system at the CRTF. Heat collected in the salt is 
used to generate steam. This steam is condensed in a heat 
rejection system using a water/glycol mixture as the cooling 
fluid. This mixture is pumped to air-cooled heat exchangers, 
where the heat is rejected to the atmosphere. 

A brief description of the 5-MWt receiver and test facility is 
contained in the following sUbsections. 

2.1.1 Receiver Subsystem 

The receiver is located at the top of the CRTF tower, as shown 
in Figure 2-1. The concentrated insolation redirected from the 
heliostat field impinges on the absorber panels, through which 
molten-salt flow absorbs thermal energy. The receiver subsystem 
consists of the receiver absorber panels, cavity enclosure, cold 
surge tank, hot surge tank, instrumentation, and valves. The 
general configuration of the receiver is illustrated in the 
artist's concept shown in Figure 2-2. 

The receiver employs a C-shaped cavity configuration, as shown 
in Figure 2-3. The back wall of the cavity is composed of 
heat-absorption panels, and the side walls, floor and ceiling 
are composed of insulation. At either side of the aperture are 
"wing panels," which collect the portion of the reflected solar 
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beam that is too wide to enter the aperture. They also preheat 
the molten salt before it enters the main absorption panel. The 
frame above and below the aperture and to either side of the 
wing panels is constructed of passively cooled insulation board. 

The heat-absorption panel is divided symmetrically into an east 
and a west zone. Each zone is composed of 18 passes connected 
in a series arrangement. Each pass consists of six tubes 
through which the total flow for the zone passes, either up or 
down. Passes 1 and 2 are in the wing panels, and the remaining 
panels are in the back wall, as shown in Figure 2-3. To 
facilitate manufacture and assembly, the absorption surface was 
arranged in eight individual panels consisting of a number of 
passes. These panels are designated 1 through 4 east and 1 
through 4 west. Panel I-east and panel I-west are the wing 
panels; panels 2 through 4 (east and west) are back panels. 
Panels 2 and 3 (east and west) have six passes each, and panels 
4-east and 4-west have four passes each. The surface of all 
panels exposed to solar radiation is painted with black Pyromark 
2500 paint, which has demonstrated an absorptance of 97 percent 
for the solar spectrum. 

The cold and hot surge tanks are located in the inlet and outlet 
lines of the receiver, respectively. Salt is piped up the tower 
into the cold surge tank. In the cold surge tank a salt level 
is maintained with a cover gas of pressurized air above it. The 
tank serves to buffer the receiver flow control from the salt 
pump supply by allowing level fluctuations to accommodate flow 
surges. In addition, the tank serves as a reservoir of salt to 
maintain flow for a short time in the event of a pump trip. 
Salt exiting the receiver panels is piped into the hot surge 
tank. This tank mixes the streams from the two receiver control 
zones and is vented to atmosphere to provide a free level from 
which to control flow in the downcomer. The tank also provides 
a space where salt can accumulate for a brief period in the 
event of a flow blockage in the downcomer. 

Piping is provided in the receiver to connect the passes of the 
panels together (called "headers") and to provide lines for 
filling, draining, and venting the receiver. 

Two types of valves are employed in the receiver: 1) the main 
control valves, and 2) the smaller drain and vent valves. The 
control valves are I-inch offset-globe-type valves, allowing for 
draining of the salt. Drain/fill valves are located at the 
bottom of each pair of connected passes. Vent valves are 
located at alternate locations where passes connect at the top. 
Three-quarter inch valves were used for this purpose. 

Salt is pumped to the receiver by two vertical cantilever pumps 
operating in series; a cold salt pump and a boost pump. 

The receiver was instrumented extensively. Figure 2-4 shows 
locations of the instrumentation, which included thermocouples, 
heat flux gages, displacement gages, strain gages, level gages, 
pressure gages, and flow meters. 
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Supporting the receiver is an existing test facility, which was 
used on previous experiments and was modified specifically to 
support the receiver tests. It consists of a collector 
subsystem, a salt loop thermal storage subsystem, and support 
systems to generate steam and reject heat. 

2.1.2 Collector Subsystem 

The existing collector subsystem at the CRTF consists of 221 
tracking heliostats (192 were used in the experiment) and their 
control system. Under optimum insolation and heliostat 
conditions, the heliostats can concentrate approximately 5.5 
MWt onto the receiver. 

Each heliostat has 400 ft2 of reflective surface, with a 
reflectivity of approximately 80 percent. Each structure has 
motor-driven azimuth and elevation gimbals, which allow it to 
track the sun during the day. The heliostats are operated 
remotely by the CRTF collector control system. 

2.1.3 Thermal Storage Subsystem 

The thermal storage subsystem supplies 550 of salt to the 
receiver and 1050 of salt for the steam generator. The 
subsystem includes the hot-salt and cold-salt storage tanks, 
propane-fired salt heater, two cold-salt pumps and one hot-salt 
pump, and cold- and hot-salt pumps. The storage system is sized 
to hold approximately 6 MWt of thermal energy. The hot-salt 
tank employs internal insulation and an Incoloy liner. This 
insulates the tank shell from the hot salt and allows the use of 
carbon steel for the shell. The tank is also insulated from the 
outside. The cold-salt tank is made of carbon steel and is 
similar in design to the hot tank except that it does not 
require the internal insulation and liner because of its lower 
operating temperature. The salt pumps are of a vertical 
cantilever design. The impeller and casing are suspended below 
the liquid level in a sump; however, the bearings are located 
above the salt level. 

2.1.4 Steam Generation and Feedwater systems 

The steam generator system is a forced circulation unit that 
uses an evaporator, superheater, and steam drum. During the 
experiment, the function of the system was to cool the salt 
leaving the hot storage tank to 550 of and return the salt to 
the cold tank. We did not model this system and will therefore 
not describe it further. 

2.1.5 Bailey Network 90 Control system 

The Bailey Network 90 control system (NET-90) is a 
state-of-the-art process control system used in many different 
industrial applications. As applied to the molten-salt receiver 
and test facility, the NET-90 performs three major functions for 
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process control of the thermal systems (receiver, thermal 
storage, and support): 

1. Automatic process control (relative to set points), 
2. Automatic plant trip when safety limits are exceeded, and 
3. Operator control and monitoring. 

The NET-90 is a distributed digital control system consisting of 
various operator and computer interface units, a plant 
communication loop, and process control units (PCUs). The PCUs 
contain the control algorithms modeled in the simulation and 
will therefore be described further. 

There are three PCUs located in the field and each controls a 
different system: receiver, thermal storage, and heat 
rejection/feedwater. Each PCU is connected to the process 
equipment it controls for distributed digital control. A PCU 
consists of three main elements: power system, control and 
process I/O modules, and termination units. Consequently, a PCU 
is fully self-contained so that a failure outside the PCU does 
not cause a loss of process control. A PCU provides for 
instrument scanning (temperatures, flow rates, limit switches, 
etc.), data communication, control algorithm execution, and 
actuation or regulation of field equipment (pumps, valves, 
motors, etc.) in order to achieve control over the subsystem 
processes, as well as relay data back to the operator interface 
units via the plant communication loop. 

2.2 Simulation Approach 

The computer simulation of the CRTF was developed based on a set 
of model equations that describes the time-varying behavior of 
plant components such as the solar receiver, pumps, etc. The 
model provides for the computation of temperatures, pressures, 
and flows when there are disturbances such as cloud transients 
or component failures. The simulation was developed using the 
lumped-parameter-state-variable method. This section describes 
the application of this method using a mathematical presentation 
and an example. 

The most detailed and accurate simulation of a solar facility 
would be based on spatially dependent mass, energy and momentum 
conservation relations written for the processes occurring in 
its system and components. These representations are 
characterized mathematically by partial differential equations 
(PDEs). Unfortunately, a facility simulation consisting of 
coded PDEs is costly to run and is typically much more detailed 
than necessary for adequate engineering analysis. 

A simulation having a reasonable as well as adjustable level of 
detail is required for engineering analysis. It must be based 
on the application of engineering judgment (appreciation of 
intended model usage, significant physical effects, and required 
solution time) and formal manipulation of the spatially 
dependent conservation relations. 
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The spatially dependent conservation relationships can be 
approximated by considering spatial regions within a component 
where process properties, temperatures, pressures, etc., are 
homogenous. Such regions are called "lumps" or "control 
volumes." Mass, energy, and momentum conservation relations can 
be developed for the average values of process properties, 
temperatures, pressures in these "control volumes." These 
relations produce the lumped parameter state variable 
representations that are appropriate for producing a realistic 
system-wide plant simulation. 

These representations are mathematically characterized by 
systems of first-order, nonlinear, ordinary differential 
equations (ODEs). The ODEs can be developed by volume-averaging 
the PDEs over "control volumes" that are defined by considering 
(1) regions of the facility with significant mass, energy, and 
momentum storage, (2) anticipated model usage, and (3) validity 
of assumptions required in the averaging process. 

The volume averaging of one PDE produces one or several ODEs for 
each control volume considered. The number of control volumes 
(and hence the total number of ODEs) is determined as the model 
developer trades off the level of model detail required for the 
application with the desired solution time. Faster solution 
times may be obtained by reducing the detail in the model. 

The resulting system of ODEs is characterized by the vector 
forms 

dx 
dt 

where 

f (x, u, p) y g (x, u, p) 

x a vector of state variables (usually analogs of mass, 
energy, or momentum such as density as the analog of 
mass storage in a gas, enthalpy as the analog of energy 
storage in a fluid, or temperature as the analog of 
energy storage in metal, and flow as the analog of 
momentum storage in a pipeline; other choices of state 
variables are made as required). 

u = a vector of process control inputs such as valve 
position or gas flow rates. 

p = a vector of parameters such as volumes, flow 
resistances, heat transfer coefficients, or chemical 
properties. 

y = a vector of process outputs variables such as gas 
pressure, process flow rates, etc; 
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Values of the state vector (x) vary with time, as indicated by 
the differential equation. At any instant of time, this vector 
is the minimal set of data (when taken together with the input 
vector (u) that uniquely determines the future solutions of the 
system of equations). The state variables reflect the history 
or memory of the system, and as such represent a starting point 
for solution of the system of equations. When the input and 
parameter vectors are known, all other process variables are 
determined from the state variables. 

To solve the system of ODEs for x(t) and yet), one can use 
custom FORTRAN programs or simulation language programs. Common 
simulation language programs are CSMP, CSSL, ACSL, DSL and SYSL 
(E2 Consulting 1987). These programs allow the user to code 
sets of FORTRAN-like expressions in a simulation language source 
code without regard for the correct solution order. The 
simulation language source file is processed to produce a sorted 
set of FORTRAN statements. After this operation is performed, 
the simulation language approach to code development is 
equivalent to the custom FORTRAN approach. The simulation 
language also provides several options for equation solution 
(numerical integration) and solution display (i.e., printouts 
and plots) . 

The following discussion demonstrates (1) equation development 
(2) FORTRAN programming and (3) equation solution via numerical 
integration for a gas storage tank. A schematic of the storage 
tank is depicted below. The flow into the tank is WIN. Its 
temperature is TIN. The flow out of the tank is WOUT, and its 
temperature is TOUT. The average temperature of gas stored in 
the tank is TSTOR, and its density is RSTOR. The tank was 

VOLUME VSTOR 

WIN TEMPERATURE = TSTOR ORIFICE (KORF) 

DENSITY = RSTOR ~ 
TIN 
~ PRESSURE PSTOR 

WOUT 
TOUT 

STORAGE TANK 

CONSTANT VOLUME 

Schematic of a Gas Storage Tank 

chosen as the site for a state variable equation because it has 
a large capacity defined by its volume, VSTOR. The pressure 
downstream of the tank is POUT, and flow to the downstream point 
is through an orifice characterized by the parameter KORF. The 
flowing gas is assumed to satisfy an ideal gas equation of state 
given by: 
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PSTOR = RSTOR * R * TSTOR 

where R is the ideal gas constant. The tank is insulated so TIN 
= TSTOR = TOUT. 

A model specification review has focused attention on the tank, 
since it represents a component of the facility where there is 
significant mass storage. To describe this storage, the model 
developer writes a differential mass conservation equation in 
the form: 

r l 

l CHANGE IN j 
MASS OF GAS 

STORED lr GAS FLOW jl 
INTO VOLUME 

In terms of the definitions this becomes 

~ [RSTOR * VSTORJ = WIN - WOUT 
dt 

lr GAS FLOW lj 
OUT OF 
VOLUME 

Expanding the left-hand side and noting the volume of gas is 
constant, we have 

so 

VSTOR * d RSTOR + RSTOR * d VSTOR 

d RSTOR 
dt 

dt dt 

= WIN - WOUT 
VSTOR 

WIN - WOUT 

The flow into the tank is assumed to be independent of tank 
pressure. The flow out of the tank is given by the expression 

WOUT = KORF * j RSTOR * (PSTOR - POUT) 

Suppose we wish to examine the behavior of tank pressure for a 
variation in inlet flow. To compute the transient 
characteristics of the pressure we need a FORTRAN or simulation 
program. 

The flow chart required for solution of a general set of 
ordinary differential equations of the form 

dx = f (x, u) 
dt 
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is given in Figure 2-5. The output variables are assumed to be 
related to the states and inputs by the expression 

y = g (x, u) 

The first step in the program is to assign initial values to the 
state variables (x). The next step requires knowledge of the 
input variables (j) at time t = tn. The input is considered 
constant over the small time interval (Dt) used in the 
integration algorithm. The outputs y(tn ) are from equations 
that depend on the current state x(tn ) and the current input 
u(tn ). The rates of change for the state variables are 
computed from the same information. The state variables are 
integrated using the Euler or rectangular integration 
algorithm. Several other integration algorithms can be used in 
this step. The fourth-order Runga-Kutta algorithm is common. 
After integration, the time variable is incremented by the time 
step (delta t) used in the integration algorithm. The last 
block in the flow chart causes the program to jump back to the 
top and begin the sequence of calculations over again. By 
cycling through this loop, the solutions for x and yare 
obtained as u varies. 

Figure 2-6 shows the flow chart for the storage tank equations. 
Note we have defined 

u = WIN = INLET FLOW 

x RSTOR = TANK DENSITY 

PSTOR TANK PRESSURE 
y 

WOUT = OUTLET FLOW 

The FORTRAN program corresponding to this flow chart is given in 
Figure 2-7. 

The FORTRAN program is set up to run until TIME is greater than 
or equal to FINTIM (the simulation termination time). The flow 
chart does not show this termination. 

The Central Receiver Test Facility model in the 
simulator/analyzer is structured like the program in Table 2-1. 
It, however, contains several equations in the output, state 
rate, and integration segments. The equations in each segment 
are set up as the SYSL program sorts through the simulation 
language source statements. This type of model captures the 
essence of the dynamic behavior of the plant and can execute at 
greater than real time on a personal computer. 

2.3 Description of component Models for the Simulator 

In this section, the equations used in developing the CRTF 
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simulation are presented. Model equations are developed on a 
subroutine by subroutine basis. 

A simulation schematic for the Sandia CRTF model is shown in 
Figure 2-8. The model is divided into the following sUbsystems: 

• Receivers 
• Thermal storage systems (tanks) and pumps 
• Controllers and valves 
• Plant trip system 
• Solar flux processing routines 

Two receivers operate at the CRTF, designated east and west. 
Both are 18-pass, 6-tube-per-pass units with molten salt 
circulating as coolant. Flow is serpentine. The first two 
passes of each receiver are separate from the main portion of 
the receiver and make up a wing panel. Flow from the wing panel 
is to the center (hottest) portion of the receiver. Design 
temperature rise across the receiver is 500 of (from 550 to 1050 
OF) • 

Subroutine RECVR models the dynamics of the heat absorption for 
the receiver. The model provides for 18 passes, 9 top headers 
and 8 bottom headers. The same subroutine is called with 
appropriate flux patterns for both east and west sides. 
Temperatures in the tubes, top, and bottom .headers are all 
states and are available for inspection in the main routine. 
Thermal expansion is modeled as the salt traverses the receiver. 

The thermal storage system consists of a series of tanks to hold 
salt before or after the receiver. All of the tanks except the 
cold surge tank are modeled with a generic tank model. Also 
included in the thermal storage system is a pump model for the 
cold sump and booster pumps. 

An elaborate control algorithm has been developed to control the 
outlet salt temperature in the face of varying solar input. 
Briefly, it consists of three independent signals being summed 
to form a demanded flow signal, which is driving a valve lift. 
The simulation of the control system focuses around the digital 
proportional-integral-derivative (PID) controllers that are 
contained within a process control unit. This algorithm and the 
PID controllers were previously displayed in Figures 1-7 and 
1-8. 

The function of the plant's trip system is to protect the 
receiver in the event of equipment failures. The simulation 
model for this system continuously monitors flows, temperatures 
and pressures against pre-set limits. If an out-of-range 
condition is detected, an alarm buzzer is sounded, and the solar 
insolation is removed to simulate a heliostat defocusing. 
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Several solar processing routines have been developed to allow 
the use of insolation data by the simulator. Subroutines CLOUDE 
and CLOUDW read in flux data for each pass on the receiver. 

2.3.1 Receiver Model 

Figure 2-9 is a schematic of the receiver. Subroutine RECVR 
models the dynamics of heat absorption at the CRTF. The same 
subroutine, called with different arguments, models both the 
east and west side receivers. The model provides for 18 passes, 
6 tubes per pass, 9 top headers, and 8 bottom headers. Flow in 
the receiver is serpentine, first through the wing panel 
(consisting of two passes) and then into the main body of the 
receiver. 

At each time step, the calculation procedure is to find the 
convective heat transfer coefficient between the tube wall and 
salt by calling subroutine CONVEC (discussed later) with the 
current node temperature. After adjusting the heat transfer 
coefficient for flow rate, the heat transferred from the metal 
to salt is calculated by 

(2-1) 
Rmc + Rn 

where Tmi is the metal temperature, T· is the salt 
temperature, Rmc is the thermal resistance of the salt/metal 
interface and Rm is the metal thermal resistance. The 
subscript I refers to the current control volume and is 
dependent on the number of control volumes per tube or header. 

Next the metal's temperature derivative is computed from a metal 
energy balance 

Pm Cpm Vm dTmi = EFF * Qi - Qloss - Qmc 

dt (2-2) 

where Pm is the metal density, Cpm is the metal heat 
capacity, Vm is the current node volume, Vm is the current 
node volume, EFF is the absorptance of the receiver tubes, and 
Qi is the total incident solar radiation on this node. 

Thermal losses from the cavity receiver to the environment 
(Qloss in the above equation) through the aperture were 
estlmated with a finite-element-heat-transfer model. (Losses 
not passing through the aperture were neglected.) The geometry 
of the cavity was represented by 291 heat transfer elements. 
The mesh was developed with the PAT RAN computer code (PDA 
Engineering 1984) and is depicted in Figure 2-10. The mesh and 
other parameters were input to the CAVITY code (Sayers) to 
obtain an estimate of the thermal losses. Given an incident 
flux distribution (see Figure 2-15), the CAVITY code calculates 
the radiative heat transfer between the various elements and 
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predicts the temperature distribution throughout the cavity. 
Based on this temperature distribution, the code then estimates 
the radiative losses through the aperture to the environment. 
The code finally calculates convective losses using the Siebers 
and Kraabel (1984) heat transfer correlations. Estimates of 
various heat transfer areas are required by the correlations. 
These areas are defined in Siebers and are listed in Table 2-1 
with other code input parameters. Given these inputs, the 
CAVITY code predicted the total thermal losses are approximately 
379 Btujs (400 KW)i 227 Btu/s (240 KW) are radiative and 152 
Btujs (162 KW) are convective. These values are consistent with 
measurements taken during the experiment when solar flux was 
incident on the receiver (Chavez and smith 1988). 

During a cloud passage, flux is not incident upon the receiver 
and the cavity temperature will approach the salt inlet 
temperature (550 OF) within a few minutes. Since this 
temperature is significantly less than the "flux-on" 
temperature, thermal loss is less. We estimated radiative 
losses with the following simple calculation: 

Qrad= a * A * € * (T4
cav - T4

amb ), 

where, 

a = Stefan-Boltzmann constant (0.17 x 10-8 Btujhr-ft2-OR4 ) 
A = aperture area of cavity (84 ft 2 ), 
€ = emissivity of interior of cavity, assumed to be equal 

to the emissivity of the absorber tubes (0.948), 
Tcav = cavity temperature (550 of, 1010 OR), and 
Tamb = ambient temperature (70 of, 530 OR). 

(2-3) 

Radiative losses are estimated to be 36 Btu/sec (38 KW). We 
estimated convective losses with the Siebers and Kraabel 
correlation for natural convection, 

and Newton's law of cooling, 

where, 

A1,A2,A3 = heat transfer areas listed in Table 2-1, 
Acav = area of inner surface of the cavity (379 ft 2 ), 
Tcav' Tamb = defined above. 

(2-4) 

Convective losses are estimated to be 57.8 Btu/s (61 KW). Total 
losses during flux-off conditions are therefore approximately 94 
Btu/s (99 KW). 

The thermal losses estimated above were incorporated into the 
receiver simulation model. Whenever greater than 20 percent of 
full flux was incident upon the receiver, Qloss was set to 379 
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Btujs (400 KW). Twenty percent was chosen because the receiver 
control algorithm is designed to maintain the outlet salt 
temperature at rated conditions for flux levels greater than 20 
percent. Since the average cavity temperature remains roughly 
the same, the average thermal losses should also be roughly the 
same. When flux was less than 20 percent (i.e., flux-off 
condition), Qloss was set to 94 Btujs (99 KW). This approach 
was taken in order to avoid the calculation of time-dependent 
temperature distributions within the cavity during cloud 
transients. Considering the uncertainties associated with the 
convective loss calculation, this simplistic approach appears 
justified. 

Equation (2-2) was then modified to reflect the fact that only 
half of the metal is exposed to the sun. This implies the back 
sides of the tubes more closely track the salt's temperature. 
This is accounted for by reducing the metal's thermal inertia to 
half its calculated value and adding the other half to the 
thermal inertia of the salt. The modified energy balance is 

dt 

or defining Ctm as Pm Cpm Vm the final equation is 

dTmi = EFF * Qi - Qmc - Qloss 

dt 0.5 * Ctm 

(2-5 ) 

(2 -6) 

Next the salt temperature derivative is calculated from combined 
salt mass and energy balances. A salt mass balance yields 

(2-7 ) 

where Msi is the mass of salt in tube i, Wi-, is the flow into tube 
i, and Wi is the flow out of tube i. An energy balance yields 

expanding 

T. dM . 
1. S1. 

dt 

= Qmci + C p * (W i-l * T i-l - Wi * T:u ' 

dT.] 
+ M si d~ = 

(2-8) 

Qmci+ Cp * (W i-l * T i-l - Wi * T i) . 

(2-9) 
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Multiplying T; times the mass balance and subtracting yields 

or finally 

dTi Qmci + Cp * Wi _1 * (Ti - 1 - Ti ) 
dt = --------~C~-*~-p-.~*~V~.----------­

P 1 1 

(2-10) 

(2-11) 

As per the above discussion, one half of the metal's thermal 
inertia is added to the salt's thermal inertia, which results in 

Cp * W. 1 * (T. 1 - T.) 1- 1- 1 
(2-12) 

Next the outlet flow from this node is calculated. utilizing the 
above mass balance, 

or 

d(p.V.) 
1 1 
dt = Wi - 1 - Wi . 

(2-13) 

(2-14) 

The control volume at a node is constant, so expanding the left­
hand side yields 

dp. 
1 

dt = Wi _1 
- W. , 

1 

or rewriting the density term, 

Finally, 

d
dT. 

= _p_ 1 
Wi _1 - Vi dT dt 

(2-15) 

(2-16) 

(2-17) 
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The top and bottom headers' temperature equations are identical 
in form to the salt's temperature equations, except the headers 
are adiabatic, and conduction occurs from salt to header. 
Removing the Q~i term from the salt's energy balance and adding 
the thermal capacity of the header yields 

dT. 
1 

dt = 
C * W. * P 1-1 
* p. * V. + 1 1 

(2-18) 
Cpm * P * V . m m1 

where Pm and Cpm and Vmi refer to the header's metal density, 
specific heat and volume, respectively. 

All salt and metal temperatures are stored in vectors. The 
equations are integrated with the SYSL vector integration 
routine. 

subroutine CONVEC computes the heat transfer coefficient used to 
calculate the metal-to-salt heat transfer in the rec~iver. The 
salt is Partherm 430, a mixture of sodium and potassium nitrates. 
The calculational procedure is based on the Chilton-Colburn 
analogy for heat transfer for a liquid flowing in a tube. 

Recalling the definition of the Nusselt number, 

h*d 
Nu = K (2-19) 

where Nu is the Nusselt number, h is the convective heat transfer 
coefficient, D is the tube diameter and K is the thermal 
conductivity. The Chilton-Colburn analogy states that 

Nu = 0.023 * Re o • 8 * Pro. 33 , (2 -2 0) 

where Re is the Reynolds number and Pr is the Prandtl number. 
Rearranging the above equation for the convective heat transfer 
coefficient yields 

h = ~ (0.023 * ReO. 8 * prO. 33) (2-21) 

The rest of this discussion centers on optimizing the above 
expression for maximum execution speed, because this routine is 
called many times each calculation pass. The Reynolds number, 
expressed in terms of mass flow rate is 

Re = 
w (2-22) 

1f 
4 * D * p * 32.174 
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Recalling the definition of the Prandtl number, 

Pr = 
}.J, * C P 

K * 32.174 
(2-23 ) 

where Cp is the specific heat and K is the thermal conductivity 
of the salt. 

For Partherm 430, the specific heat is 0.3654 BTUjlb*oF and 
constant. The tube diameter is input to this routine. Thermal 
conductivity and viscosity are known as functions of temperature. 
When all constants are substituted and evaluated, the result is 

h = 1.8374 * 10-6 * 0-1 . 8 * }.J,-.147 * T· 2184 . (2-24) 

This coefficient is then passed back to subroutine RECVR and 
utilized in the heat transfer calculations inside the receiver 
tube passes. 

2.3.2 Thermal storage Tanks 

There are several tanks at the CRTF. They are listed below with 
the system in which they are located and a simulation designator: 

Tank Name 

Hot Surge Tank 
Cold Surge Tank 
Sump for the Hot Pump 
Sumps for the Cold and 

Boost Pumps 
Hot Storage Tank 
Cold Storage Tank 

System 

Receiver 
Receiver 
Thermal Storage 
Thermal Storage 

Thermal storage 
Thermal storage 

Designator 

HS 
CS 
HM 
CM 

HT 
CT 

The flow path through the various tanks can be seen in the 
overall modeling schematic, shown in Figure 2-8. 

All of the tanks with the exception 
modeled with a generic tank model. 
tank is shown in Figure 2-11. 

of the cold surge tank are 
A schematic of the generic 

The model begins with a check to ensure the tank has not flooded 
or run dry. If the tank levels are within tolerance, the tank 
level and temperature derivatives are computed from salt mass and 
energy balances, respectively. In the following discussion, the 
subscript i refers to anyone of the tanks listed above. The i 
can be replaced with the column labeled "designator" for exact 
nomenclature. 
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The level derivative is computed from a mass balance. 

(2-25) 

where Pi is the density of salt in the tank, A; is the tank 
cross-sectional area, and 1; is the salt level in the tank. 

Expanding the left-hand side of Equation (2-25), 

(2-26) 

or rearranging for the level derivative, 

dl. W. - W l. dp. dT. 
1 1 X 1 1 1 = - -

dT dt A. p. p . dt 
1 1 1 

(2-27) 

Next, the temperature derivative is computed from a salt energy 
balance. 

(2-28) 

where Mi is the salt mass in the tank, W; is the flow into the 
tank, Tin is the temperature inlet to the tank, and Txis the 
temperature exiting the tank. The tank is assumed to be well 
mixed so the exit temperature is equal to the bulk tank 
temperature. Expanding the left-hand side of the equation and 
sUbstitution of the Equation (2-25) for the- dM;/dt term results 
in 

dT
1
· W

1
. (T. - T.) 

ln 1 
dt = -=--~M~.~--~~ (2-29) 

1 

Cold Surge Tank 

The cold surge tank is modeled as a cylinder 2.5 ft in diameter 
by 9 ft high with a level set point typically 75 to 80 inches. 
The cold surge tank is a pressurizer designed to provide flow to 
the receiver for at least 90 seconds in the event of loss of pump 
flow to avoid damage to the receiver. Energy losses to 
atmosphere are assumed to be negligible. The cold surge tank 
model assumes that salt is incompressible and the air is an ideal 
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gas. Air heat capacity is assumed to be negligible, and air 
temperature is assumed instantaneously, to be in equilibrium with 
the salt. 

The model begins with a check to ensure the tank has not dried 
out. Assuming the level is satisfactory, the salt temperature 
derivative is calculated from a combination of salt mass and 
energy balances. A mass balance yields 

(2-30) 

where Mcs is the mass of salt in the cold surge tank, Wcsi is the 
sal t flow rate into the cold surge tank, and Wcsx is the salt flow 
rate out of the cold surge tank. A salt energy balance yields 

d 
C dt (M * T ) = C * (W . * T . - W * T ) P cs cs P cs~ cs~ csx cs (2-31) 

where Tcs is the temperature of the cold surge tank salt, Cp is 
the salt's specific heat, Tcsi is the salt temperature inlet to 
the cold surge tank, Wcsx is the exit salt's flow rate, and Tcs is 
the cold surge tank salt's temperature. Expanding the left-hand 
side of the above equation yields 

dM cs 
dt =W.T.-W T 

cs~ cs~ csx cs 

Multiplying the mass balance by Tcs and subtracting yields 

M cs 

Finally, 

dT cs 
dt 

Wcsi * (Tcsi - Tcs) 

Pcs V CS 

(2-32 ) 

(2-33) 

(2-34) 

Next the level derivative is computed. Rewriting the salt mass 
balance, 

d (p cs * V cs) 
dt = W • - W 

cs~ csx (2-35) 
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Expanding the left-hand side and rearranging terms yields 

dVcs 
---crt = 

* W • - W cSJ. csx - V (dp Idt) cs cs' 
(2-36) 

substituting Lcs Acs = Vcs and rewriting the density derivative 
yields 

wcsi - Wcsx - LcsAcs(dPcs"dTcs)*(dTcs"dt) 

Acspcs 

Finally, a pressure derivative is computed by an air mass 
balance, 

dMcsg 
dt G • - G csJ. csx 

(2-37) 

(2-38) 

where Mcsg is the mass of air in the surge tank, Gcsi is the inlet 
air flow rate and Gcsx is the exit air flow rate. Substituting 
for MCSg and noting Kcsv - Vcs is the air volume in the above 
equation yields 

d[p csg * (Kcsv - V cs)] = 

dt G - G csi csx (2-39) 

where Pcsg is the density of air and Kcsv is the total surge tank 
volume. From the ideal gas law, 

Pcsg KUNGR * (Tcsg + 460) , 
(2-40) 

where KUNGR is the ideal gas constant, and the 460 converts the 
temperature to absolute. Assuming temperature varies slowly in 
comparison to pressure and substituting into the mass balance, 

d 
dt 

P * (K cs csv 
KUNGR * (Tcs + 460) 

dPcs Rearranging for ---crt yields 

= G . - G 
CSl CSX 

(2-41) 
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dPcs [Gcsi - Gcsx ] * KUNGR * (TCS + 460) + PCS 

dV cs 
* (it 

eft = 
KCSV - VCS 

2.3.3 Cold Pumps 

Subroutine PUMP models the cold sump and 
lumped pump with equivalent total head. 
as a quadratic in pump flow. 

(2-42) 

surge pumps as a single 
Pump head is expressed 

The subroutine begins with a check to see if valve 151 is open. 
If not, the pump flow is set to zero, and a return executed to 
avoid the numerical problems associated with deadheading a pump. 
Assuming the pump is operational, the flow through the pump is 
calculated. 

Total head is the sum of static and frictional losses. static 
head is given by the drop that is approximately 213 feet from the 
pump outlet, plus the level in the cold surge tank. Friction 
losses are flow squared losses associated with the piping and 
with valve 151. 

The pump curve is represented by 

(2-43) 

where Px is the pump exit pressure, Pi is the pump suction 
pressure, and W is the salt mass flow rate. J o , J" and J 2 are 
found by a least squares fit of pump head versus flow of pump 
manufacturer data. 

Total head = [213 + lcst) Ps 
12 144 

* P' ~ 

+ 
P • 
~ 

(2-44) 

where lest is the cold surge tank level in inches, Ps is the salt 
density, W is the salt flow rate, Kv is the valve 151 pressure 
loss coefficient, Av is the normalized (0 to 1) valve area, and 
Kf is the piping friction loss coefficient. The first term in 
the above equation represents static head, the second is the 
valve pressure drop, and the last term represents piping friction 
losses. 
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The equation above may be rewritten 

o = A * W
2 + B * W + C (2-45) 

a standard quadratic where 

A = J _ 1 Kf 

2 (K * A )2 * p. Pi v v 1 

B = J 1 

213 - lest Ps C = J * -- - (Pcst - P. ) 
0 12 144 1 

The solution to the above is standard, 

JB2 - 4 * A * C W = - B + 2 * A 

where the negative root has been discarded for physical reasons. 

2.3.4 Control System 

An elaborate control algorithm has been developed to control the 
outlet salt temperature on the east and west sides of the 
receiver in the face of varying solar input. The algorithm was 
developed by Mr. Gene Riley of McDonnel Douglas Corporation 
(Chavez and smith 1988). Three independent control signals are 
used on each side. They are 

1. a feedback signal from the salt-exit temperature, 

2. a feedback signal from the average-back-tube temperature, 

3. a feed forward signal from the average solar flux on the 
receiver. 

These signals are summed to provide a total flow signal to the 
flow control valve. 

Adaptive gains are utilized to modify overall and integral gains 
as a function of flow rates in the salt-exit temperature 
controller. The exit temperature set point is also ramped 
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between 850 of and 1050 OF during cloud transients. The set 
point is the measured temperature +50 of within predetermined 
rate limits. The algorithm for the east side is displayed in 
Figure 2-12. The algorithm for the west side is similar. 

Function PIDN90 simulates a Bailey Network 90 Digital 
Proportional-Integral-Derivative (PID) controller used at the 
CRTF. Seven such controllers are used in the CRTF simulation; 
three for east-side exit temperature control, three for west 
temperature control and one for cold surge tank pressure 
control. (The PIDs for the east side can be seen in Figure 
2-12). The digital PID calculates updated control signals at 
0.25-second intervals. This model was provided by McDonnell 
Douglas, but the company was unable to obtain the actual Bailey 
programming. Tests against the actual controller show similar 
responses to step and ramp inputs but differing responses to a 
sinusoidal input. This may cause problems when comparing 
simulation results with actual data. 

The function begins by setting up vectors that will hold data 
based on the sequential identification number assigned to the 
controller. Next is a check to see if it is time to update. If 
not, an immediate return is executed. 

Updating the controller requires the following algorithm. If AM 
= 0 (AM is the auto/manual switch), then the controller is in 
manual and the output of the controller is set according to 

OUTeN) = AMAXI [LO, AMINI (MSET, Hi)] (2-46) 

where OUTeN) is the controller output for controller number N, 
LO is the low limit on the controller output, MSCT is the manual 
signal demanded, and Hi is the high limit on the controller 
output. 

The AMAXI and AMINI are intrinsic FORTRAN 77 functions returning 
the maximum and minimum of the arguments input, respectively. 
This assures the controller output is bounded. 

If the controller is not in manual, two choices are possible: 
the controller is transitioning from manual to automatic or the 
controller is in automatic. If the controller is transitioning 
to automatic, the past value of its auto/manual switch will be 0 
(manual). The test is 

IF[AMl(N) .EQ. 0] IC(N) = 1 (2-47) 

where AMl(N) is the value of the controller auto/manual switch 
during the last controller update. If there is indeed a 
transition, the controllers are initialized for automatic 
operation, which includes setting IC(N) = 0 to avoid constant 
reinitializing. 
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Next the derivative signals are formulated. A check for 
saturation of the controller is performed, and an internal flag 
is set if it has occurred. 

The proportional, integral and derivative terms are then formed 
and summed, and the present values are set equal to the past 
values for the next update pass initialization. The algorithm 
for the velocity form PID is represented below: 

d ~~T(N) = Ksc * [Ki * E + Kp * dE/dt + Kd * d(dE/dt)/dtJ 

OUT(N)i = OUT(N)i_1 + d OUTeN) * DTup 
dt 

(2 -4 8) 

In these equations the proportional, integral, derivative, and 
overall gains are Kp, Ki' Kd , and KSG ' respectively. 
The error signal is deslgnated E, and DTu is the update 
interval (0.25 seconds). As stated prevlgusly, adaptive gains 
are utilized to modify the overall and integral gains as a 
function of flow rates in the exit-temperature-feedback 
controller. Adaptive gains were utilized to help compensate for 
the non-linearites in the process dynamics (i.e., the process 
time constants are longer at low power and low flow conditions 
than they are at high power and high flow). The gain functions 
are displayed in Figure 2-13. 

2.3.5 Plant Trip System 

The simulated plant trip system for the CRTF simulator/analyzer 
system continuously monitors flows, temperatures and pressures 
against pre-set limits. Its function is to protect the receiver 
in the event of equipment failures. If an out-of-range 
condition is detected, an alarm buzzer is sounded, and the solar 
insolation is removed to simulate a heliostat defocusing. 

The table below lists the conditions being monitored. 

PROCESS VARIABLE CONDITION DURATION 

WEST EXIT TEMPERATURE >1080 of N/A 
EAST EXIT TEMPERATURE >1080 of N/A 
WEST PASS 17 TEMPERATURE >1070 of 30 SECS 
EAST PASS 17 TEMPERATURE >1070 of 30 SECS 
WEST PASS 16 TEMPERATURE >1050 of 30 SECS 
EAST PASS 16 TEMPERATURE >1050 of 30 SECS 
WEST PASS 15 TEMPERATURE >1030 of 30 SECS 
EAST PASS 15 TEMPERATURE >1030 of 30 SECS 
WEST PASS 14 TEMPERATURE >1010 of 30 SECS 
EAST PASS 14 TEMPERATURE >1010 of 30 SECS 
EAST SALT FLOW <8 KLB/HR 10 SECS 
WEST SALT FLOW <8 KLB/HR 10 SECS 
SALT BOOST PUMP PRESSURE <400 PSI N/A 
COLD SUMP LEVEL <12 IN. N/A 
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2.3.6 Solar Flux Processing 

The solar fluxes employed in the simulator are shown in Figure 
2-14. Each figure presents the average flux (KW/m2 ). per tube 
as a function of position on the receiver while a flat-edged 
cloud progresses across the heliostat field in equally spaced 
increments. Curves were developed for three separate times on 
day #300: 8 a.m., noon, and 4 p.m. These average curves were 
developed from two-dimensional flux maps produced by the DELSOL 
computer code (Kistler 1986). The DELSOL flux maps for the noon 
case are presented in Figure 2-15. The map in the upper left 
corner is the flux on the receiver when the westernmost 
heliostats are exposed to the sun. As the cloud clears the 
field from west to east, the flux progressively increases until 
full sun conditions are achieved. Full sun is displayed in the 
lower right corner. (The centerline of the receiver is located 
at 180 degrees. The east side ranges form 120 to 180 degrees 
and west side from 180 to 240 degrees.) 

Subroutines CLOUDE.FOR and CLOUDW.FOR read and store the 
transient flux data presented above. Data are read from disk 
files and stored in a two-dimensional array. This array is five 
rows by 18 columns. Each column corresponds to the flux 
incident on a pass through the receiver. The first row in the 
array represents flux at full-sun conditions, and the last row 
represents flux under full cloud cover. 

We did not develop flux distributions for the wing panels. The 
temperature rise across a wing panel is approximately 20 of. 
During a cloud transient, it is assumed the variation of flux in 
these two passes is proportional to that of pass 18, which is 
closest in physical proximity. 

2.4 Demonstration of simulator 

We will demonstrate the simulator with a failure transient. 
Valve 101 is failed open at a simulation time of 120 seconds. 
This valve is used to control the flow to the western receiver 
and is depicted in Figure 2-8. 

The simulation conditions for the failure were: 

• the plant trip's system was fully active 
• the failure was programmed for 120 seconds simulated time 
• the flux pattern used was for day 300 at solar noon 
• the control system was fully active 
• the simulation was terminated at 1800 seconds simulated time 

Figures 2-16 through 2-18 present the simulated results for the 
valve 101 failure. Process parameters for the receiver are 
presented in Figure 2-16, control system signals are presented 
in Figure 2-17, and tank parameters are depicted in Figure 
2-18. 
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Referring to Figure 2-16, failure open of valve 101 has the 
consequence of increasing flow (W101) through this valve. Since 
flux stays constant, the west-side salt exit temperature (TRWXM) 
decreases. The east-side flow rates (W103) and temperatures 
(TREXM) are unaffected. The cold surge tank pressure (peST) 
initially drops about 4 psi in response to the increased flow 
and is then restored to the 300 psi setpoint by the tank level 
controller. The east (PREX) and west (PRWX) receiver exit 
pressures are relatively unaffected. 

Figure 2-17 shows the salt flow setpoints (W101S and W103S) and 
the three independent signals that sum to form these demanded 
flow rates. WRWFF is the feed-forward signal, DTRWMA is the 
average temperature signal, and WRWFB is the feedback signal for 
the west side. Nomenclature is similar for the east side. The 
behavior on the west side is predictable. When the valve 
becomes stuck open, all temperature control is impossible. The 
flow set point falls to minimum in an attempt to control the 
exit temperature. The average temperature controller also winds 
down, until eventually the error signal changes sign and then 
winds up, but has no effect on the total flow set point. The 
feedback signal winds down to its lower limit but also has no 
effect on the total demanded flow signal. The feed forward 
signal is unaffected, as the solar insolation is unchanged. The 
east-side signals are unaffected by the west, as shown in Figure 
2-17. 

The position signals for the various valves in the system are 
also shown in Figure 2-17. As can be seen, the east-side flow 
control valve (103) is unaffected, whereas the west-side valve 
(101) position is driven to fully open. Valve 151 is driven 
open to supply the additional flow for valve 101. Valves 161 
and 201 both open in response to the additional flow being 
passed by valve 101. Valve 162 is closed because the salt 
temperature is above 750 of. Valve 161 automatically adjusts to 
maintain control of the hot surge tank level. 

The levels and temperatures of the various tanks are presented 
in Figure 2-18. The hot surge tank level (LHS) reacts quickly 
to the increased flow through valve 101 and increases rapidly at 
120 seconds and then levels off. The rate of decrease of the 
hot storage tank (LHT) lessens at 120 seconds because the flow 
rate into the tank is higher as a result of opening valve 101. 
The hot sump level (LHM) is controlled and therefore changes 
little. The cold surge tank pressure is controlled at 300 psig, 
and this keeps the cold surge tank level (LeST) to within .3 
inches of 75 inches at all times. The cold tank level (LeT) 
slows its rate of increase, since the difference between the 
flows into and out of the tank decreases as the result of 
opening valve 101. The cold sump level (LeM) is under level 
control and is relatively unaffected. The temperatures of the 
hot surge tank (THS), hot storage tank (THT), and hot sump (THM) 
decrease as a result of the decreasing receiver exit salt 
temperature. The temperatures of the cold surge tank (TeST) and 
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cold storage tank (TCT) are unaffected by the failure of valve 
101. 
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Table 2-1 

Input Parameters for CAVITY Code Analysis 

Heat Transfer Areas 
for Convective Loss 
Calculation 

Absorber Emissivity 

Adiabatic Surface 
Emissivity (Cavity Walls) 

Tube Diameter 

Tube Wall Thickness 

Inlet Salt Temperature 
(Exit From Wing Panels) 

outlet Salt Temperature 

A1=379 ft2 * 
A2=379 ft2 * 
A3=258 ft2 * 
0.948 

0.300 

0.0625 ft 

0.0054 ft 

572 0 F 

1050 0 F 

* - A1, A2, and A3 are defined in Siebers and Krabbel, 1984. 
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Figure 2-1 Aerial View of Central Receiver Test Facility 
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INITIALIZE STATES 

x(to' = x 
0 

I 
10 .. 

CONTINUE 

1 
DEFINE INPUTS L... I ... NPUTS 

u(tn' " u 

~ 
Compute Outputs 

~ 
Print/Plot 

y (tn) = g[x(tn', u(tn») Outputs 

~ 
Compute State Rates 

d x (to) = [xC t n). u(tn») 
dt 

i 
Integrate States 

x(tn+1) = x(tn) + dx(to) "c,t .... "t (time 5t ... ep) 
dt 

• Increment Time 

t 1" n+ tn + II t 

I 
: GO 10 10 1 

Figure 2-5 Flow Chart for a Program to Solve a Set of Ordinary 
Differential Equations 
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Figure 2-6 

I INITIALIZE STATES/DEFINE CONSTANTS 

TIME = 0, TIN = Canst, KORF = Canst, POUT = Canst 

DELT = Canst, R = Canst, VSTOR = Canst, TSTOR = TIN 
RSTOR = Canst 

.. 10 .. 
CONTINUE 

I 
TIME VARYING INPUTS 

... ~ = WIN ":"' 

WIN: FUNCTION OF TIME 

COMPUTE OUTPUTS 
PSTOR = RSTOR « R « TSTOR 

WDUT = KORF • SQRT [RSTOR • (PSTOR-POUT)] 

COMPUTE STATE RATES 

DRSTOR: (WIN - WOU1)/VSTOR 

INTEGRATE SlATE VARIABLE 

RSTOR : RSTOR + DRS10R • DELT 

INCREMENT TIME 

Time: Time + DELl 

I 
GO 10 10 

Y = t ST01 

OUTf 

Flow Chart for a Fortran Program to Solve storage 
Tank Dynamic Problem 
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c Start of Program 

c 

Initialize States/Constants 
FINTIM " Const 
"Time" 0 

KORF " Const 
POUT E Const 

DELT " Const 
R " Const 
VSTOR " Const 
TSTOR - TIN 
RSTOR • Const 

10 CONTINUE 
If (Time .GT . FINTIM) 60 TO 20 

c Time Varying Input 
WIN" Function of Time 

( Compute Outputs 
POUTS " RSTOR *R*TSTOR 
WOUT " KORF * SQRT [RSTOR*(PSTOR - POUT)] 

( Compute State Rate 
DRS TOR " (WIN - WOUT)/VSTOR 

c Integrate State Variable 
RSTOR • RSTOR + DRSTOR * DElT 

( Increment Time 
Time· Time + DELT 

c loop to Top of Program 
60 TO 10 

20 CONTINUE 
STOP 
END 

Figure 2-7 Fortran Program for storage Tank 
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<------ APERTURE 

Figure 2-10 Transparent View of Receiver cavity Showing PATRAN 
Mesh Elements 
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Chapter 3 

Model Validation 

simulation model predictions were validated with data obtained 
from the actuai receiver system. The model can be considered 
valid if it can predict a reasonable estimate of the actual 
response of the receiver system given known input disturbances. 
Though several types of input disturbances are possible, we 
focused on incident flux perturbations because they routinely 
occur when clouds pass over the heliostat field. Two sets of 
experimental data were used: 1) 30 minutes of simulated cloud 
transients, and 2) 3 hours of natural cloud transients. In both 
cases the model was validated by comparing receiver parameters 
such as temperatures, flows, energies, and control signals. 

We did not compare hot and cold storage tank parameters because 
the experimental program focused on the receiver, and data were 
lacking on the storage system. However, another simulation 
model of the storage system was previously validated with 
experimental data developed by another test program (Kolb and 
Nikolai 1988). The validated storage system model is more 
complex than that presented in Chapter 2 of this report. This 
more complex model was shown in Kolb and Nikolai to accurately 
predict the performance of the storage system. 

3.1 Validation of Receiver Model with simulated Cloud 
Transients 

The data for model validation were obtained from testing on May 
4, 1987. The test simulated an l100-ft cloud moving at 8 ftjs 
followed by a slightly smaller cloud some 20 minutes later. The 
cloud was simulated by a programmed removal of heliostats from 
the receiver in a sequential fashion from west to east and by 
subsequently placing them back. The tests were conducted 
between 11 and 11:30 a.m. 

For purposes of validation we would have preferred testing at 
solar noon, so our flux distribution data from day 300 would be 
more representative, but this was not possible. The problem was 
that the heat exchanger could not handle the heat load at solar 
noon, and the salt inventory was too low at the testing time to 
make up the difference from storage . 

A second problem was that the transient-cloud testing was also 
being used to tune the control system as these tests were being 
conducted. Although the control system structure was not 
altered from that presented earlier in this section; ramp rates, 
gains, and adaptive gain functions were continuously being 
altered and refined. Refinements continued after the May 4 
testing. As a consequence, there are some questions as to the 
exact status at the time these tests were conducted. 
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Finally, the model of the Bailey Network 90 was essentially a 
velocity Form pro provided by McDonnell Douglas. As mentioned 
in Chapter 2, testing against an actual controller showed 
identical responses to step and ramp inputs but differing 
responses to a sinusoidal input. We are not certain whether 
this difference caused errors in our validation. 

The adaptive gain characteristics utilized in the model are 
presented in Figure 2-13. The adaptive and other gains utilized 
for the controllers were 

Exit Salt Temperature 

KSC = 0.2 (adaptive) 
Kp = 1. 0 
Kr = 1.5 (adaptive) 
KO 0 

Average Back-Tube Temperature 

Ksc = 2.0 (adaptive) 
Kp 0.32 
Kr 0 
Ko = 0.046 

where K~c is the overall (adaptive) gain, K is the 
proportlonal gain, K~ is the (adaptive) int~gral gain and KO 
is the derivative galn. 

The exit salt temperature set point was ramped between 850 'F 
and 1050 'F during the cloud transients. This "sliding" set 
point Tsetx ' was programmed as follows: 

Tsetx = Tmeas + BrAS 

with the following limits 

850 'F ~ Tsetx ~ 1050 'F 

dTsetx 
-0.75 'Fls ~ < 0.5 'Fls 

dt 

The average back tube temperature set point, TsetBT' was 
varied according to the following equation: 

TsetBT = K(Tsetx - 550), 

where K was changed periodically to reflect the changing flux 
distribution with time of day at the test site. This was not, 
of course, necessary in simulation. We had only three 
distributions; one for early morning, solar noon, and late 
afternoon, and the distribution was not altered during transient 
cloud runs (except by cloud cover). 
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The differences in incident receiver flux between plant and 
model are illustrated in part by the feedforward signals in 
Figures 3-1a and 3-2a. (Feedforward signals are expressed in 
flow units of Klb/hr. However, this signal is directly 
proportional to the flux incident upon the receiver.) Variables 
preceded by an S are actual plant data. Notice that east and 
west side signals are equal for the simulation, while east is 
larger than west for the experimental data. This difference 
shows approximately a 10 percent higher flux on the east 
receiver than on the west receiver at the time the test was 
conducted. The model flux was scaled to approximate the average 
of the two without altering the flux distribution given earlier 
at solar noon. 

The signals are equal in the simulation because a flux map for 
solar noon was assumed. The flux was higher on the east for the 
experimental data because the flux was recorded prior to solar 
noon; before noon the flux is higher on the east (see Figure 
2-14). Some difference in the integrated east and west fluxes 
is evident, particularly the west fluxes. The main difference 
is in the slope of the west signals as the cloud clears. It is 
not known whether this is due to time of day differences or to 
slower return than withdrawal of the heliostat. 

The response of the east receiver is considered first since (a) 
the flux distributions for the simulation and experimental data 
are predictably closer and (b) they suggest a probable 
difference in controller parameters, although we were unable to 
confirm that such was the case. 

The exit measured temperatures for the east receiver are 
compared in Figure 3-1b. The results are in excellent 
agreement, as are the comparisons of exit temperature set point 
of Figure 3-1c. The slopes of the sliding temperature set 
points confirm that the rate limits were the same for plant and 
model. Comparison of exit feedback signals in Figure 3-1d 
produces the first indication that differences exist between the 
model and the actual receiver. The comparison is quite good 
until the sun returns from the first transient. The model 
feedback signal suddenly and sharply drops to twice its previous 
value. A much smaller and less pronounced reaction occurs in 
the actual feedback signal about 20-30 seconds later. Recalling 
that the adaptive gain functions reduce controller gains at low 
flow, we decided to cross plot both feedback signals, the 
feedforward signal (WREFF) and the total flow control signal 
(W103S) together for the model (Figure 3-1g) and then for the 
actual plant (Figure 3-1e). As seen in Figure 3-1g, the sudden 
drop in feedback signal coincides with the sudden increase in 
total flow controller signal (predicted model flow rates cannot 
be discerned from total flow control signal) and hence the 
return to full gains through the adaptive signal. This occurs 
at a time when the measured exit temperature error of the model 
is near its maximum, hence the large reduction in model feedback 
error. The timing is similar for the actual plant, as seen in 
Figure 3-1e, but the exit temperature feedback signal reacts 
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later (if the subsequent small decrease about 20 seconds later 
is a reaction). The most likely explanation is that the plant's 
flow rate increase is delayed sufficiently so that by the time 
it restores controller gains, the measured temperature is close 
to the setpoint. 

The comparison of average back tube feedback signals is shown in 
Figure 3-1f. The signals are similar in shape but different in 
amplitude. It is difficult to assess these differences because 
these signals are quite sensitive to flux distributions. It is 
interesting to compare signals upon the sun's return for the 
first transient. Both signals start slowly upward then break 
more sharply. The break occurs later in the plant signal than 
in the model. This is consistent with our observations on the 
feedback signals. 

The average back tube offset for the model controller is larger 
than for the plant controller. The difference is approximately 
equal to the sudden drop in exit temperature feedback signal. 
The offset occurs because exit and back tube controllers both 
have proportional paths. Some offset always occurs. 

The west side transient comparisons are predictably worse since 
the feedforward signals (i.e., flux signals) are not nearly as 
well aligned as for the east receiver (recall Figure 3-2a). The 
principal factor in these more pronounced differences is that 
the flux distribution for the receiver on the sun side is quite 
similar to that at solar noon, while the opposite side is 
substantially different (see Figure 2-14, recalling that the 
left side is east). Another factor is that minor differences in 
cloud timing and speed are magnified on the west side since the 
cloud must pass across approximately 40 percent of the field 
before the west side is impacted at all. 

Comparison of measured exit temperatures is shown in Figure 
3-2b. comparison of exit salt temperature set points is given 
in Figure 3-2c. Exit and back tube feedback signals are shown 
in Figures 3-2d and 3-2f, respectively. Finally, all controller 
outputs for the model (Figure 3-2g) and for the plant (3-2e) are 
given. Plant and model responses differ in both amplitude and 
phase. Only in shape are they generally similar. 

The cold surge tank pressure and level responses to the 
previously described transients are shown in Figures 3-3. 
Pressure control is achieved by varying salt flow into the surge 
tank. This is accomplished by varying throttle valve 151 with a 
PID controller (this valve is depicted on Figure 2-8). The 
theory is that the pressure of the gas above the liquid level 
will increase or decrease due to variations in both the inlet 
and outlet salt flows of the tank. 

As would be expected, the cold surge tank model response and 
control are affected by the gains employed by the PID 
controller. 
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We used 

Ksc = 0.05 
Kp 1.0 
KI = 1.2 
KD = 0 

values obtained from McDonnell Douglas. As stated earlier, it 
is possible that slightly different controller gains were 
employed during the experiment; this could account for 
differences between the model and the actual plant. 

In summary, we conclude that the simulator produced a reasonable 
prediction of receiver performance during simulated clouds. 
Receiver performance is judged by the amount of power delivered 
to the salt that is exiting the receiver. This energy is the 
product of exit salt temperature (TREXM on the east and TRWXM on 
the west), salt flow rate (W103 on the east and W101 on the 
west), and specific heat. Comparing the simulation predictions 
for these variables with the actual data indicates that they are 
fairly well aligned. Errors in the simulation appear to be 
attributed to differences in flux distributions on the western 
half of the receiver. As stated at the beginning of this 
chapter, a model is considered valid if it can predict actual 
system performance given a known input disturbance. Since the 
input disturbance (flux distribution) was not exactly known in 
this case, one cannot conclude that errors in the simulation 
model caused the differences shown. In the next section we 
attempt to obtain a better estimate of the input flux 
disturbances. 

3.2 Validation of Receiver Model with Natural Cloud 
Transients 

On May 14, 1987, the receiver was allowed to operate under 
totally automatic control between 11:13 a.m. and 2:10 p.m. It 
was a very cloudy day, and during that time intermittent clouds 
passed over the CRTF heliostat field. A plot of the solar power 
incident on the east (KPCTE) and west (KCPTW) receiver panels 
during these three hours is presented in Figure 3-4. These 
plots are in normalized units and were obtained by averaging the 
signals from the flux sensors located on the east and west 
receiver panels. 

The flux sensors do not give an accurate measure of the absolute 
value of incident flux but do give a fairly accurate relative 
measure. Consequently, we multiplied the flux sensor data by a 
single calibration constant so that the simulator prediction of 
flow rate for each panel matched the actual flow rates with the 
receiver at steady-state at the start of the simulation. This 
assured that the flux disturbances input to simulation were 
similar to those experienced by the actual receiver. 

A comparison of the simulated and actual receiver response to 
the flux disturbance depicted in Figure 3-4 is presented in 
Figures 3-5 through 3-7. In Figure 3-5 we compare panel outlet 
temperatures. Panel flow rates and total energy exiting the 
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receiver are displayed in Figures 3-6 and 3-7, respectively. It 
can be seen that the model produces an excellent prediction of 
the actual receiver performance. 

The energies that are compared in Figure 3-7 were calculated 
with the following equation: 

where 

panel flow rate (lbm/s), 
specific heat of molten salt (0.365 Btu/Ibm 

salt-exit temperature (OF), and 
= salt-reference temperature (550 OF). 

The energy delivered by the actual receiver was 1.66 x 107 

Btu. The simulation model predicted 1.59 x 107 . The 
simulation prediction was 5.4 percent too low. 

The differences between the model and the actual receiver are 
generally random, except the outlet temperature during rapid 
heating and cooling of the receiver. In these cases a small 
bias can be noted; during rapid heating, the model outlet 
temperature rises more quickly than the actual, and during rapid 
cooling the model outlet temperature drops more quickly than the 
actual. We believe this bias can be attributed to the fact that 
we did not model the cavity structure that surrounds the 
receiver panels. This structure (see Figure 2-2) contains some 
thermal mass and therefore adds thermal inertia to the cavity 
receiver. We did not model this structure because 1) the cavity 
walls are covered with lightweight insulation that possesses a 
small amount of heat capacity compared with receiver panels, and 
2) a complex heat transfer model would have to be developed to 
include the effect of the cavity structure. Considering the 
relatively small amount of bias, we believe the approach we took 
is warranted. 
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Chapter 4 

summary, Conclusions, and Recommendations 

A PC-based simulation of the thermal energy subsystem of the 
Molten-Salt-Subsystem-Component-Test Experiment (MSSCTE) has 
been developed. The cavity-type 5-MWt receiver, the thermal 
storage systems, accompanying valves and controllers were 
modeled. 

Two user interfaces are provided with the model to enhance user 
friendliness and to facilitate technology transfer between 
Sandia Laboratories and the central receiver community. The 
color graphics interface uses an Enhanced Graphic Display with 
10 color slides. These slides depict piping and instrument 
drawings and have simulation values overlaid. Many variables 
are available for view. Also included are several menus, which 
allow the user to configure simulation parameters, induce 
failures, and change controller gains and set points. The 
analyzer interface displays information in a tabular format and 
allows the user to continuously monitor any of the desired 
simulation variables. 

The simulator was validated against actual plant test data. The 
simulator produced a good prediction of actual receiver 
performance during 30 minutes of simulated clouds and an 
excellent prediction during 3 hours of natural clouds. In the 
latter case, the error in total energy prediction was 
approximately 5 percent. A small bias was noted in the 
simulator prediction during rapid heating and cooling of the 
receiver. This bias was attributed to the fact that we did not 
model the thermal inertia, which is inherent to the cavity 
structure that surrounds the receiver. 

with the simulator validated and the test program of the 5-MWt 
MSSCTE receiver now completed, the next logical step is to 
modify the simulator to mimic the next-generation salt-in-tube 
receiver. Two U.S. utility companies have recently proposed 
retrofitting the Solar One pilot plant with a salt-in-tube 
receiver rated at 36 MWt or repowering the Saguaro power plant 
with a 30-MW salt recelver system (L. Stoddard 1988). These 
projects would be predecessors to commercial-scale plants rated 
at 100 or 200 MWe (Arizona Public service and Pacific Gas and 
Electric, 1988). The modified simulator could be used to 
perform the following types of studies for these plants: 

1. The simulator could be used in conjunction with the SOLERGY 
computer code (M. Stoddard et. al. 1987) to obtain annual 
energy predictions. The SOLERGY code is capable of 
producing a good estimate of annual energy if the user 
provides accurate estimates of code input parameters (Alpert 
and Kolb 1988). Input parameters are typically derived from 
the results of dynamic simulators and experimental data. 
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2. An optimal control approach during cloud transients could be 
identified. This approach would weigh the merits of 
optimizing energy collection versus optimizing the lifetime 
of the receiver. The lifetime of the receiver can be 
extended by minimizing the thermal stresses on the panels 
caused by rapid changes in incident solar flux. An 
algorithm that calculates thermal strains and reductions in 
receiver lifetime caused by cloud transients has recently 
been developed at Sandia (Grossman 1988). This algorithm 
could be included in the simulator. 

3. The response of the systems to various component failures 
could also be studied. This would help define margins of 
safety, requirements of the safe-shutdown systems, and the 
locations where component redundancy should be placed. 
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Appendix A 

Hardware and Software Requirements 

Minimum hardware requirements for the analyzer are an IBM-PC-AT; 
Compaq portable II, or equivalent compatible computer equipped 
with: 

• 80287 Coprocessor (options 4, 8, 10 MHz) 
• 640K Ram 
• Graphic printer 
• Enhanced graphics board 
• Hard disk 

In addition, the simulator requires 

• Enhanced Color Display monitor 

An advanced user may choose to purchase a mouse and Microsoft 
Paintbrush which allows creation of new, or modification of 
existing, color display slides. 

Minimum software requirements include: 

• DOS operating system (version 3.0 or later) 
• SYSL (SYstem Simulation Language) 
• Ryan McFarland Fortran Compiler (version 2.0 
• or later) 
• Microsoft linker (version 2.3 or later) 
• Microsoft library manager 

The simulator requires: 

• IBM Graphics Toolkit Device Drivers 

All are easily obtainable, with the possible exception of SYSL. 
This software can be obtained from 

E2 consulting 
P. O. Box 1182 

Poway, CA 92064. 

A floppy disk that contains the dynamic simulator of the cavity 
receiver, as well as a user's manual, can be obtained from 

Greg Kolb 
Solar Energy Department 

Sandia National Laboratories 
P. o. Box 5800 

Albuquerque, New Mexico 87185. 
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