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The only readily available solar radiation data for the US consists of 
measurements of total radiation on a horizontal surface. A knowledge 
of the direct component is needed to estimate the solar energy available 
for focusing collectors or tilted flat-plate collectors. A review of 
some of the existing formulas for direct normal radiation is given. A 
study of the relationship between direct normal radiation and percent 
of possible was conducted using three special data samples. Finally, 
several more techniques for estimating direct normal radiation are 
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I. INTRODUCTION 

Quite a few schemes for utilizing solar energy will use focusing devices which are capable of collect-

ing only direct beam radiation. Moreover, a method of separating total radiation into direct and diffuse 

components is needed in order to estimate the amount of solar energy which would be available to a flat-

plate collector which is tilted upward and facing South. Unfortunately, the amount of direct solar radia-

tion available at a given location is generally not known; regular measurements of direct normal radiation 

have only been made at a few of US locations. Since records of the total radiatbn on a horizontal surface 

exist for over 50 US locations, a technique for estimating direct radiation from total radiation and other 

parameters would be useful. 

This paper reports the results of a search for such a technique. The search began with a study of the 

formulas for direct normal radiation which were found in the literature. Many of these are only applicable 

under clear sky conditions. A discussion of these formulas is given in the second section. 

One of the conclusions in the second section is that the best type of formula which is independent 

of cloud conditions is the silD.ple linear regression model suggested by Jordan and Liu [1] and used by Aero-

space in their Mission Analysis r2J. In order that the validity of this type of formula could be more 

carefully established, a special data base was carefully prepared. This data base, which could readily be 

used for a variety of other studies including solar systems analysis, is described in the third section. 

This data base was used to determine whether the Aerospace formula might be improved upon by intro-

ducing a little more complexity, such as using different regression lines for different times of day or 

different seasons or locations. These investigations are summarized in the fourth section. 

The remaining sections of the paper are devoted to the presentation of several formulas for estimating 

direct normal radiation. Each section is devoted to a particular technique which is recommended for a 

particular type of situation. 

Estimates of direct normal radiation availabilities based upon formulas such as those presented here 

can never replace the need for act~al measurements. Use of these formulas can only be considered a tempo-

rary alternative until real data becomes available. In fact, even though the formulas presented are based 

upon some of the best data samples available, probably their most serious drawback is the limited amount of 

data from which they were derived. There is truly a critical need for more records of measurements of solar 

radiation, especially of direct normal radiation. 

II. EXISTING FORMUIAS 

There are quite a few formulas for estimating the intensity of direct normal radiation. The listing 

here is intended to be representative rather than complete. Note that these are techniques for estimating 
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intensities rather than integrals. Formulas which estimate dai:1¥ totals or month!¥ averages of daily totals 

of direct radiation have been excluded, principal!¥ because the analysis of a system using a focusing col-

lector usually requires some knowledge of the variability of direct beam radiation in addition to the 

integral for the day. 

where 

A fairly complete formula, frequently credited to Angstrom is the following, (3). 

• - (ma + m a + a ) 
IDN = (Ro/R) 2 l EXT 10 A rd w dA; 

o A 

IDN = intensity of direct normal radiation 

(Ro/R) 2 earth-sun distance correction factor 

A= wavelength 

EXTA extraterrestrial intensity at wavelength A 

m = pm /1000 = air mass corrected to local altitude, (pressure) ) 
r ..... , ,,,/ -------mr = relative air ma.ss, Bemporad tables ,,,.-

aA = Rayleigh extinction coefficient for scattering by pure L/ 
atmosphere 

ad= extinction coefficient for scattering by aerosols 

aw= extinction coefficient for absorption, principally by water 
vapor 

Of course, this formula is only valid under clear sky conditions. Note that application of the formula 

requires estimates for aw and ad which in turn require knowledge of atmospheric water vapor content and 

turbidity. Because these two parameters are quite variable and because frequent measurements are not 

available this formula generally cannot be applied in full detail. Howeve~, Robinson does give some fairly 

large charts for estimating IDN which are reasonably accurate in spite of the simplifying assumptions made. 

Another set of curves which express IDN as a function of solar altitude, atmospheric water vapor, and 

dust under clear sky conditions are given by Rao and Seshadri [4]. Unfortunate!¥, these suffer from the 

same lack of input as does the first formula. 

In (5] Spencer ~resents a formula for estimating IDN under clear sky conditions at sea level which he 

derived by applying a curv-e fitting technique to the curves of Rao and Seshadri. His formula assumes an 

atmospheric dust content of 300 particles per cm3; the formula is 

sin h 

sin2 h 

IDN = 697 [1 log w (log wl] [B] sin3 h 

s1n4 h 

sin5 h 
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where 

IDN = direct normal intensity in Wm-2 

w = predpi table water (mm) 

h solar altitude 

and the 3 x 5 matrix B can be found in [5]. 

Another clear sky formula for IDN which seemed quite accurate in a test with some Albuquerque data 

is given by Majumdar et al in (6]: 

p local pressure (millibars) 

M relative air mass 
r 

W = precipitable water vapor, (cm) 

and IDN is in Wm-2 . This formula assumes low turbidity. 

All the formulas discussed thus far are only valid under clear sky conditions. A formula which is 

independent of cloud cover was desired. In [7] Klein gives both. For clear skies the formula is 

IDN=a •EXT 

where 

z 

EXT= intensity of extraterrestrial radiation 

a function of altitude and solar zenith angle 
derived by regression 

Klein's formula for IDN under cloudy skies is _ 

IDN = (1.05 - 0.98c). az. EXT 

where C = fraction of sky covered by clouds. Although this type of formula may be accurate in the long run, 

one would not expect accuracy on a short time basis because the parameter C records cloud amount without 

regard to the solar position, 

In looking for a formula for predicting IDN over short time intervals such as 1 hour or less one soon 

realizes the need for an independent variable which in some way records the variable blocking of the sun's 

rays by clouds, The most promising variable is_:,:!!_, the intensity of the total (direct plus dif~) 

radiation falling on a horizontal surface. Just how closely related the variables IDN and ITH are can be 

seen in Figure 2,1 which shows their graphs as a function of time for one day, The most obvious difference 

in the two graphs is that the graph of ITH includes a cosine effect which is due to the fact that this 

total intensity is measured on a horizontal rather than normal surface, This suggests that removal of the 

cosine effect from ITH might leave a linear relationship. This is an intuitive argument for the formula 

given by Jordan and Liu in [l], A:f'ter a slight modification, the formula is 

IDN = 1917 • pp - 516 (w m-2), 
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FiGURE 2,1 A COMPARISON OF THE GRAPHS OF DIRECT-NORMAL RADIATION AND TOTAL-HORIZONTAL 
RADIATION FOR ONE DAY (ALBUQUERQUE, APRIL 21, 1974) 

Although Jordan and Liu suggested this formula only for clear sky conditions it seems to be valid in 

some other situations. Essentially this same formula was used by the Aerospace Corporation in the insola-

tion studies which was part of their Mission Analysis program [2]. Their formula is 

ll227 • pp - 118 if pp~ 0.25 

IDN = 

0 if pp40.25 

Note that if PP is below 0.25 this formula assumes that the solar disc is completely obscured by clouds. 
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It is interesting to speculate on the significant difference in the regression coefficients in these 

last two formulas, There are several probable causes, The formula of Jordan and Liu was derived from a 

sample of clear sky data recorded at Hump Mountain, NC, over 55 years ago, On the other hand, the Aerospace 

data consisted of measurements of hourly integrals of total radiation along with interpolated values of 

direct normal radiation for Blue Hill and Albuquerque in 1962. Thus, differences are probably due to the 

different cloud conditions, the interpolation used in one sample, the different locations, and the different 

time periods involved. 

Studies of the accuracy of these formulas were carried out using a sample of 64 clear sky data points 

recorded in Albuquerque in September of 1974. These studies showed that none of the formulas listed above 

is significantly more accurate than the simple linear regression equation between IDN and PP for these 

data. 

Quite a few other formulas involving other parameters were also tested. Some examples are formulas of 

the form, 

and 

IDN A•PP+B•m+C•w+D 

IDN=A· Bm + Cw e 

where mis air mass and w is precipitable water vapor and the coefficients were selected by multiple re-

gression techniques. These formulas also did not perform better than the simple linear regression. 

Even for this carefully selected sample of points recorded when there were no clouds near the solar 

position during a single month interval, it was impossible to find a formula which could predict IDN with 

an average accuracy of better than 5 percent. The remaining variation is probably due to varying turbidity 

(measurements were not available), variation in atmospheric water vapor content (this was only measured 

twice daily), varying diffuse radiation from clouds away from the sun, and instrumental inaccuracies. At 

any rate, these studies led to the conclusions that the best way to estimate direct normal radiation under 

general atmospheric conditions is to use a formula which is basically similar to that of Aerospace, but 

which might be able to account for possible variation in the linear relationship between IDN and PP. 

III. REPRESENTATIVE DATA SAMPLES 

In order to more carefully study the relationship between IDN and PP some special data samples were 

prepared. These samples consist of simultaneous readings of ITH and IDN at 10-minute intervals; they were 

taken from the solar strip chart records for 1962 for three locations: Albuquerque, Blue Hill, and Oma.ha. 

These locations and this year were chosen because sufficiently complete records existed. Although direct 

radiation measurements are also made at Tucson, it was felt that conditions there would be fairly similar 

to those at Albuquerque. Direct radiation records for Madison are very incomplete and biased toward clear 

weather because the direct normal recorder is only operated continuously under such conditions, 
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The data samples for Albuquerque consist of four 1-week samples which are representative of the four 

seasons in the following sense. The total radiation in each sample week is equal to the long-term average 

of weekly totals for that season in Albuquerque. The data sample for Blue Hill is of precisely the same 

type. Of course, the sample weeks for Blue Hill do not coincide with those of Albuquerque. 

Because of the incompleteness of records for Oma.ha, it was impossible to select four sample weeks of 

data for that location. Instead, in each season a set of 7 disjoint days was selected whose total radiation 

was equal to Omaha's long term average of weekly total radiation for that season. 

Although these data samples were prepared in order to study the relationship between IDN and PP, the 

general lack of direct normal radiation data probably makes them valuable for other purposes such as solar 

system analyses, The data will be generally available in the very near future. 

A difficulty which always arises in connection with using US pyranometer data is the question of 

whether to apply any adjustment factors to the data. Even though calibration records and instrument his-

tories.are reasonably complete, it seems impossible to trace and correct all errors. The decision made was 

to use those adjustment factors suggested by Hanson et al [8] along with linear interpolation to adjust for 

response drift if such a drift was indicated by a terminal calibration. These factors and arguments for 

them will be available with the data. 

IV. THE RELATIONSHIP BETWEEN IDN AND PP 

There is definitely not a fixed, absolute linear relationship between direct normal radiation and per-

cent of possible. This is clearly evident in Figures 4.1 and 4,2 which shows plots of the Winter and Spring 

representative samples for Albuquerque. (Sample points with PP s 0.30 are not shown). Note that for the 

regions having the heaviest concentrations of points, the simple linear regression line for the Spring 

sample would have a larger slope and would be below the regression line for Winter, 

Another interesting point evident in Figure 4,1 is that if we restrict our attention to the strip 

0.60 s PP~ o.80, the data strongly suggest a linear relationship. The same is true for the range 0.65 

PP~ 0,85 in Figure 4.2. 

However, the type of relationship between PP and IDN for those points with PP values below these inter-

vals is not at all evident. Although for values of PP between 0,30 and 0.40 the points cluster along the 

axis IDN = O, in the range 0.40 PP s 0.60 the points are very scattered. These PP values occur under a 

variety of atmospheric conditions: the sun dimmed by clouds, the sun shining through a hole in a sky nearly 

covered by dark cumulous clouds, the sun partially blocked by the edge of a cloud, or completely blocked by 

very bright clouds, etc, Each of these situations could produce a PP value of 0,50 and yet give substantially 

different direct normal intensities. No parameter or group of parameters which might specify the situation 

has been recorded; the extreme variability of these conditions would render such a task almost impossible. 
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In Figure 4.2 even in the interval 0.65 ~PP~ 0.85 where the relationship seems so clearly linear 

there are quite a few points scattered below the cluster. Of course, a few of these are probably due 

to data reduction errors - the ITH and IDN readings were not quite simultaneous. But many of them are 

also due to various cloud conditions. For instance, it is not uncollllllon to have one cloud block half the 

sun and reduce IDN while other nearby bright clouds are concentrating radiation onto the pyranometer and 

thus producing a high ITH reading. 

The observations thus far suggest that the Aerospace formula can perhaps be made more accurate by 

systematically adjusting for the variation in the linear relationship between PP and IDN, and by using some 

model other than a linear one in that middle range of PP values where the data is quite scattered. The 

first stage in trying to devise such a model was to determine what data source changes produced significant 

changes in the relationship between IDN and PP. 

The particular source factors tested for influences on this relationship were time of day, season, 

and location. It is reasonable to expect that the dependence of IDN on PP might also vary from year to 

year in a given season; this was the motivation behind the decision to select data samples which were re-

presentative of season and location. 

The actual determinations of what factors affect the dependence of IDN on PP were made using an exten-

sive battery of statistical t-tests. Before the results are sllllllllarized, an example will be given to 

illustrate the technique used. This example examines the functional dependence of IDN on PP at Omaha in 

the s=er as opposed to this same functional dependence at Omaha in the fall. The two data sets are 

separated into 10 categories each, corresponding to PP values between 0.3 and 0.35, 0.35 and o.4, and so 

on up to 0.75 and o.8. In each category, the two samples of data corresponding to the two seasons are used 

to perform an unrelated means t-test. Actually, tests were only performed on alternate categories because 

this seemed more than adequate for establishing whether or not the distributions were different. The 

results of this example are sllllllllarized in Table 4.1, - Note that in each category except the first the value 

of the test statistic is significant at the 95-percent level. 
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0.35 PP< o.4o n = 35 n = 

mean= 0.16 mean 

variance= 0.042 variance 

t = 0.56 

o.45 pp< 0.50 n 14 n 

mean o.45 mean 

variance 0.068 variance 

t 3.64 

0.55 PP< 0.60 n 21 n = 

mean 0.62 mean= 

variance 0.080 variance = 

t 3.15 

0.65 PP< 0,70 n = 52 n = 

mean= 0.90 mean= 

variance= 0.060 variance= 

t 5.05 

0,75 ~PP< 0.80 n 55 n 

mean = 0.97 mean 

variance= 0.136 variance= 

t 5.82 

Table 4.1 Example: Statistical comparison of the relationships of 
IDN and PP in the summer and fall at Omaha. 

ll 

0.12 

0.028 

23 

0,18 

0.034 

26 

0.35 

0.097 

27 

0,53 

0.157 

99 

1.21 

0.022 

Because of the limited amount of data available for analysis, the results of all these tests can only 

be taken as indications of the variation of IDN as a function of PP. The conclusions must not be considered 

absolute. 

The tests indicated that the relationship between IDN and PP does vary from season to season. As 

Table 4.2 shows, this is especially true at Albuquerque. 
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pp 
Interval 

0.35, o.4o 

o.45, 0.50 

0.55, 0.60 

0.65, 0.70 

0.75, 0.80 

0.35, o.4o 

o.45, 0.50 

0.55, 0.60 

0.65, 0.70 

0.75, 0.80 

0.35, o.4o 

o.45, 0.50 

0.55, 0.60 

0.65, 0.70 

0.75, 0.80 

Sp-Su Sp-Fa Sp-Wi Su-Fa Su-Wi 

s 
s 
s 

s 
s 

s 

s 
s 
s 

Albuquerque 

s s 
s s 
s s 

s s s 
s s s 

Qnaha 

-
s 

s s 
s s 

s s s 

Blue Hill 

s 

s s 
s s s 

s 

Table 4.2 Seasonal comparisons of the dependence 
of IDN on PP. An S indicates a signi-
ficant difference at the 95% level. 

s 
s 
s 
s 

s 

s 

s 

Fa-Wi 

s 
s 
s 
s 

s 
s 
s 
s 

s 

s 
s 

A change in location also seems to produce a change in the relationship between IDN and PP. As Table 

4.3 shows, this is especially true for higher PP values. That the relationship depends to some extent on 

location is unfortunate because the direct and total radiation data necessary to derive a regression model 

is only available for a few US locations. On the otmr hand, for a given PP interval, the differences in 

IDN values for different locations were generally less than 25 percent. 
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pp 
Interval 

0.35, o.4o 

o.45, 0.50 

0.55, 0.60 

0.65, 0.70 

0,75, 0.80 

0,35, o.4o 

o.45, 0.50 

0,55, 0.60 

0.65, 0.70 

0,75, 0.80 

0,35, o.4o 

o.45, 0.50 

0,55, 0.60 

0.65, 0,70 

0,75, 0.80 

Sp Su Fa Wi 

Albuquerque vs Blue Hill 

s s 

s s 

s s 
s s s 

s s s s 

Albuquerque vs Cmaha 

s 

s s s s 

s s s s 

s s s s 

Blue Hill vs Omaha 

s s 
s 

s s s 

s s s 
s s 

Table 4.3 Results of the effect of different location on 
the functional relationship between IDN and PP. 

Tests to determine whether the relationship be.tween IDN and PP varies with time of day were also 

performed, For this, the day was broken into three periods; early a.m., midday, and late p.m. The time 

divisions actually were based upon whether the sun's zenith angle was less than a certain cutoff angle of 

about 67°. This corresponds to an air mass value of about 2.6 at sea level. One would hope that at least 

there is not much change in the relationship of IDN and PP between early morning and late evening. The 

tests generally substantiated this. The next question was whether there was a difference between midday 

and the ends of the day. The results of these tests were rather surprising; they indicate that time of 
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day is a factor in Albuquerque, but not in Blue Hill or Omaha. The results are given in Table 4.4. Note 

that in this table an S appearing in a cell has a slightly different meaning; it means that in that cell, 

the midday data differed significantly from the early morning data and from the late evening data, taken 

separately. 

pp 
Interval Sp Su Fa Wi 

Albuquerque 

0,35, o.4o s 

o.45, 0.50 

0.55, 0.60 s 

0.65, 0.70 s s s s 

0.75, 0.80 s s s 

Blue Hill 

0.35, o.4o 

o.45, 0.50 s 

0.55, 0.60 

0,65, 0.70 s 
0,75, 0.80 s 

Omaha 

0.35, o.4o 

o.45, 0.50 

0.55, 0.60 

0.65, 0.70 

0.75, 0.80 

Table 4.4 An S indicates that IDN is a different function of PP 
during midday than in the early or late sunlight hours. 

The results of these tests give an indication of how much complexity one should introduce in using 

sample data to derive formulas for IDN as a function of PP. Until further information becomes available, 

the conclusions seem to be that one should use different formulas for different seasons and for different 

locations. For a high altitude location with a fairly sunny climate one should consider using a different 

formula for different times of day. 
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Another point which is independent of these tests is that one should consider using something other 

than a linear regression model in those situations where the percent of possible is between roughly 0,30 

and 0.60. This is especially true if one wants to reproduce values of IDN which are as variable as actual 

IDN measurements tend to be. 

The particular type of formula one selects for estimating IDN values depends on the input data avail-

able and the desired result. For instance, if one wishes to use hourly totals of total radiation for a 

month to compute the daily average of direct normal radiation for that month in order to compare these 

averages at several locations, one can simply compute hourly PP values and then use a single linear re-

gression equation to generate estimates of hourly direct readings. Relative comparisons based upon the 

averages of daily totals of these direct readings would probably be valid. At the other extreme, if one 

wishes to use total radiation readings at 10-minute intervals to generate direct radiation readings for 

solar systems analysis, one should use a more complicated model which depends on the location and varies 

with season and which reproduces the variability which is characteristic of direct normal radiation under 

varying cloud conditions. At the present time total radiation data at 10-minute intervals only exists on 

strip chart records, except for a few isolated samples, so this situation is not too important. However, 

current plans of the National Weather Service call for digital recording at 1-minute intervals of total 

radiation intensities to begin at all stations in their solar network sometime in 1976. Less than half of 

the stations will record direct or diffuse radiation. 

V. A FORMULA FOR SHORT TIME INTERVALS 

This section describes how a reasonably aqcurate formula for generating values of direct radiation at 

short time intervals can be devised from a four-week representative sample of data like those discussed 

earlier. This particular type of technique has been tested for Albuquerque; some results are given below. 

The first step is to separate the data for each season into two categories; data from the middle of 

the day, and data recorded within about 2 hours of sunrise and sunset. (If tests have shown that these 

two data sets are not significantly different, this is unnecessary.) Next, examine a plot of IDN vs PP for 

each data set to identify that portion of the data which seems to obey a linear relationship. For these 

points the simple linear regression line is derived. Finally, all the points for midday are used to build 

a midday frequency table. This is simply the tabulation of the two dimensional frequency distribution of 

the midday data sample; the PP intervals run from 0.0 to 1,0 and have width 0.05. In langleys, the IDN 

intervals run from 0.0 to 2.0 and have width 0,1. A frequency table for the early and late readings is 

built in the same way. 

Such a frequency table can be used to build a probabilistic model which will generate IDN values 

having the same distribution as the sample data. The technique is simple; for PP in a given interval one 

14 



•. 

uses the distribution of the sample IDN vaJ.ues for that interval along :with a random number to select an 

IDN value. The formula given belo:w ui;:es this tec®ique only under certain conditions; the intriguing 

possibility of using such a p_robabilistic 111odel entirely has not been pursued. 

The description of a formula for e!,l,Ch season can now be given; actually there are two formulas for 

each season, one to be used neiµ- sunrise and SUilset, and the other to be used during the remaining bulk of 

the day. One of these is shown in Fig. 5.1; in this model it is assumed that the interval ;in which the 

relationship seems linear starts at PP = 0,,55, 

START 

pp ,; 0,30 

O. 30 < pp ,; • 55 -~~.,....,--,-.----

0.55 < pp Is PP 
vary:j,ng 

IDN = 0.0 

Use frequency model to 
generate IDN 

Use regression line to 
calculate IDN 

Figure 5. 1 Ge,neral µiodeJ,. fQr estimating J;DN at s}lort time intervals. 

This formula uses the frequency model even w}len PP> 0,55 if the PP values are varying because such varia-

tion would suggest a partly cloudy condition. The criterion used is whether the preceding, current, and 

succeeding values have a maximlJ1ll variation exceeding O.o6, 

The formula needs two small refinements. Occasionally an unreasonably high PP value will occur due 

to concentration by bright clouds near the sol~ position. So that these will not produce unrealistic IDN 

values, the regression line should be truncated at the upper end. Secondly, an unreasonably }ligh PP value 

near sunrise can be caused by the fact t}l~t PP is the ratio ITH/~XT of two very small numbers at that time. 

Such a PP value should be replaced by something like two-thirds of the succeeding value before IDN is 

computed. An analogous correction is used for such exceptional values near sunset. 

Values of IDN for dates between seasons can be estimated by linear interpolation between the values 

given by the seasonal formulas. 

Ideally, such a foI'Il).ula should pe constructed, 1,1sing sample data from the location in question. How-

ever, since such data samples are at present gene:l;'M:J,y un1:1vailable, a reason!!ible !!iltern!!iti ve is to use 

some combin!!ition of the data s~les described eiµ-lier. 

All of the total radiation and direct normal radiation strip charts for 1962 for Albuquerque have 

been digitized at 10-minute intervals. (This solar data was merged with relevant weather parameters on 

computer tape; it will be availap],e through tlle A;l;'gpmi,e Data Center in the near future. ) Some of this data 

has been used to test the type of 10-minu,te fo.rroula given above. Figure 5.2 gives two illustrations of 

the results obtained. That this technique does tend to duplicate highly variable direct normal radiation 

conditions is especially evident in the first illustration in this figure. In all, the formula was tested 
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on four different periods of 10 to 20 days each, For. each period, the integral of the estimated IDN 

values was compared with the integral of the actual values. The percent errors were+ 4.0, - 0,7, + 9,3, 

and+ 0,5, 
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FIGURE 5,2 ONE-DAY COMPARISONS OF ACTUAL AND SIMULATED VALUES OF IDN 

VI. A FORMULA FOR HOURLY DATA 

At the present time the most accessible type of data available from the National Climatic Center at 

Asheville, NC, consists of hourly integrals of total radiation. Such data is available on computer tape 

for about 50 stations. The hourly integrations are performed by hand by the station observers; the standaro 

practice is to e·stimate the integral for every 20 minutes and sum the three for each hour. 

This integration technique smooths out the variation in ITH values which would occur under partly 

cloudy conditions. Because such variation is difficult to reproduce accurately, there is not much justi-

fication for using a complex probabilistic model with this hourly input data. Consequently, the hourly 

models which are given here consist of a collection of linear regression models for different seasons, 

times, and locations. The input variable is an hourly percent of possible; it is the ratio of the hourly 

total radiation divided by the hourly extraterrestrial. Except near sunrise or sunset, the hourly extra-

60 minutes, 

terrestrial can be calculated with sufficient accura9°.-·lily-stmp1'y .jllultiplying ,,,,,..,,. 
~/ 

the intensity at mid-hour by 

The general form of the hourly models /4. 

l/ o.o 

IDN = :•PP+ B 

PP s 0.30 

0,30 < PP s C 

pp> C 
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The graph is given in Figure 6.1. The number Mis a lllB,Xi.mUm IDN value, 

IDN 

I 
I 
I 
I 

IDN = 0,0 

0,2 0,4 0,6 0,8 C 

FIGURE 6,1 THE GENERAL FORM OF THE VARIOUS 
HOURLY FORMULAS FOR ION 

pp 
1.0 

TcYtc~ .µ 

G)CT4+. 

and the number C represents the maximum value for PP under normal conditions. Both Mand C vary with 

season, location and time, as do the regression coefficients A and B. Note that in Figure 6.1 the ends of 

the regression line do not exactly meet the two horizontal portions of the graph. This reflects the fact 

that the regression line is the best least-squares fit for the actual data sample while the ends of the 

graph are somewhat idealized. 

The different values for the parameters A, B, C, and M which were derived from the representative data 

samples mentioned earlier are given in Table 6.1. These coefficients will give IDN estimates in 

kW"hr•m-2 . 

For Omaha and Blue Hill, the 1O-minute data wa~ summed to give hourly data before the regression 

coefficients were derived. For Albuquerque this process would have produced too small a sample for early 

and late periods; consequently, the regression coefficients for Albuquerque were derived directly from the 

1O-minute data, A comparison of the hourly regression equations with the 1O-minute regression equations 

for Blue Hill indicated that they are essentially equivalent, .just as one would expect, 

Interpolation of adjacent seasonal estimates can be used between seasons. When selecting a formula 

or a combination of formulas from Table 6.1 to apply at some other location, one should bear in mind that 

altitude plays an important role in determining the clear sky values for IDN. One indication of this can 

be seen in the values for M given in Table 6.1; those for Albuquerque are consistently higher than the 

corresponding values for Blue Hill or Omaha. Of course, if a reliable local data sample is available, 

the values for A, B, c, and M should be derived. from it. 
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Mid 

A 1.64 

B -0.43 

C 0.85 

M 1.07 

A 1.60 

B -0,52 

C 0.80 

M 0.89 

A 1.69 

B -0.62 

C 0.85 

M 0.89 

Summer Fall Winter 

Albuquerque 

E-1 Mid !:!! Mid E-1 Mid 

1.13 1.65 1.07 1.56 1.15 2.42 

-0.19 -0,35 -0.17 -0.47 -0.21 -0.78 

0.85 0.80 0.80 o.85 0.85 0.80 

1.07 0,95 0.95 0,97 0.97 1.09 

Blue Hill 

1.86 1.93 

-0.56 -0.58 

0.70 0.75 

0.81 0.87 

Omaha 

1.62 1.88 

-0.50 -o.68 

0.80 0.85 

0.87 0.96 

Table 6.1 The linear regression coefficients and the maximum PP 
and IDN values for the hourly formulas. 

VII. A GENERAL FORMULA 

2.10 

-0,71 

0.80 

1.03 

1.67 

-o.48 

0.85 

0.98 

E-1 

1.68 

-0.25 

0.80 

1.09 

In cases where one is concerned with averages over a long time interval or with making relative com-

parisons of different locations, accurate estimates on a short term basis are not necessary. In these 

situations a single general formula will suffice. Such a formula, derived from the combination of the 

representative samples from all three locations, is the following: 

{

o.o 

IDN = 1,79 PP - 0,55 

1.00 

pp ,;; ,30 

0.30 < pp ,;; 0.85 

pp> 0.85 

Just as in the preceeding section, PP is an hourly percent of possible and IDN is an hourly total of direct 

normal radiation in kW•hr·m-2 • (One can also treat IDN as an average intensity during the hour, in 

kW•m-2). 
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