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ABSTRACT 

Advanced technologies applicable to solar thermal electric power 
systems in the 1990-2000 time-frame are delineated for power applications 
that fulfill a wide spectrum of small power needs with primary emphasis 
on power ratings <10 MWe. Techno-economic projections of power system 
characteristics (energy and capital costs as a function of capacity 
factor) are made based on development of identified promising tech­
nologies. These projections are used as the basis for comparing tech­
nology development options and combinations of these options to 
determine developmental directions offering potential for significant 
improvements. 

The key characteristic of advanced technology systems is an effi­
cient low-cost solar energy collection while achieving high tempera­
tures for efficient energy conversion. Two-axis tracking systems such 
as the central receiver or power tower concept and distributed para­
bolic dish receivers possess this characteristic. For these two basic 
concepts, advanced technologies including, e.g., conversion systems 
such as Stirling engines, Brayton/Rankine combined cycles and storage/ 
transport concepts encompassing liquid metals, and reversible-reaction 
chemical systems are considered. In addition to techno-economic 
aspects, technologies are also judged in terms of factors such as 
developmental risk, relative reliability, and probability of success. 

Improvements accruing to projected advanced technology systems are 
measured with respect to current (or pre-1985) steam-Rankine systems, 
as represented by the central receiver pilot plant being constructed near 
Barstow, California. These improvements, for both central receivers 
and parabolic dish systems, indicate that pursuit of advanced technology 
across a broad front can result in post-1985 solar thermal systems 
having the potential of approaching the goal of competitiveness 
with conventional power systems; i.e., capital costs of $600 kWe and 
energy costs of 50 mills/kWe-hr (1977 dollars). 
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FOREWORD 

The advanced thermal technology work reported herein is a part of 
the thermal power systems activities of the Department of Ene-rgy's 
Division of Solar Technology. A primary objective of this effort is to 
support development of advanced, low-cost, long-life and reliable solar 
thermal power systems which will supplement and eventually replace cur­
rent fossil-fueled electricity generating plants. 

The National Aeronautics and Space Administration's (NASA) Jet 
Propulsion Laboratory (JPL) and Lewis Research Center (LeRC) were 
selected in 1977 to assist in managing and coordinating this work. 
These two organizations, working with universities, government agencies, 
industry and the scientific cormnunity in general, are to lead in devel­
oping new concepts and establishing a broad technology base in advanced 
dispersed power systems which can be used to accelerate the commercial­
ization of these systems. 

This report presents results of a study aimed at identifying 
promising advanced technologies for solar thermal system applications. 
The study was conducted at JPL with support from LeRC in the form of 
major inputs to the energy conversion systems data base. 

A prior study, "Projection of Distributed-Collector Solar-Thermal 
Electric Power Plant Economics to Years 1990-2000" (DOE/JPL-1060-77/1, 
1977), provided a comparison of a spectrum of low-to-high temperature 
distributed systems in the· context of a very limited cost data base. 
This study indicated that high-temperature two-axis tracking concepts 
provide the highest potential for solar thermal electric power generation. 

The present study focuses on these high potential two-axis track­
ing systems and specifically delineates potential for improved _techno­
economics via advanced technology development. The cost data·base has 
been updated to reflect values indicated by recent high-volume mass­
production studies. These values are lower than used in the prior study 
and consequently lower energy cost values are being projected. 
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SECTION I 

INTRODUCTION 

Smal!l solar thermal electric power plants are herein defined as 
power systems that can fulfill a wide variety of needs by being located 
near application sites that are dispersed over wide regions. '!'.his 
distinguishes them from central power plants; that are larger in size 
and usually function as generating elements of a utility grid. For 
small systems, power ratings of <10 MWe are of primary interest. 

The spectrum of solar thermal power plant design concepts availa­
ble for small power applications ranges from low-temperature (~300°F) 
non-tracking collection systems to high-temperature (~2000°F) two-axis 
tracking systems. The present study is focused specifically on advanced 
technology systems that maximize the efficiency of the plant in con­
verting incoming or intercepted insolation (solar energy) to outgoing 
electrical energy. High efficiencies are associated with high-temperature 
two-axis tracking systems, and the present study therefore considers only 
these sys terns. 

The following basic approaches to high-temperature two-axis 
tracking systems are included in this study. 

• Central Receiver -- characterized by a tower on which a single 
receiver is mounted (Ref. 1). A field of two-axis tracking 
mirrors (heliostats) reflect insolation on the receiver. The 
heat thereby generated is_ transported via heat exchange media 
(such as steam or helium) to the energy conversion unit where 
electrical energy is produced. 

• Distributed Receiver -- generically identified by collector 
fields comprised of a multiplicity of concentrator-receiver 
modules (Ref. 2). Thermal energy generated at the receivers 
in the field is either transported to a central loca~ion for 
conversion to electricity or converted to electricity in the 
field via small heat engine-generator assemblies that are 
supplied by•either a single c6ncentrator-receiver or a cluster 
of concentrator-receivers. 

A. OBJECTIVES 

The main purpose of this study is to provide assistance in planning 
an advanced technology program for small solar-thermal power systems. 
Within the limited scope of this study, the following specific objectives 
must be met: 

• Identification of a limited set of promising advanced tech­
nology subsystems/components. 

1-1 



• Integration of selected subsystems into candidate advanced 
second generation solar power systems that could be imple­
mented in the 1990-2000 time-frame. 

• Analysis of selected advanced systems in terms of efficiency 
improvement potential and operational characteristics. 

• Comparative evaluation of the most promising systems in terms 
of energy costs, advanced technology requirements, estimated 
technical risks a~d advanced technology expenditures. 

It is emphasized that the objectives of the present study do not 
encompass a comprehensive or in-depth examination of all the advanced 
technology possibilities. Such an effort cannot be acconnnodated within 
the time and funds available. Thus, the study is based on using best 
judgments to focus on a limited set of advanced technologies that 
appear to offer the greatest promise. 

Since the present effort is intended to serve as a basis for 
advanced technology planning, it was decided that study objectives 
could. best be met by selecting concepts having potential for achieving 
high efficiencies. The activities associated with attaining these 
potential efficiency improvements could then serve as elements of an 
R&D or advanced technology program. 

Ultimately, costs of the selected advanced technology subsystems/ 
components will have a significant impact on feasibility. Costs 
associated with projected advanced technology components are generally 
more uncertain than performance estimates, since a greater number of 
parameters are involved in projecting costs. Due to this inherently 
greater uncertainty and the fact that it is very difficult to demon­
strate cost milestones (except under mass production conditions), cost 
considerations are regarded as .gubordinate to efficiency potential 
when selecting candidate technologies. 

B. APPROACH 

The approach used in this study is depicted in Figure 1-1, which 
shows five subtasks (rectangles) that were performed as the basis for 
making recommendations (circles). These subtasks are described below: 

• Data Base Collection. Candidate advanced technologies were 
first selected on the basis of ongoing Department of Energy 
(DOE) subprograms, and the data base collection effort was 
initially focused on these technologies. As more data was 
collected, other options which appeared to have potential 
were included. 

• New Concepts Identification. During the course of the data 
base collection effort, attention was given to identifica­
tion of new concepts which could not be pursued within the 
scope of the present study. The potential advantages·of the 
problems associated with these concepts were delineated as the 
basis for recommending further studies. 
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Figure 1-1. Study Plan Flow Diagram 
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RECOMMENDATIONS 

• Evaluation Methodology. Since projections of the performance 
and costs of advanced technology systems involve inherently 
large uncertainties, a methodology predicated on a probabilis­
tic treatment of uncertainties was adopted. This methodology 
employs risk/decision analysis methods of weighing costs sav­
ings (benefits) in relation to advanced technology funding 
(investment) and probability of success (risk). 

• Subsystem Characterization. Each candidate subsystem or com­
ponent was characterized in terms of potential performance, 
estimated mass-production costs, and the technological activity 
required to achieve the projected potential. This character­
ization was tailored to fit the probabilistic evaluation 
methodology; i.e., projections were made in the context of 
associated probabilities. 

• System Selection and Evaluation. Candidate subsystems were 
first integrated into power plants where emphasis was placed 
on using complementary or matching subsystems to achieve the 
highest possible system performance. Systems formulated in 
this manner were then screened to select the most promising 
candidates which were then ranked by using the evaluation 
methodology. This ranking provided the basis for advanced 
technology recommendations. 
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C. TARGET TECHNO-ECONOMICS 

The solar thermal program has established the following techno­
economic system targets and associated component cost targets for the 
post-1985 time-frame: 

• Capital Costs 

• Energy Costs 

• Concentrators 

• Receivers 

SYSTEM TARGETS 

(1977 Dollars) 

600-1000 $/kWe 

50-60 mills/kWe-hr 

COMPONENT TARGETS 

(1977 Dollars) 

70-100 $/m2 

20 $/kWe 

• Ppwer Conversion 60 $/kWe 

• Energy Storage 30 $/kWe-hr 

The advanced systems identified in the present study represent 
significant strides towards achieving this performance. The projected 
values and ranges of uncertainties given in this study are based on 
very limited conceptual and preliminary design investigations and it 
is anticipated that further in-depth conceptual design iterations will 
result in more optimal power systems. 

In this context, the systems presented herein are regarded as a 
starting point. In the analysis the projected energy and capital costs 
of these systems are expressed in an range bracketing system target 
costs. Further studies to refine or optimize these concepts are 
required, but in the present study can potentially achieve system target 
values if the higher performance values (component efficiencies) and 
lower costs of the projected uncertainty ranges are achieved. 

D. SUMMARY 

It is indicated that the target system costs for the post-1985 
time-frame are achievable by us·ing the advanced systems treated in this 
study. Compared to the present technology baseline system, these 
advanced systems improve the,probabilit~ of success in achieving target 
energy costs by a factor of _4 to 5. As ·these identified advanced sys­
tems are optimized, it is expected that. the target energy cost will be 
achieved, i.e., in a probabilistic sense, the most likely or nominal 
cost will be 50 - 60 mills/kWe-hr. 
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The likelihood of achieving target system energy costs with 
advanced energy systems warrants substantial advanced technology expend­
itures in the over billion dollar range. The costs are based on funda­
mental decision/risk criteria and a penetration for solar thermal power 
of ~10,000 MWe (assumed to be 1.5% of incremental grid capacity added 
between 1978'and the year 2000). This is expected to occur when target 
energy costs are achieved in the post-1985 time-frame. 

A limited set of promising advanced technology subsystems and 
components were selected. These included the central receiver/heliostat, 
the two-axis tracking parabolic dish, and Fresnel lens concentrators; 
Stirling, Brayton, combined cycles and advanced steam Rankine engines 
for energy conversion; and energy storage encompassing sensible heat in 
bricks (checker stove concept), reversible chemical reaction systems, 
and liquid metals for both storage and transport. 

These promising subsystems were integrated into power systems by 
employing subsystem interface matching criteria which produced effi­
cient and cost-effective couplings. Analysis of advanced power systems 
possibilities can achieve substantial improvements in efficiency over 
the present technology steam Rankine system (as represented by the 
central receiver Barstow pilot plant). Efficient high-temperature 
(1500°F to 2000°F) advanced systems offer operational benefits in terms 
of smaller land area requirements, enhanced adaptability to total energy/ 
cogeneration applications, and implementation flexibility for highly 
modular distributed systems. 

A probabilistic evaluation methodology was used to compare the 
most promising systems. Benefits of advanced systems were determined 
by the cost savings resulting from operation of the advanced system as 
compared to the baseline. Technical risks associated with factors such 
as materials availability, technology development status, safety, etc., 
were assessed as the basis for determining the probability of success. 
The projected benefits/cost savings times the probability of success 
determine the allowable advanced technology expenditure. 

A comprehensive survey of advanced energy conversion systems 
indicated that Stirling engines have the highest potential in terms 
of both efficiency and cost. Therefore, both the central receiver and 
distributed dish systems employing the Stirling engine showed the high­
est gains even when the higher risk of the Stirling relatively well 
established Brayton and combined cycles is taken into account. Brayton 
and Brayton/Rankine combined cycles were shown to be highly promising 
options which could be implemented with relatively small additional 
advanced technology expenditures since they would use the same collectors, 
storage, and transport as the systems employing Stirling engines. 
Generally, it is indicated that the largest benefits will result from 
focusing advanced technology efforts on the achievement of the highest 
possible conversion efficiencies in the 1500°F to 2000°F temperature 
range. 

Liquid metal transport and storage is shown to have potential in 
linking receivers with engines due to its favorable heat transfer char­
acteristics which results in compact receiver/heat exchanger designs. 
Materials development activity is needed, particularly for temperatures 
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>1300°F. Development of advanced batteries will enhance the viability 
of modular distributed systems which employ electrical transport to 
collect energy from the field. 

It is noted that applications-related issues are not being 
addresse~. The emphasis is on identifying a spectrum of promising 
options. Depending on the application, one option may be preferred to 
another. Since solar thermal systems are suitable for a wide range of 
diverse applications, it appears that several of the most promising 
advanced technology options should be pursued in a highly coordinated 
manner to benefit from synergism and use of common elements. 

As indicated in this study, the primary thrust for advanced tech­
nology is to identify and then demonstrate in follow-on programs that 
high performance can be achieved by systems which are shown via studies 
to have a high probability of meeting cost targets. Only first order 
mass-production cost analyses can be performed because detailed optimized 
designs are generally not available for advanced systems. These cost 
analyses are used to screen out options that have little chance of ever 
being cost-effective and to identify components having the best potential 
for achieving low costs. Since projections, particularly those related 
to costs, are associated with uncertainties, it is suggested that inter­
preting results in a probabilistic context will provide the best insights. 
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SECTION II 

SYSTEMS SELECTION 

Dispersed solar-thennal power plants incorporating advanced tech­
nologies that could be developed in the 1990-2000 timeframe are herein 
selected for analysis and evaluation. The selection process proceeds 
systematically from delineation of broad criteria derived from basic 
considerations to screening of candidate systems to identify those 
advanced technologies which appear to offer the greatest promise. 

A. BASIC CONSIDERATIONS 

A basic framework for selecting systems is established by first 
defining the study ground rules and then examining fundamental tradeoffs 
in tenns of basic physics. 

1. Study Ground Rules 

The study ground rules essentially define the boundaries of the 
effort and provide the context within which the study findings are to be 
interpreted. The primary ground rules for this study are as follows: 

1) Only solar-electric power production is considered. Fossil/ 
solar hybrid plants and total energy systems, where both 
electrical and thermal energy are supplied to the ·user, are 
not included. 

2) A simple constant demand characteristic is assumed, where the 
solar plant is asked.to supply rated power whenever it is 
able to deliver this power. Utility interfacing issues such 
as margin analysis and associated backup requirements are not 
treated. 

3) Power plant economics are based on utility-owned solar 
electric systems as derived in Ref. 3 and previously used in 
Ref. 2, as well as earlier studies of Refs. 4 and 5. Table 
2-1 presents values used in these s~udies. 

4) Costs are given in 1977 base year dollars, with plant start­
up 25 years after the base year. To simplify comparisons 
with previous studies, the differential inflation char­
acteristics over this period were kept the same as in the 
earlier efforts (see Ref. 5). Thus, the effect of differen­
tial inflation is to increase capital costs in base year 
(1977) dollars by a factor of 1.22 (see Ref. 2). 
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Table 2-1. Economic Parameters for Utility-Owned 
Solar Electric Systems 

Factor 

System Operating Lifetime, years 

Annual "Other Taxes" as Fraction 
of Capital Investment 

Annual Insurance Premiums as Fraction 
of Capital Investment 

Effective Income Tax Rate 

Ratio of Debt to Total Capitalization 

Ratio of Common Stock to Total 
Capitalization 

Ratio.of Preferred Stock to Total 
Capitalization 

Annual Rate of Return on Debt 

Annual Rate of Return on Common Stock 

Annual Rate of Return on Preferred 
Stock 

Value 

30 

0.02 

0.0025 

0.40 

0.50 

0.40 

0.10 

0.08 

0.12 

0.08 

5) Insolation data for Inyokern, CA, is used for all systems 
to provide common reference input for comparative evalua­
tion purposes. 

6) Battery storage systems are dedicated for solar power plant 
operation. No other use of these systems by the grid (off 
peak) is considered. 
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The ground rules above represent a simple and expedient basis 
for meeting the primary study objective of identifying promising 
advanced technologies by comparing options within a common frame of re­
ference. I It is felt that the simplifications inherent in the selected 
ground rules are such that promising technologies will not be obscured 
and that a reasonable relative ranking can be performed within limit­
ations of data base uncertainties. 

For small, dispersed solar power systems, integration of the 
solar plant into a total energy system application is a possibility 
which should be considered, For example, the solar plant could be 
located and designed so that the normally rejected heat from energy 
conversion/electric power generation could be supplied to an industrial 
plant to meet process heat needs. Although this possibility is not 
directly treated, it is tacitly assumed that the most critical step is 
to first delineate advanced and cost-effective techniques for generating 
solar-electric power. Then, in follow-on studies, the selected advanced 
options can be assessed in the context of their suitability for total 
energy systems. 

A hybrid plant which uses fossil fuels to augment solar energy 
is a system possibility that could·be advantageous, particularly for 
dispersed power plants that are not connected to a utility grid. The 
ground rules for the present study focus the primary effort on advanced 
solar generation aspects. After advanced candidates are identified, it 
is felt that follow-on studies should be undertaken to determine the 
relative merits of the most promising options in terms of their adapt­
ability for hybrid operation where fossil generated heat is substituted 
for· solar-derived heat. 

Dispersed solar power plants will generally have to meet a wide 
spectrum of demand characteristics, depending on specifics of the 
application. The primary impact of demand characteristics on power 
plant design is that the collector field size and energy storage require­
ment must be sized to meet the demand curve. If the curve peaks during 
the daylight hours of solar energy availability, the collector field and 
storage size requirements will tend to be reduced. Peak demands during 
evening periods will increase these requirements. A larger collector 
field and storage capacity must be provided if the plant is to be 
designed to produce at least a portion of the demand during periods of 
inclement weather. If the plant is part of a utility grid, interfacing 
issues such as backup requirements will affect the design. 

Demand characteristics and grid interfacing requirements can have 
a major impact on plant design and economics, since they directly affect 
tqe size of major subsystems. However, for a relative comparison of 
advanced technology designs, it is felt that use of the simple constant 
demand will suffice. It is recognized that advanced technology options 
will differ with regard to size-economy or scale effects. These effects 
and their influence on plant economics are encompassed in the constant 
demand analysis by determining minimum energy cost as a function of 
collector field size and storage capacity over a large range of capacity 
factors where capacity factor is defined as the energy delivered over 



the energy that could have been delivered by a plant operating contin­

uously at rated power. Low capacity factors are associated with rela­
tively small fields and storage sizes, whereas attainmen·t of large 
capacity factors necessitates large collector fields and storage cap­
acities. Therefore, technologies having favorable size-economy char..:. 
acteristics can be delineated via the constant demand analysis as used 
in this study. 

Interfacing of a solar plant with a utility grid system is pri­
marily a function of the reLiability and economics of the solar plant 
compared to those of other plants in the grid. Reliability is deter­
mined by downtime due to both weather-related causes and unscheduled 
as well as scheduled maintenance. When the same insolation data are 
used, all solar plants will experience similar weather-related down­
time. For maintenance-related reliability, energy costs were first 
determined under the condition that all plants had the same -0own time. 
Then, in the evaluation process, the technologies associated with each 
plant were examined to arrive at a reliability rating which was used 
as a weighting factor in ranking the plants. 

The financing and associated economic parameters for small dis­
persed power systems could differ from those of lai;-ger utility systems, 
listed in Table 2-1. In future studies, the financing practices of 
small power systems should be investigated to determine their effect on 
system economics. To simplify the present study, large utility financ­
ing as seen in Table 2-1 is used. The mode of financing will not 
materially affect the relative ranking of promising candidate tech­
nologies. In its strictest interpretation, Table 2-1 pertains to small 
dispersed power systems that are implemented as part of a large utility 
system. 

Insolation data for Inyokern, CA used in this study, is re­
flective of operation in the solar-intensive southwest. Thus, the 
projected performance and economics correspond to the highest levels 
available. The degradation due to operating in other regions having 
less insolation will be addressed in follow-on studies. 

2. Fundamental Tradeoffs 

The basic subsystems/components of a solar thermal power plant 
and their functional roles are depicted in Figure 2-1. A concentrator 
or reflector array accepts insolation and optically focuses this solar 
energy onto a receiver. The concentrated solar flux impinging on the 
receiver generates thermal energy, which is transported via heat trans­
fer fluid to the energy conversion unit or to internal storage. The 
energy conversion unit generates electrical energy which is delivered 
to the user or sent to external storage for later use. The term 
internal storage refers to storage of thermal energy that occurs within 
the power generating portion of the plant, whereas external storage 
denotes storage of energy downstream from the power generating unit 
(Ref. 6). 

In terms of basic systems operation (Figure 2-1), key fundamental 
tradeoffs can be delineated. For advanced technology systems, the 
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Figure 2-1. Solar Thermal Power Plant Schematic Diagram 

achievement of a high efficiency in converting insolation to electrical 
energy is a major consideration. As this efficiency increases, a 
smaller field of collectors comprised of concentrators and receiver(s) 
will be required for a fixed plant rating and output. Since the 
collector field represents more than half the cost of projected solar 
thermal power systems (Ref. 2), size reductions via high efficiency 
have substantial potential for reducing costs to provide improved system 
techno-economic characteristics. For a net gain, it is necessary that 
any incremental costs incurred in achieving higher efficiencies be less 
than the savings due to plant size reduction, where minimization of 
incremental costs requires design advances. This implies that develop­
ment. of innovative, low-cost mass production designs are required along 
with advanced technologies for high efficiencies to achieve the full 
benefits of advanced systems. 

a. Operating Temperature Selection. A dominant element in 
att~ining high overall system efficiencies is the efficiency of the 
energy conversion subsystem (Figure 2-1) which converts thermal to 
electrical energy. This efficiency is governed by basic thermodynamic 
heat engine cycles and can at best approach the ideal Carnot cycle 
efficiency which represents an upper bound. Since the efficiency of 
the Carnot cycle increases as the temperature of the heat supplied 
increases, high-efficiency advanced technology concepts are associated 
with high temperatures. 

However, increases in temperature have a major impact on 
receiver efficiency. In particular, since reradiation losses are a 
function of the effective receiver temperature to the fourth power, 
receiver efficiency decreases at a rapid rate for high temperatures. 
Thus there is a basic tradeoff between receiver efficiency and energy 
conversion efficiency which varies as a function of temperature level. 
The overall system efficiency is proportional to the product of these 
two efficiencies. 
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This tradeoff relation is illustrated in Figure 2-2 for a two­
axis tracking parabolic dish concentrator having a cavity receiver and 
Stirling engine-generator assembly at the focal point of the concentra­
tor. Thi~ particular system was shown to have promise in Ref. 2. The 
curves shown on Figure 2-2 depict performance potential and were 
generated with the aid of a cone-optics computer program described in 
Refs . 7 and 8. 

The flux distribution reflected from the concentrator toward 
the receiver is governed by four elements: solar reflectance, specular 
spreading caused by microscopic surface roughness, surface slope (or 
waviness) departures from the ideal paraboloid due to limitations 
imposed by manufacturing tolerances, and misdirection and distortion 
due to tracking errors or deflection of the surfaces caused by various 
factors such as wind loads. The solar reflectance determines the 
fraction of insolation that is reflected from the surface, while the 
other elements result in spreading and distortion of the flux distri­
bution compared to an idealized perfect optical surface that is posi­
tioned with no tracking error. 

The spreading and distortion of the flux distribution 
affects the quantity of energy entering the aperture of the cavity 
receiver. If the aperture size is increased, a greater portion of the 
flux will enter the receiver. However, re~adiation and convection 
losses throu·gh the larger aperture will be greater. The cone-optics 
computer program has been designed to parametrically vary the receiver 
aperture area and to then select the area that corresponds to the 
optimum overall efficiency. 

Thus, the curves of Figure 2-2 are based on the use of opti­
mized aperture areas for maximum efficiency. In general, aperture area 
varies along each curve. For purposes of delineating performance 
potential, conduction losses from the receiver are considered to be 
small and have been disregarded. The receiver surface (inner cavity 
wall) is assumed to have an ab.sorptivity =emissivity= 0.95. The 
incoming insolation is taken to be 0.8 kW/m2 and the dish rim angle is 
45 degrees. 

The set of solid curves corresponds to perfect optics where 
all the incoming energy is reflected and the surface cause.s no dis­
tortion or spreading. Stirling engine performance projections estimate 
the achievement of approximately 60% of the upper bound Carnot effi­
ciency. Advanced systems corresponding to the upper end of the pro­
jected uncertainty band are associated with the 80% Carnot curve. The 
substantial improvement in the triple-product efficiency (collector x 
receiver x engine) between the 60% and 80% Carnot curves is indicative 
of the gains which could results from pursuing advanced Stirling engine 
technology development. 
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The dashed line denotes a system with representative optical 
losses and a nominal projected engine efficiency of 60% Carnot. For 
this curve, the surface slope error is 0.1 degrees, specular spreading 
is 0.05 degrees, and the pointing error is also 0.05 degrees. The 
difference between the dashed curve and the 60% Carnot curve (shaded 
region) with perfect optics therefore represents the maximum gain that 
could be attained via optical improvements. This gain is significant 
and is indicative of benefits which could accrue from developing 
advanced optical technology. 

The effect of the fundamental tradeoff involving increased 
engine efficiency and decreased receiver efficiency with increased 
temperature is manifest in Figure 2-2 as a relatively flat or constant 
triple-product efficiency over a wide temperature range from 800°C to 
140o0 c (or %1500°F to% 2500°F). Basically, this implies that engine 
efficiency improvements with increasing temperature are being 
essentially offset by higher reradiation and convection losses from 
the receiver. In fact, for the dashed curve, the triple-product effi­
ciency decreases slightly for temperatures greater than about 1000°c 
(1800°F). This occurs because optical losses associated with spreading 
of the flux distribution at the receiver require a larger aperture 
having greater reradiation and convection losses. 

This fundamental tradeoff has major implications regarding 
advanced technology systems for electric power generation. It is indi­
cated that most of the gain associated with increasing the temperature 
level is achieved at temperatures of about 800°c (or 1500°F). Since 
the potential for gains beyond this temperature is relatively small, 
pursuit of higher temperature advanced technology options mu·st be 
undertaken in a highly selective manner. Only sophisticated concepts 
and associated technologies which can utilize higher temperatures 
without significantly increasing costs or reducing reliability will 
provide a net system gain. 

It is to be noted that the above limitations regarding high 
temperature operation pertain only to electric power generation systems. 
If solar thermal systems are to be used for applications such as process 
heat or other industrial/chemical applications, the temperature level 
will be dictated by the specifics of each application. 

It is also noted that the curves of constant percent Carnot 
are used on Figure 2-2 to illustrate trends in a general manner. For 
specific engines, the percent Carnot is also usually a function of the 
temperature level (see Appendix A). Thus, if the percent Carnot of a 
particular engine increases with temperature, the peak of the triple 
product efficiency will tend to shift toward high temperatures. How­
ever, these shifts are perturbations which will occur within the frame­
work of the overall trends described above. 
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Although the tradeoff analyze.d above pertains to the para­
bolic dish system, the general trends delineated are applicable to 
solar thermal systems in general. As .evident from Figure 1-1_!\ all solar 
thermal systems will encounter the same basic tradeoff. From results 
in Ref. 9,

1 

it is indicated that central receiver systems have similar 
characteristics in approximately the same temperature range as the 
parabolic dish system example of Figure 2-2. 

These findings suggest that a major thrust of advanced tech­
nology for power generation should be directed toward developing energy 
conversion systems that achieve the highest projected efficiencies 
(percent Carnot) in the 1500°F to 2000°F temperature range. 

b. Receiver Loss Reduction. Another fundamental approach 
toward improving efficiencies is to investigate methods of reducing 
reradiation and convection losses from the receiver aperture. Detailed 
investigations related to this approach could not be conducted within 
the scope of this effort. However, two methods that could potentially 
reduce reradiation and convection losses from the cavity receiver were 
identified. These are (1) the use of heat windows (transparent aper­
ture coverings) which transmit solar flux while tending to block (or 
reflect inward) the infrared radiation generated inside the receiver 
and (2) the deployment of reflective surfaces around and forward of the 
aperture to intercept and concentrate the solar flux and thereby allow 
use of a smaller aperture having less losses. 

The technique of using transparent heat windows was given a 
preliminary examination. This investigation indicated that heat win­
dows could provide a net gain in receiver efficiency for operation at 
low concentration ratios of the order of 100, coupled with high temper­
atures of approximately 1500°F. However, the advanced technology con­
cepts which offer potential for high performance operate at concentra­
tion ratios of the order of 1000; and the preliminary analysis indicates 
that for these concepts, there will be no net gain unless the operating 
temperatures greatly exceed 2000°F. 

Heat windows were also examined in Ref. 10, where it was 
indicated that net efficiency improvements would result for the low 
concentration ratio systems (~100) being analyzed. Although high con­
centration systems (~1000) were not specifically treated, the study 
showed the trend of decreasing gains with increasing concentration 
ratio. These results therefore generally confirm the findings of the 
preliminary investigation conducted for this study. 

For the heat window concept, the basic problem involves 
overcoming the reduced amount of flux entering the receiver by retain­
ing more of the flux that does enter. This means counteracting trans­
mission losses through the transparent window with a reduction in 
infrared radiation and convection losses from the aperture. This heat 
balance is, of course, influenced by heat window design parameters such 
as type and quality of transparent material, window thickness, and 
thermal-optical properties. The inner surface of the mirror could be 
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coated with materials such as tin oxide, indium oxide, or titanium oxide 
(Ref. 10) to enhance infrared blocking, but this will probably increase 
transmission,losses. Due to the complex nature of this problem, more 
detailed studies are required before one can completely disregard the 
possibility of gains. 

The concept involving the use of secondary reflective sur­
faces forward of the aperture has not been analyzed except in qualita­
tive terms which indicate possibilities for some improvement in per­
formance. For the concept to be effective, the secondary surfaces must 
be designed to reflect essentially all of the incoming flux toward the 
cavity aperture in a manner analogous to the operation of the Compound 
Parabolic Concentrator (CPC). The basic difficulty with use of 
secondary surfaces is that these surfaces absorb some of the energy, 
thereby decreasing the energy entering the cavity. If the secondary 
surfaces are cooled, at least a portion of the energy absorbed can be 
recaptured. Since the secondary surfaces in this concept are located 
near the receiver, it appears feasible to employ the heat exchange 
fluid of the receiver as the coolant for the secondary surfaces. 

Under the above conditions, net gains appear possible. How­
ever, the incorporation of actively cooled secondary surfaces will com­
plicate receiver design and increase costs. Detailed studies of these 
tradeoffs are required to quantitatively assess the merits of this 
approach. 

B. IDENTtFICATION OF ADVANCED TECHNOLOGIES 

The basic considerations discussed above, particularly the funda­
mental tradeoffs, provide guidance in identifying and selecting 
advanced technologies for dispersed power systems. The key finding is 
that maximum temperatures at the receiver should be in the range of 
1500°F to 2000°F, since net system efficiency gains are unlikely to 
occur for higher temperatures. This tends to place diminished interest 
in advanced concepts such as thermionics and magnetohydrodynamic power 
systems, which usually ,operate at tempera-tures >2000°F. Therefore, 
since the present_ study could consider only a limited number of tech­
nologies, such advanced high-temperature concepts were not treated. 

The selected temperature range corresponding to high overall sys­
tem efficiency (see Figure 2-2) is also higher than the 1000°F-1200°F 
temperatures needed for cost-effective operation of steam-Rankine power 
systems. Thus, steam systems have less potential for high performance. 
However, they may overcome this disadvantage by achieving lower costs 
or greater reliability. They have therefore been included, since they 
are derived from a proven technological foundation that is being used 
on present baseline solar thermal systems. 

1. Selected Technologies 

The selected technologies are presented in Figure 2-3 in terms of 
four basic candidate subsystems: (1) collection (concentrator and 
receiver), (2) energy conversion, (3) storage, and (4) transport. 
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Figure 2-3. Matrix of Candidate Subsystems 

Solar thermal power plants are composed of appropriate combinations of 
these four basic subsystems. 

Candidate collection subsystems include the parabolic dish, helio­
stats, and the Fresnel lens. The parabolic dish as shown in Figure 2-2 
is associated with a cavity receiver at the focal point. The term 
heliostat refers to a two-axis tracking mirror. A field of these 
mirrors is deployed to reflect sunlight on a tower-mounted receiver. 
Heliostats are therefore associated with central receiver or power tower 
concepts as illustrated in Figure 2-4 where the Barstow pilot plant system 
(Ref. 1) is shown. For any system such as the power tower where the posi­
tion of the receiver is fixed, there are cosine losses associated with 
varying the inclination of the heliostat mirror surfaces in relation to 
the position of the sun. For distributed systems where both the con­
centrator and receiver are moved during sun tracking, these cosine losses 
are avoided. The distributed system has higher potential for efficiently 
collecting energy, but this energy must be transported from the field to 
a cent~al location. The power tower approach accomplishes this transport 
optically. 

REGEi VER 

Figure 2-4. Baseline Central Receiver System (Barstow Pilot Plant) 
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The Fresnel lens is made from transparent materials such as cast 
acrylics. It is configured with saw-tooth shaped grooves which form a 
series of refractive segments that focus or concentrate the solar flux 
passing through the lens. Fresnel lens systems can be designed for 
either one-axis tracking line focusing or two-axis tracking point 
focusing applications. Since the present study is concerned with 
higher temperatures and high efficiencies, the two-axis, point focusing 
approach was selected. For this system, the Fresnel lens would be 
mounted in a tracking structure functionally similar to the parabolic 
dish, and a cavity receiver would be located at the focal point of the 
lens. The focal distance behind the lens is dictated by the design of 
the saw-tooth pattern as well as the diameter of the lens. This system 
is illustrated in Figure 2-5 (see Ref. 11) where a convex lens curvature, 
having structural advantages, is shown. 

Energy conversion systems include Stirling engine and gas Brayton 
systems which were shown in an earlier study (Ref. 2) to have promise 
in the 1500°F to 2000°F temperature range. For the present study, 
combined cycles which can also potentially achieve high efficiencies 
in the desired temperature range are included. One example of a com­
bined cycle system uses a gas Brayton topping cycle with a Rankine 
bottoming cycle. Steam Rankine turbine systems, used in the central 
receiver pilot plant (Ref. 1) are included as a baseline. Small steam 
engines, particularly reciprocating concepts, are also included, since 
they require advanced technology development to achieve efficiency 
levels which are theoretically attainable. 

CAVITY RECEIVER 

ENGINE 
ALTERNATOR 

INCOMING 
INSOLATION 

/ 

Figure 2-5. Point Focusing Fresnel Lens Collector System 
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The candidate storage subsystems encompass a diversity of options. 
For external storage, advanced batteries were chosen. Recent progress, 
particularly with the Redox battery, offers encouragement regarding the 
availability of advanced battery storage systems in the 1985-2000 time­
frame (Ref. 12). Other external storage options include pumped hydro, 
compressed air in underground reservoirs (caverns, aquifers, depleted 
gas fields, etc.), flywheels, and superconducting magnets (Refs. 13 and 
14). Within uncertainty ranges associated with projecting performance 
and costs, it appears that several of these options could be competi­
tive and that selection will depend on application-specific circum­
stances. The advanced battery was chosen as a representative system 
because it can be easily adapted to a wide range of applications. 

Chem~cal storage involves the storage of thermal energy in chemi­
cal bonds. This requires a reversible endothermic-exothermic chemical 
reaction. In this type of reaction, thermal energy is absorbed via an 
endothermic reaction that yields storable chemical products. The 
stored energy can be released by an exothermic reaction. The potential 
advantages of thermochemical storage include: (1) high energy density 
in the form of chemical bonds, (2) possibility for efficient long-term 
storage at ambient temperatures and (3) relative ease of storing and 
transporting chemical reactants, particularly those in liquid form. 

Many types of reversible chemical reactions are presently being 
ass~ssed (Refs. 15 through 17). Most of the early effort has concen­
trated on the S02-S03 system (Ref. 18). For the present study, the 
following three systems were investigated. 

1) Sulfur dioxide - Sulfur trioxide (S02 - S03) where S03 is 
reduced to so2 and oxygen, o

2
, in the endothermic reaction. 

2) Methane (CH4) where a mixture of CH4 and H20 is reduced to 
carbon monoxide, CO, and hydrogen, Hf, in the endothermic reaction. 

3) Ammonium-hydrogen-sulfate (NH4Hso4) where NH4Hso4 is 
reduced to ammonia, NH

3
, sulfur trioxide, so

3
, and water in the 

endothermic reaction. 

All of the above systems can operate in the desired temperature 
range of 1500°F to 2000°F for the endothermic reaction. The so2-S03 
approach was pursued in earlier studies, e.g., Ref. 18, since it was 
considered to be the nearest term system. However, one disadvantage is 
the need to store gaseous 02. Liquids, vis-a-vis gases, generally 
result in more compact and cost~effective storage containers. 

The methane system involves gaseous reactants, but these are con­
sidered to be suitable candidates for storage in underground reservoirs 
which provide extremely low-cost bulk. storage (Ref. 19). Underground 
gas reservoirs are available#at a limited number of locations, and the 
size of the reservoirs is usually such that a single reservoir could 
service a network of small solar plants. Clearly, the methane system 
can only be implemented under restricted application circumstances. 
However, it has been included primarily to ascertain the effect of using 
low-cost underground storage. 
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The ammonium-hydrogen-sulfate (AHS) system (Ref. 20) was chosen since 
it involves only _liquid storage and consequently nas high potential. How­
ever, it is at a much earlier development stage than either the S02-S03 
or methane system. 

It is recognized that selection of only three systems provides 
very limited insight into the potential capabilities of reversible­
reaction chemical storage. These systems genera11y involve a complex 
design with appropriate control mechanisms, encompassing components 
such as reactors with catalysts, reactant separation equipment, heat 
exchangers, pumps, waste heat recovery turbines, and associated plumbing. 
Each system requires a unique combination of components that must be 
selected or designed to be compatible with specific requirements of the 
chosen reaction. 

Ongoing studies under the direction of Sandia Laboratories, 
Livermore (SLL) will determine basic chemical storage system parameters 
such as throughput efficiency and costs per unit energy stored. When 
these studies are completed, systems can be classified according to 
their overall capabilities. In this context, the three selected sys­
tems could be considered to be representative of a particular class of 
systems yet to be defined. The estimates concerning chemical storage 
in this study are thus considered to be inputs for the broader overall 
study under way at (SLL). 

On Figure 2-3, it is shown that liquid metal systems have been 
chosen as advanced technology candidates for both storage and transport, 
Liquid metals such as sodium can operate in the selected temperature 
range, where most other.liquid heat transfer media (e.g., organic 
fluids) decompose. 

Potential advantages of liquid metal systems include (Ref. 21): 

(1) High heat transfer coefficient -- simplifies receiver design 
due to high flux and reduces possibility of burnouts due to localized 
overheating. 

(2) Single phase, low pressure operation -- advantageous in 
terms of pumping/transport requirements and receiver design. 

As discussed in Ref. 11, detailed studies involving the use of 
liquid metal systems are being undertaken for dispersed systems to aug~ 
ment activities such as Refs. 21 and 22 for central receiver concepts. 
Since other ongoing studies will examine the use of liquid metal 
systems in terms of detailed technical issues, the present study will 
focus mainly on identifying conceptual design arrangements that could 
potentially benefit from use of liquid metal technology. 

Sensible heat storage involving the use of solid (brick)/gas 
systems is listed on Figure 2-3. This concept employs refractory 
materials such as MgO, Al

2
o

3
, and Si0

2 
for high temperature sensible 
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heat storage, and a gaseous fluid heat transfer medium (Refs. 18 and 
23). One attractive arrangement involves the use of refractory 
material bricks arranged in a checkerboard pattern inside of an insula­
ted container. Gaps between the bricks allow passage of the heat 
transfer fluid. This type of system is presently employed in the steel 
and glass industries. The existing technological base should expedite 
development of systems suitable for solar applications. 

The potential advantages of this type of sensible heat storage are 
that it (1) operates in the desired high temperature range, (2) involves 
a simpler design than other high temperature approaches, (3) has poten­
tial for near-term application in view of its relatively well developed 
technological status, (4) could provide low-cost storage with only a 
small temperature drop through storage via development of a design that 
can maintain a thermocline during charge and discharge cycles. 

Latent heat thermal storage also appears promising (Appendix B). 
There are detailed materials related problems which require further 
study. Therefore, these systems have not been included as candidates. 
However, data for these systems is included in Appendix B for com­
pleteness. Based on this data, latent storage sho~ld_definitely be 
considered in future studies. 

Aside from liquid metal transport as discussed previously, trans­
port involves electrical and pipeline networks (Figure 2-3). These are 
essentially mature technologies where large changes in the state-of-the­
art are not anticipated. 

2. New Concepts 

Although the primary study effort was directed toward the 
selected advanced technology candidates of Figure 2-3, a major parallel 
activity was concerned with identifying new concepts for future study. 
Here, the primary criterion for selection was potential for high 
efficiency. Issues of complexity, cost, and technology status are not 
pursued in denth but are left as subjects for follow-on studies. 

As delineated earlier in terms of fundamental tradeoffs, two major 
objectives in formulating new concepts are (1) to reduce reradiation 
losses from the receiver and (2) to attain the highest possible energy 
conversion efficiencies in the desired temnerature range of 1500°F to 
2000°F. For receiver reradiation loss reduction, the concept of using 
secondary reflecting surfaces just ahead of the aperture appears to be 
promising (as discussed previously) and is therefore identified as a 
candidate concept worthy of further study. 

For energy conversion systems, an electrochemical conversion con­
cept (Refs. 24 and 25) as well as several potentially high-efficiency 
heat engine cycle systems were identified as candidates meriting further 
study. The electrochemical concept involves a high temperature electro­
lyzer (~1200K or 1700°F) which uses solar-derived heat energy .to supply 
most of the energy required for electrolysis of suitable substances, 
such as water. The products of electrolysis (such as hydrogen and 

2-15 



oxygen in the case of water electrolysis) are recombined in a fuel cell 
operating at l~wer temperatures (~SOOK or 44O°F) to generate electrical 
energy. A small portion of this energy is used to supply the electri­
cal needs of electrolyzers as well as parasitic energy for pumping 
fluids through the system. The remaining el~ctrical energy represents 
the useable output of the conversion system. This energy, divided by 
the solar heat energy input, is the conversion efficiency. 

The basic principle (see Refs 24 and 25) of the electrochemical 
conversion cycle is illustrated in Figure 2-6. The enthalpy (or total 
energy), 6H, which is required for the decomposition reaction in the 
electrolyzer, is released by the recombination reaction in the fuel 
cell. This enthalpy is, in general, comprised of thermal and electric 
energy, 6G. The fraction contributed by thermal energy increases with 
the temperature at which the reaction occurs. Thus, by operating the 
electrolyzer (decomposition reaction) at a high temperature maintained 
by supplying solar-derived heat,_.and arranging the system to allow the 
fuel cell (recombination reaction) to function at lower temperatures 
where most of the energy is released in electrical form, conversion of 
heat (solar thermal energy to electricity) is accomplished. Heat 
exchange equipment is required to maintain the desired temperature 
levels at both the electrolyzer and fuel cell. . The hot reaction products 
which leave the electrolyzer must be cooled via heat exchange with the 
cooler recombination reaction product that leaves the fuel cell and 
enters the electrolyzer. 
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The electrochemical cycle can potentially achieve efficiencies of 
approximately 66% at 1500°K (2240°F) and 58% at 1200°K (1700°F) 
corresponding to 83% Carnot and 77% Carnot, respectively. This efficiency 
range is considered to be sufficiently high to permit the system to 
qualify as an advanced technology candidate. Another advantage is that 
requirements for moving parts are minimal. This implies that the system 
can potentially achieve high reliability. 

Candidate electrochemical cycle reactions include: 

so
3 

Electrolrzer so2 + 1/2 o2 
... 

Fuel Cell 

H
2

0 Hz+ 1/2 Oz 

CO2 
co +·112 02 

H2 + CO
2 

H
2
o + CO 

For these reactions, effort must be expended to develop either 
high temperature electrolyzers or new fuel cells or both. High temp­
erature materials are required, and much of the development effort will 
probably be conc~ntrated on identifying suitable materials and com­
patible combinations of them. Mass production cost of electrochemical 
components using these materials, compared to mass production cost for 
heat engine conversion systems, will be a key factor in determining the 
extent to which the electrochemical conversion system will be 
implemented. 

Potentially promising heat engine concepts which were not pursued 
in the present study include: 

(1) Ternary and quartemary combined cycles which have potential 
for high efficiencies (~80% Carnot) per Appendix A. Existing infor­
mation pertains to large power plants of the order of a GW in power 
rating. Detailed scaling studies are required to determine performance 
and cost characteristics in the <10 MW power rating range which is of 
primary interest for the present study. 

(2) Closed cycle power systems using dissociating gases can 
potentially achieve substantially higher cycle efficiencies compared to 
conventional systems employing nondiSsociating fluids. As discussed in 
Appendix A, analyses indicate that both Brayton and Stirling cycles can 
be improved by use of dissociating fluids such as nitrogen tetroxide 
(No

4
). Reactive fluid power systems are presently at a very early 

conceptual stage of development, and further in-depth studies are 
required to delineate the character of developmental problems. 
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In addition to these two approaches, use of water injection in a 
simple Brayton cycle is worthy of further consideration for solar power 
system applications. Water injection raises the efficiency of the 
simple Brayt~n cycle to a level comparable to that of more costly 
recuperated Brayton systems (Appendix A). For some dispersed power 
applications where water is available, water injection may prove to be 
an economical option. 

C, DATA BASE COLLECTION 

The data base collection effort concentrated on the selected tech­
nologies of Figure 2-3, which were identified as having potential to 
achieve highly efficient solar power systems. The effort was 
structured to provide the following background information for each 
candidate subsystem: 

• A description of physical features and operational 
characteristics. 

• An assessment of present technology status and potential 
for future improvements. 

• A delineation of any critical advanced technology problem areas • 

This background information served as the basis for projecting 
performance and costs of candidate subsystems. Primary emphasis was 
placed on subsystem efficiency and capital cost. Other considerations 
included operation and maintenance (O&M) expenses, life, reliability, 
and downtime. 

It must be recognized from the outset that projections of advanced 
technology in terms of expected performance and cost in a future time­
frame are beset with inherent uncertainties. Therefore, projected 
values can be more meaningfully interpreted in a probabilistic context 
giving a range of uncertainty and a "most likely" value in that range. 
Here, the uncertainty r~nge and most likely value .are not rigorously 
derivable but are instead a set of judgmental values based on insights 
gleaned from the available information. 

Detailed findings of the data base collection activity are pre­
sented in the Appendices. A comprehensive survey of energy conversion 
systems is given in Appendix A. Specific aspects of energy storage 
systems, particularly reversible reaction chemical concepts, were 
investigated; results are reported in Appendix B. Relevant information 
from Appendices A and Bis combined with data on collectors (concentra­
tors and receivers) and energy transport to give a set of power system 
data bases in Appendix C. The selection of the power system configura­
tions developed in the Appendices will be briefly summarized in the 
remainder of this section. 
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1. Collectors 

Solar collectors are comprised of concentrators and receivers. 
Concentra~ors reflect sunlight toward receiver(s) where it is captured 
as thermal energy (Figure 2-1). Concentrators are comprised of reflec­
tive surfaces or transparent lenses with supporting structures, founda­
tion, and tracking/control mechanisms. 

a. Concentrators. Cost and performance data used for the three 
different two-axis tracking concentrator systems treated in this study 
are given in Table 2-3. Of the concentrators shown, documented in-depth 
mass production studies are available for only the heliostat (Refs. 
26-29.) Cost ranges shown are based on Barstow pilot plant designs. 
Studies pertaining to advanced low cost designs are now under way and 
projections in the lower end of the cost range shown are anticipated. 
In this context, the selected nominal value of $75/m2 based on old 
designs has an enhanced likelihood of being achieved. 

The parabolic dish concentrator is judged to be more costly 
than the heliostat. It requires a curved reflective surface and addi­
tional structure to support equipment (receivers, engines, generators, 
etc.) mounted at the focal point. Based on these considerations, the 
nominal cost of a mass produced dish concentrator is taken to be 
$90/m2 or 20% more than the nominal heliostat cost. This value is 
within the cost target range of 70-100 $/m2 for distributed systems. 
Since this value was inferred by using mass production heliostat cost 
estimates as a baseline, all the assumptions and caveats pertaining to 
the estimates of Ref. 26 through 29 also apply to the parabolic dish 
costs of Table 2-2. 

Table 2-2. Concentrator Cost and Performance Characteristics 

Direct Optical Efficiency 
Concentrator 

Capital Costs,* Type $/m2 [Reflectance] 
Trans:~ttance (1977 Dollars) 

Most High Most Low High 
Likely Low Likely 

Helios tats 45 100 75 0.88 0.95 0.90 

Parabolic 60 125 90 0.88 0.95 0.90 
Dish 

Fresnel 50 115 85 0.75 0.82 0.80 
Lens 

*Normalized to concentrator aperture area. 

2-20 



The nominal Fresnel lens concentrator cost of $85/m2 is 
slightly below the parabolic dish cost. The Fresnel and dish systems 
have fundamental similarities in that both require the support of a 
large surface and focal point mounted receiver assembly. The Fresnel 
lens system (Figure 2-5) can potentially achieve some structural advan­
tage in terms of a simpler outer ring support for the cast lens and 
better weight distribution (e.g., chosen to pivot axis). Since 
structural support costs are the primary cost driver, the Fresnel con­
centrator is ascribed a lower nominal cost than the parabolic dish. 

As shown on Table 2-2, the optical efficiency (reflectance) 
of the heliostat and parabolic dish concentrators are taken to be the 
same. Presently available back silvered glass surfaces have reflecti-'v 
vities of 'v0.88. Laboratory testing of advanced microsheets and thin 
fused glass has yielded reflectivities of ~0.95 (Ref. 30). For a 
system operating in the field, a nominal value of 0.90 is estimated 
since the surface cannot be kept as clean as laboratory test samples. 

For the Fresnel lens, a portion of the energy (sol~r flux) 
impinging on the lens is reflected (from both the front and back 
surfaces). Additionally, a fraction of the energy is absorbed by the. 
lens. Of the flux impinging on the lens, it has been estimated by 
Swedlow (a manufacturer of cast acrylic Fresnel lenses) that 82% can 
theoretically pass through the lens (Ref. 31) and therefore an upper 
bound or high value for transmittance of 0.82 is shown on Table 2-2. 
Due to manufacturing errors, Swedlow estimates that transmittance might 
drop to as low as 6. 7 5 wi th--a mos-t likely value of b. 80. 

Additionally, Swedlow has conducted studies which indicate 
that the appropriate geometric concentration ratio (lens aperture area 
to receiver opening area) for point focusing Fresnel lens systems is 
'vl000. It was found via computer studies that for a geometrical con­
centration of 875, ninety-five percent of the flux leaving the lens 
enters the receiver opening. When the concentration ratio was 
increased to 1325, the flux entering the receiver dropped to ninety 
percent. Thus, for a concentration ratio of 'vl000, about 90-95% of 
the flux will be captured by the receiver. Achievement of higher con­
centration ratios without excessive loss of flux is evidently limited 
by chromatic aberration effects. 

It is noted that study of Fresnel lens systems is at an early 
stage, particularly with regard to advanced technology possibilities. 
For example, use of anti-reflective coatings to improve performance can 
be considered. Therefore, further study is required to delineate the 
ultimate potential of Fresnel lens systems. 

b. Receivers. The cost and performance characteristics of tower­
mounted central receivers and small cavity receivers for distributed 
systems are presented in Figure 2-7. General trends are that (1) effici­
ency decreases with increasing temperature due to radiation and convec­
tion heat losses while costs increase due to requirements for impr.oved 
materials and more complex designs and (2) small cavity receivers are more 
efficient and less costly than tower-mounted receivers. Design efficiency 
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values are determined for an insolation of 0.8 kW/m
2

. High, low, and 
most likely values used for both efficiencies and costs are shown in 
Figure 2-7. 

The receiver efficiency is defined as the ratio of the energy 
in the heat transfer medium leaving the receiver to the flux appro~ching 
the receiver aperture. The heat balance on the-receiver is shown in 
Figure 2-8. That fraction of the approaching flux which falls outside of 
the receiver aperture is accounted for as spillage losses. A portion of 
the short wave (visible spectrum) radiation entering the receiver aper­
ture is not absorbed and this results in further losses. Of the absorbed 
short wave radration, a fraction is lost via a combination of reradiation 
as longer wave flux and convection losses. When all of these losses are 
subtracted from the incident energy flux approaching the receiver, the 
thermal energy flux in the heat transfer fluid leaving the receiver is 
found. 

The small cavity receiver for distributed systems is located 
at a short distance from the concentrator surface where spreading of 
the flux is small for systems with slope errors ~0.1° which is the 
regime for advanced high temperature systems. When the receiver aper­
ture area is selected to minimize total losses, spillage losses are 
very small. For the tower-mounted receiver, the longer distance and 
the need for each mirror (heliostat) to track ·the sun result in opti­
mized systems with about 4-6% spillage losses. The total receiver 
aperture area per unit energy flux is also higher. For these reasons, 
the small cavity receiver achieves higher efficiencies as shown on 
Figure 2-7. 

The nominal cost for the small cavity receivers is taken to 
be less than the tower-mounted receiver since the smaller units can 
benefit from larger mass production. For the low-bound estimate, it 
was considered that both types of receivers could approach the same 
costs since the larger tower-mounted units could benefit from some 
economy of scale, e.g., less material is required to enclose and insu­
late a single large unit as compared to multiple small units. 

2. Energy Conversion 

Cost and performance characteristics qf energy conversion systems 
are summarized in Table 2-3. Nominal cycle efficiency and capital costs 
are given as a function of temperature for major types of engines con­
sidered in the study. Supporting data and detailed characteristics 
such as part-load efficiency are given in Appendices A and C. 

Steam Rankine systems are suitable to temperatures of about ll00°F, 
whereas Brayton and Stirling engines achieve their best performance at 
higher temperatures >1500°F. As indicated in Table 2-3, efficiencies 
generally increase with temperature, but costs al1fo tend to increase 
due to the need for improved materials and more sophisticated desi~ns 
to withstand higher temperatures. 
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Table 2-3. Energy Conversion System Cost and Performance Characteristics 

Temp = ll00°F Temp= 1S00°F 
Engine Type 

Cycle Eff. (1) Cap. Cost (2) Cycle Eff. Cap. Cost 
% $/kW % $/kW 

Rankine 
• 10 MW Turbine (3) 33 164 -- --
• 20 kW Reciprocating 32 168 -- --

Brayton 
• 10 MW 

• Open Cycle -- -- 41 155 
• Closed Cycle -- -- 42 160 

• 140 kW 
• Open Cycle -- -- 39 130 
• Closed Cycle -- -- 40 135 
• Subatmospheric -- -- 40 140 

• 20 kW 
• Open Cycle -- -- 35 120 
• Closed Cycle -- -- 36 125 
• Subatmospheric -- -- 36 130 

Brayton/Rankine (4) 
• 10 MW -- -- - - --
• 140 kW -- -- -- --
• 20 kW -- -- -- --

Stirling 
• 10 MW -- -- 44 150 
• 140 kW -- -- 44 125 
• 20 kW -- -- 44 110 

(1) Cycle efficiency does not include effect of generator and parasitic losses (auxiliaries). 
(2): Direct Capital costs in 1977 Dollars. 
(3) Mature Technology 
(4)· Open Cycle Brayton Topping with Steam/Organic Rankine Bottoming. 

Temp = 1800°F 

Cycle Eff. Cap. Cost 
% $/kW 

-- --
-- --

46 160 
47 165 

42 135 
43 140 
43 145 

41 122 
42 127 
42 132 

48 170 
44 150 
42 125 

so 150 
50 130 
50 115 



The values shown are based on projections of technology to the 
1990-2000 time-frame. Costs are based on mass production per the basis 
described in Appendix A. Distributed systems employing multiple small 
engines will derive more benefit from mass production of-engines than 
central systems using larger engines for the same total power or pene­
tration of solar systems. To introduce this effect, a total solar 
penetration of 10,000 MW by the 1990-2000 time-frame was assumed. Then, 
if this penetration were to be achieved by a distributed system comprised 
of 20 kW engines, 500,000 units are required. If this same penetration 
were met by central 10 MW systems, 1000 units would suffice. This mass 
production effect explains why smaller units on Table 2-3 generally have 
lower unit capital costs. 

For steam Rankine engines, the 10 MW turbine system at 33% effi­
ciency corresponds to presently available technology. The small 20 kW 
energy conversion unit achieving high efficiencies approaching that of 
large systems requires additional technology development. Organic 
fluid Rankine systems are generally limited to temperatures <700°F due 
to decomposition of the fluids at higher temperatures. These cycles 
serve as the bottoming cycle for combined cycle systems as well as 
being a primary energy conversion candidate for low temperature 
systems. 

Brayton cycles are categorized as open, closed, and subatmospheric. 
In the open cycle~ the heated working fluid (usually air) is ingested 
in one part of the cycle and expelled in another, i.e., the fluid makes 
one pass through the cycle. For the closed cycle, the working fluid 
recirculates through the cycle and heat rejection is accomplished via 
a heat exchanger/radiator system. For the open cycle, heat rejection 
occurs via the exhausting of the working fluid. The subatmospheric 
cycle is fundamentally a closed cycle. It is distinguished from con­
ventional closed cycles in that the working fluid acquires heat at 
atmospheric pressure. Then, in order to generate power, the pressure 
downstream of the expander (turbine) must be subatmospheric. 

For recuperated cycles, the efficiencies of open and closed cycles 
can be nearly the same. According to the data base (see Appendix A 
references), open cycles are usually associated with slightly higher 
efficiencies along with higher costs. These trends are reflected in 
Table2-3. Due to lower pressures resulting in less dense working fluids, 
the subatmospheric cycle system requires a physically larger unit for a 
given power level and this results in a higher unit cost. Limited 
development work on subatmospheric cycles has been accomplished, and it 
is felt that efficiencies of the subatmospheric cycle relative to the 
conventional closed cycle are not yet definitively established. Since 
the subatmospheric cycle is a form of closed cycle, it has been 
ascribed the same value as conventional closed cycle systems for the 
purposes of indicating potential. 

Stirling engine systems are less well :developed than Brayton 
systems but can potentially achieve both higher efficiencies and lower 
costs according to projections in Appendix.A. Development of multi­
cylinder crankshaft Stirling engines is under way with a major effort 

2-26 



directed toward automotive applications. Small free piston units, 
having potential for lower mechanical losses and higher efficiency, 
are in an early stage of development. These units are generally 
limited to, lower power levels than multi-cylinder crankshaft engines 
and employ linear alternators which are also in an earlier stage of 
development than conventional rotating alternators. The charac~eris­
tics shown on Table 2-3 are basically derive& from available data on 
crankshaft Stirling engines. 

3. Transport 

For both central and distributed systems, transport from the con­
centrator to the receiver is optically accomplished. For 10 MW central 
receiver systems, atmospheric absorption and scattering between the 
concentrator and receiver account for a 2% loss in energy (Ref. 32). 
For distributed systems, the optical transport distance is very short 
(<50 ft) and losses are negligible. 

Transport of thermal energy from the receiver to the energy con­
version and thermal storage systems is accomplished by appropriate heat 
transfer media flowing through interconnecting pipelines. As shown in 
Table 2-4, heat transfer media considered in this study include steam, 
gas (helium and air) and liquid metals (sodium). 

Three basic systems employing thermal transport are considered. 
These include (1) 10 MWe central receiver systems with options of tower­
mounted and ground-based engines, (2) 20 kWe distributed systems with 
focal point mounted engines, and (3) 140 kWe multi-dish distributed 
systems where thermal energy from seven distributed dish collectors is 
transported to a single ground-based 140 kWe engine. 

For steam pipeline transport, the use of a pipeline network to 
transport steam from a field of dish collectors to a central 10 MWe 
energy conversion unit is included as a point of reference. This 
arrangement was treated in earlier studies (e.g., Ref. 2) where the 
basic consideration centered around use of more efficient and already 
developed large steam Rankine power units. Based on projected develop­
ment of advanced small steam engines (Table 2-3) having efficiencies and 
costs comparable to the large central unit, the relatively large cost 
of ~300 $/kWe (most likely) shown in Table 2-4 for the steam pipe net­
work to a 10 MWe power unit will not be a competitive option. Further, 
high temperature gas and liquid metal transport are more costly than 
steam transport and hence extensive pipeline networks for these trans­
port systems are not considered. 

When the engine is mounted on the tower for central receiver systems 
or at the focal point for distributed systems, connecting pipe· lengths 
are short and the correspondingly small costs hav~ been included in 
receiver costs. Within each category of steam, gas, and liquid metal, 
the unit transport costs associated with the 140 kWe multi-dish arrange­
ment are estimated to be slightly higher than the unit cost of trans­
porting energy from a tower-mounted receiver to a 10 MWe ground-based 
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Table 2-4. Energy Transport System Cost and Performance Characteristics 

Direct Capital Costsf1 ) $/kWe Transport EfficiencyC 2) 

System Description 
(1977 Dollars) % 

Most Most 
Low High Likely Low High Likely 

Steam Pipelines 

• 10 MWe Central Tower 15 ·22 20 0.97 0.99 0.98 
• 10 MWe Distributed 250 325 300 0.88 0.95 0.90 
• 140 kWe Multi-Dish 21 30 22 0.97 0.99 0.98 

Gas Transport 

• 10 MWe Central TowerC3) 
- Tower-mounted Engine rncC5) 0.89 0.92 0.')0 
- Ground-based Engine 60 90 69 0.82 0.87 0. '36 

• 20 kWe Parabolic Dish 
- Receiver to Engine rncC5) 

(mounted at focal point) 
0.95 0.99 0.98 

• 140 kWe Multi-dish 
- Ground-based Engine 66 100 75 0.83 0.88 0.37 

Liquid Metal 

• 10 MWe Central TowerC4) 
- Tower-mounted Engine rncC5) 0.96 0.98 0.97 
- Ground-based Engine 78 98 90 0.90 0.91 0.92 

• 20 kWe Parabolic Dish 
rncC5) - Receiver to Engine 0.97 0.99 0.98 

(mounted at focal point) 

• 140 kWe Multi-dish 
- Receivers to En~ine 87 100 94 0.92 0.94 0.93 

(mounted on ground) 

Electrical Network 

• 10 MWe Distributed Systems 40 70 55 0.93 0.98 0.95 
• 1 MWe Distributed System 33 60 47 0.94 0.99 0.96 

(1) Steam, gas and liquid metal transport costs normalized to electric power (kWe) using nominal thermal 
to electric conversion efficiency of 33%. 

(2) Includes effect of pumping and thermal losses. 
(3) Helium at lrl00°r maximum temperature. 
(4) Sodium at 1500°F maxi.mum temperatu~e. 
(5) IRC - Included in receiver cost;. short pi.ne lengths. 



engine as indicated in Table 2-4. Another general trend is that high 
temperature gas transport is more costly than steam transport whereas 
liquid metal transport is more costly than gas transport. 

However, it is noted that efficiencies associated with liquid metal 
transport are significantly higher than gas transport. It is noted that 
use of larger diameter pipelines with thicker insulation could improve 
efficiency while increasing cost. In this context, values shown in 
Table 2-4 are reflective of design compromises based on engineering 
judgments. 

In concert with the ground rules for this study, mass production of 
transport system components was assumed. Additionally, mass produced 
components were assumed to be specifically designed to minimize time 
and costs associated with field assembly. 

For distributed systems, focal point mounted 20 kWe system or 140 
kWe multi-dish module, energy from the collector field is transported to 
a central point via an electrical network (see Ref. 2). The technology 
for electrical connection is well established and costs are relatively 
low while efficiencies are also higher than a pipeline network to carry 
the energy to a central point. 

4. Storage 

Energy storage cost and performance characteristics are summarized 
in Table 2-5. The three basic categories of storage considered in this 
study are thermal, reversible chemical reaction, and advanced batteries. 
Within the thermal category, only sensible heat systems were considered. 
Although data for latent systems (Table 2-5) indicate that they are 
promising, it is felt that materials technology issues related to these 
systems must be explored in depth and such an effort was not possible 
within the scope of this study. 

Of the sensible heat thermal storage candidates, liquid metal 
(sodium) systems are projected to be the most attractive candidate in 
terms of both cost and efficiency. The available data (Appendix B) 
indicate that storage in MgO bricks has a relatively high cost. A 
large portion of this cost is attributed to the vessel (tank) which 
contains the hot bricks arranged in a checker pattern to allow 
pressurized hot gases to pass by the bricks. If gas pressures in the 
vessel could be reduced, vessel costs could probably be reduced. How­
ever, use of lower pressure gas might require some rearrangement of the 
checker pattern to achieve equivalent heat transfer rates. These types 
of tradeoff considerations require detailed investigations which could 
not be performed in the present study. 

It is therefore strongly emphasized that gas/solid sensible 
storage such as the MgO brick system should not be eliminated from 
consideration even though cost estimates for present designs are high. 
Additional study directed toward evolving lower cost designs should be 
undertaken to determine the potential of this approach. 
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Table 2-5. Energy Storage System Cost and Performance Characteristics 

Nominal Capital Costs $/kWe Throughput 
(1977 Dollars) Efficiency% 

Type of System Storage Storage Storage Most Time Time Time Low High 
3 Hrs 6 Hrs 9 Hrs Likely 

Therrna1(l) 

• Sensible 
- Oil/Rocks (2) 180 360 540 0.75 0.85 0.80 
- MgO Bricks 425 525 625 0. 70 0.82 0.80 
- Liq. Mtls/Na 130 225 320 0.88 0.92 0.91 

• Latent 
- Fluorides 100 155 210 0. 70 0.78 0. 76 

Reversible Chemical 
Reaction(l,3) 

•AH S (NH
4

Hso
4

) 225 265 305 0.80 0.91 0.90 

• so2 - so3 175 194 213 0.60 0.68 0.67 

• Methanation( 4) 425 525 650 0. 70 0.76 0.75 

Battery 

• Redox 175 190 205 o. 70 0.80 0.75 

1. Thermal and Chemical Storage Costs Normalized to Electric Power (kWe) 
using nominal thermal to electric conversion efficiency of 33%. 

2. Baseline Storage System. 
3. See Appendix B for definition of throughput efficiency; AHS denotes 

armnonium Hydrogen Sulfate. 
4. Based on use of underground storage. 

Of the three reversible reaction chemical storage systems, the 
S02- so3 system has the lowest cost, but also the lowest throughput 
efficiency. The annnonium hydrogen sulfate (AHS) system has relatively 
low costs as well as a high throughput efficiency. The methanation 
system has high costs and a relatively low efficiency. 

As discussed in Appendix B, reversible chemical reaction systems 
will have low throughput efficiencies of ~40-50% unless energy 
recovery expanders and associated equipment are introduced· in the 
system. Since systems with throughput efficiencies of ~40-50% are not 
competitive, an analytical investigation was undertaken to modify base­
line systems (Refs. 16 and 17) by adding energy recovery equipment. 
Energy recovery improves throughput efficiency (see definition in 
Appendix B), but also adds to capital costs. 

In terms of throughput efficiency and cost, reversible reaction 
systems (incorporating energy recovery equipment) are comparable to 
liquid metal systems. However, for all of the reversible reaction 
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systems of Table 2-5, the endothermic reaction involved temperatures of 
~1sooop whereas the exothermic reaction yields heat from storage at 
temperatures <l000°F. The relatively low temperature from storage 
results in a 1ower heat engine cycle efficiency and obviates use of 
Stirling and Brayton engines which require higher temperatures for 
efficient operation. 

The temperature drop associated with reversible reaction systems 
results in a reduction in overall system efficiency as compared to 
systems such as liquid metal storage where temperature drops are small. 
It may be possible to generate higher temperatures by modifying the 
exothermic reaction conditions to occur, e.g., at higher pressures. 
These modifications would involve detailed trade-offs concerned with 
added costs for a higher temperature and pressure reactor as well as 
the need for greater pumping or compressor work. 

Until further trade-off and optimization studies are performed, the 
ultimate capabilities of reversible reaction systems cannot be 
assessed. Results based on systems treated in the present study are 
indicative of operating conditions (temperatures) specified in current 
development and study activities. 

The methanation storage system employs low-cost underground storage. 
However, costs are higher than other candidates due to the need for 
substantial compressor work and the associated cost of compressors. 
A detailed breakdown is presented in Appendix B. 

The redox battery was selected as being representative of advanced 
battery systems. The redox battery is particularly attractive for 
higher storage times since it is a flow-through cell system employing 
simple tank storage of liquid electrolytes. For both six hours and 
nine hours of storage, it achieves lower costs than liquid metal 
storage. However, although its storage throughput efficiency is 
reasonably high, it is significantly lower than the liquid metal 
system. 

D. ADVANCED POWER SYSTEMS 

The data base for individual subsystems, summarized in the·pre­
vious section, serves as the building blocks for constructing advanced 
power systems. Compatible or well-matched subsystems are first inte­
grated into systems; particular effort is placed on linking them syner­
gistically. Various system combinations are then screened, and a 
limited number oft.he most promising ones are selected for further 
detailed evaluation. 
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1. System Integration 

Four basic factors were instrumental in arriving at the selected 
subsystem configurations for the candidate systems (throughout the 
following'discussion, refer to Table 2-6): 

• Temperature matching 

• Compatible transport fluid selection 

• Structural design considerations 

• Component size effects 

Temperature matching was an especially dominant factor in 
selecting energy conversion systems. Steam Rankine systems are 
limited to maximum temperatures of ~1200°F per Appendix A, whereas 
Brayton and Stirling cycle systems achieve high efficiencies at 
temperatures >1500°F. Therefore, Brayton or Stirling systems were 
generally selected for both advanced parabolic dish and heliostat 
central receiver solar rlants because fundamental considerations as 
delineated in Figure 2-2 indicate that higher system efficiencies are 
achieved at temperatures >1500°F (%800°C). Steam Rankine systems were 
used for the lower temperature baseline central receiver and for the 
Fresnel lens, which achieves concentration ratios of the order of 1000 
corresponding to efficient system operation at ~l000°F. A parabolic 
dish system with a small advanced steam engine at the focal point was 
also considered to see how advanced steam technology would compare with 
Brayton and Stirling systems. 

For temperatures >1500°F, liquid metals or gases such as helium, 
hydrogen, and air are employed as heat transfer media to transport 
energy from the receiver to the engine or to energy storage. These 
appear to be the most promising candidates for energy transport in the 
high temperature range. Most fluid media such as organics are limited 
to temperatures of ~700°F, since they tend to decompose and degrade 
with time when used for higher temperature service. 

Compatibility of transport fluids resulted in pairing of gas 
Brayton engine systems with solid/gas sensible heat storage. Here, 
gases such as helium can transfer energy directly from storage to the 
engine without an intermediate heat exchanger. Systems that use other 
fluids in the engine and storage systems require a heat exchanger, 
which results in a temperature drop as well as added costs. However, 
when gas transport distances are large (e.g., from the top to the 
bottom of a central tower), gas transport results in larger ducting 
and higher losses as compared to more dense liquid transport media. 
Therefore, the Brayton is also coupled with liquid metal transport to 
investigate this tradeoff. 

Structural design considerations played 
cant role in storage selection for parabolic 
small engine is located at the focal point. 
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Table 2-6. Candidate Advanced System 

Energy Energy 
Energy Transport 

Collectors 
Conversion Storage Receiver-Engine Collector Field 

Rankine (1) Thermal Steam Optical 
Stirling Liq Mtl Liquid Metal Optical 
Stirling Battery Helium Optical 
Brayton Solid/Gas Helium Optical 

Helios tats 
Brayton Liq Mtl Liquid Metal Optical 
Brayton Battery Helium -Optical 
Brayton/Rankine Solid/Gas Air Optical 
Brayton/Rankine C!:lemical Liquid Metal Optical 

Rankine (2) Battery Steam Electrical 
Stirling Battery Helium Electrical 

Parabolic Stirling Battery Liquid Metal Electrical 

Dish Brayton Battery Helium Electrical 

Brayton Battery Liquid Metal Electrical 
Brayton Subat:m. Battery Air Electrical 

1 
Brayton Subat:m. (3) Solid/Gas Air Electrical 

Clustered Stirling Liq Mtl Liquid Metal Electrical 
Dish Brayton Liq Mtl Liquid Metal Electrical 
System Brayton/Rankine Liq Mtl Liquid Metal Electrical 

Brayton/Rankine Chemical Liquid Metal Electrical 

Fresnel Rankine Battery Steam Electrical 
Lens Rankine Thermal Steam Steam Pipes 

lo Baseline-First Generation System. 
2. Small Steam Engines-Efficient Advanced Technology Designs Mounted at Focal Point. 
3. Ground-Based Engin~/Storage Assembly. 

System 
Ident. 

HR 
HS/!11 
HS/BAT 
HB/(S/G) 

HB/!11 
HB/BAT 
H(B/R) / (S /G) 
H(B/R) /CH 

PR 
PS 
P3/I11 
PB 

PB/!11 
PB/SUB 
PB/SUB/MD 
PS/MD 
PB/MD 
P(B/R) /MD 
P(B/R)/MD/CH 

FR/DIS 
FR/CEN 



storage system (4-6 hrs) appears to be too heavy and bulky for cost­
effective focal-point mounting. Therefore, primary energy storage is 
provided by ground-based batteries. The receiver, by virtue of its 
mass, provides some buffer storage which tends to smooth out fluctua­
tions in the incoming insolation. 

Structural aspects also influence central rec_eiver designs. For 
relatively light Brayton and Stirling engine systems, a tower-top 
location in near proximity to the receiver is desirable to minimize 
transport losses, particularly for gas transport systems. Tower-top 
Brayton central receiver concepts are investigated in Refs. 27 and 28. 
For the present study, it is tacitly assumed that energy storage sys­
tems providing of the order of 4-6 hours of rated power will be too 
heavy for tower-top mounting. The possibility of ground-based battery 
storage is therefore introduced as an option which avoids the need for 
thermal transport to storage from the top to the bottom of the tower. 

Also, seismic load considerations may prevent tower-top mounting 
of presently available Brayton engines (Ref. 28) and therefore ground­
based engine design arrangements are considered. This will delineate 
tradeoffs between tower-top and ground-based location of the energy 
conversion system. 

Size has a significant effect on the performance of Brayton engines 
(Appendix A) and also of storage systems based on liquid metal and chem­
ical reversible reactions (Appendix B). Brayton engine performance 
decreases as size is reduced due to scaling effects associated with tur­
bine blades and leakage past clearance gaps. For liquid metal storage, 
the external heat transfer area per unit volume of stored liquid increases 
as size is reduced. This results in greater losses per unit of stored 
energy for smaller storage systems. The same area-volume scaling relation­
ships pertain to reactors and other elevated temperature components of 
reversible reaction chemical storage systems. This area-volume effect 
also tends to increase the cost per unit volume as size is decreased. 

For parabolic dish systems, these effects of size lead to con­
sideration of systems with multiple dish-receiver units linked or 
clustered together to supply heat energy to a single energy conversion/ 
storage module. For a multi-dish Brayton system, both the engine and 
storage efficiencies are higher than those of single-dish systems. 
However, multi-dish systems require an energy transport system between 
the units and the module. Such a transport system incurs losses and 
adds to costs. 

Thus, multi-dish or clustered arrangements were primarily formula­
ted for the purpose of examining tradeoffs between improved performance 
with size and transport losses. Net system gains were sought, but it 
is emphasized that this clustered arrangemen:t may be advantageous· even 
if no net gains or a slight penalty result. This potential advantage 
involves using either Stirling or Brayton engines that were developed 
for other applications. For instance, the Stirling engine is now 
being developed for use as an automobile power plant. An automotive 
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Stirling engine linked with a cluster of dish-receiver units could provide 
substantial cost savings and accelerate the implementation of efficient 
Stirling engines for solar applicatio~s. 

2. Screening 

Candidate systems are characterized in Table 2-6 in terms of the 
types of subsystems comprising them. An identification code was 
assigned to each system. The first letter of the code refers to the 
type of collector: H denotes heliostat; P, parabolic dish; and F, 
Fresnel lens. The second letter designates the type of energy con­
version system, with R, S, B, and B/R referring to Rankine, Stirling, 
Brayton, and Brayton/Rankine combined cycles, respectively. 

Additional letters in the code were introduced to draw distinc­
tions among systems using the same type of collector and engine 
system. Specifically, the term LM refers to use of liquid metals; BAT 
and S/G designate battery and solid/gas sensible heat storage, 
respectively; CH identifies chemical storage systems; SUB denotes a 
subatmospheric Brayton; and MD stands for multi-dish. For Fresnel 
lens - Rankine (steam) systems denoted by FR, the additional terms CEN 
(central) and DIS (distributed) are used to distinguish between a sys­
tem in which steam is transported to a central location for power 
generation and one in which small steam engines are coupled with Fresnel 
lens collectors to form small power modules. 

The systems were screened to identify promising advanced technolo­
gies. The screening process was keyed to a comparative evaluation of 
energy costs, based on the nominal or most likely values from the data 
base and a plant rating of 10 MWe. As noted in earlier studies (e.g., 
Ref. 2), central receiver concepts tend to be less cost-effective than 
modular dish systems at very small sizes (on the order of 100 kWe). 
Therefore, it was decided to compare the systems at the high end (10 
MWe) of the plant size range most promising for dispersed power appli­
cation. In this way, potentially promising technologies for central 
receiver systems would not be obscured. 

a. Computational Methods. The methodology used in determining 
energy costs is fundamentally the same as that employed in previous 
studies such as Ref. 2. In terms of detailed computer code structure, 
ease of handling via elimination of intermediate hand calculations/ 
manipulation of data, and reduced computer execution time, the code 
developed for use in the present study represents a vast improvement 
(Ref. 32). 

The basic operation of the code is depicted in Figure 2-9. 
Insolation and weather data (given on an hourly basis for an entire 
year) and a selected plant power rating constitute basic inputs to the 
program, which is structured to sequentially execute t--hree subprograms. 
The first of these is a performance simulation while the other two 
determine capital costs and energy costs. 

2-35 



INSOLATION & 
WEATHER DATA 

PLANT POWER RATING ---­

PERFORMANCE 
CHARACTERISTICS 

COMPONENT COST 
CHARACTERISTICS 

PLANT OPERATIONAL 
CHARACTERISTICS 

& FINANCIAL FACTORS 

PLANT 
CAPITAL COSTS 

PLANT 
ENERGY COSTS 

-, 
I COLLECTOR 
I FIELD AREA -----1 STORAGE SIZE 
I 

_ _J 

PL.ANT 
OPTIMIZATION 

I 
I 
I 
I 

__ OPTIMIZATION __ .....J 
FEEDBACK LOOP 

Figure 2-9. Computerized Evaluation Procedure 

Performance characteristics of components (e.g., engine off­
design efficiency characteristics) constitute inputs to performance 
simulation. Since various types of components, particularly collectors, 
have different characteristics, a modular structure was created so that 
a number of systems could be evaluated by simply substituting appro­
priate modules containing the desired characteristics. This greatly 
facilitates use of the program in assessing different types of plants 
(central versus distributed) as well as configurational variations within 
each plant type. 

Demand or load characteristics also affect plant performance 
simulation. The simplest choice of a constant demand is employed accord~ 
ing to the basic data previously given. That is, the plant is asked to 
deliver rated power whenever it can. Any excess power is diverted to the 
energy storage subsystem. If energy storage is full, the excess is 
wasted. When the insolation level is insufficient to generate rated 
power, energy is withdrawn from storage until it is depleted to some 
minimum level determined by the characteristics of the particular storage 
system. 

Component cost characteristics (e.g., concentrator costs per 
unit area) comprise the primary inputs to the capital cost subprogram. 
Indirect (engineering) costs, spares and contingencies, and installa­
tion costs are also input in the form of cost factors. 

Plant operational characteristics (as manifest in operation 
and maintenance (O&M) costs) and financial factors (encompassing items 
in Table 2-1 in addition to escalation rates) are required inputs for 
determining energy costs. The energy delivered by the plant (as 
determined by the performance simulation subprogram) and installed 
plant capital costs (as computed in the capital cost subprogram) are 
also necessary inputs to the energy cost subprogram. This follows 

2-36 



since energy cost is essentially the annualized or "levelized" cost of 
capital and O&M divided by the annual energy delivered (Ref. 3). 

Two other basic inputs, collector field area and energy 
storage capacity, are controlled by the plant optimization feedback 
loop. The optimization algorithm is set so that a collector field area 
is first chosen. The storage capacity is then varied until a minimum 
energy cost and capacity factor are determined for each area. In this 
way, an envelope curve of minimum energy cost as a function of capacity 
factor is determined. This curve constitutes the basic output of the 
program. 

b. Candidate System Techno-Economic Characteristics. A com-
plete breakdown of the computer input data and associated detailed 
candidate system description is provided in Appendix C. Results of the 
energy cost comparison among candidate systems and the major factors 
causing energy costs to differ are summarized below. 

Energy costs based on nominal or most likely values for the 
candidate systems of Table 2-6 are given in Tables 2-7 and 2-8 for 
10 MW central receiver and distributed system power plants, respectively. 
Energy costs are presented for capacity factors of 0,40 and 0.65, where 
the capacity factor is defined as the actual annual energy delivered over 
the energy that the plant would deliver if it operated,during the entire 
year at rated power. 

Table 2-7. Nominal Energy Costs for Central Receiver Systems 

System Energy Cost, r 

Ident. Brief Description mills/kW-hr 

CF=O. 40 CF=0.65 

HR Helios tat-Rankine (110°F) 102 122 
Baseline 

HS/BAT Helios tat-Stirling/ (1800°F He) 90 99 
Battery 

HS/LM Helios tat-Stirling/ (1500°F~ 74 79 
Liq. Metal 

HB/(S/G) Heliostat-Brayton (2000°F He) 106 109 
(Closed)/MgO Bricks 

HB/LM Helios tat-Brayton (1500°F) 79 85 
(Open) Liq. Metal 

HB/BAT Heliostat-Brayton (2000°F He) 95 104 
(Closed)/Battery 

H(B/R)/(S/G) Helios tat-Combined (2000°F He) 104 107 
Cycle/MgO Bricks 

H(B/R)/CH Helios tat-Combined (1800°F Na) 85 93 
Cycle/Chem-AHS 
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Table 2-8. Nominal Energy Costs for Distributed Systems 

-

Energy Cost, 
System 

Brief Description mills/kW-hr 
Ident. 

CF=0.40 CF=0.65 

PR Parabolic Dish- (1100°F) 92 95 
Rankine/Battery 

PS-1 Parabolic Dish- (1500° F He) 68 70 
Stirling/Battery 

PS-2 Parabolic Dish- (1800°F He) 63 65 
Stirling/Battery 

PS/LM Parabolic Dish- (1500°F Na) 67 69 
Stirling/Battery 

PB Parabolic Dish- (2000°F He) 75 77 
Brayton (Closed)/ 
Battery 

PB/LM Parabolic Dish- (1500°F Na) 85 87 
Brayton (Open/ 
Battery 

PB/SUB Parabolic Dish- (2000°F He) 75 77 
Brayton (Sub)/ 
Battery 

PB/SUB/MD Multi-Dish-Brayton (2000°F He) 97 101 
(Sub)/MGO Bricks 

PShID Multi-Dish-Stirling/ (1500°F Na) 63 68 
Liquid Metal 

PB/}ID-1 Multi-Dish-Brayton (1500°F Na) 70 76 
(Closed)/Liquid Metal 

PB/MD-2 Multi-Dish-Brayton (1800°F Na) 68 74 
(Closed)/Liquid Metal 

P(B/R)/MD Multi-Dish-Combined (1800°F Na) 67 73 
Cycle/Liquid Metal 

P(B/R)/MD/CH Multi-Dish-Combined (1800°F Na) 78 86 
Cycle/Chem-AHS 

FR/DIS Fresnel-Rankine/ (1100°F) 90 92 
Battery 

FR/CEN Fresnel-Rankine/ (1100°F) 102 120 
Central Engine 
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From Table 2-7, the following three candidates are selected 
as being the most promising in terms of nominal energy costs. 

Reduction in Energy Cost*, % 

Selected Systems 

• Heliostat-5tirling with Liquid Metal 
'Transport and Storage (HS/LM) 

• Heliostat-Brayton (open cycle) with Liquid 
Metal Transport and Storage (HB/LM) 

• Heliostat-Combined Cycle with Liquid Metal 
Transport and Chemical AHS Storage (H(B/R)/CH) 

* 

CF 

27 

23 

17 

Referenced to Heliostat-Rankine Baseline system (HR) 

0.40 CF= 0.65 

35 

30 

24 

The Heliostat-Stirling system shows the largest reduction in 
energy cost primarily because the Stirling engine has the highest pro­
jected efficiencies (Table 2-3). The Heliostat-Brayton achieves a 
slightly lesser reduction since the Brayton engine is projected to have 
lower efficiencies than the Stirling. The combined cycle (Brayton/ 
Rankine) with chemical storage is selected because it embraces addi­
tional technology options while also providing significant energy cost 

reductions. 

If the combined cycle were employed with liquid metal trans­
port and storage, reductions comparable to the Heliostat~Brayton would 
be achieved. The efficiency of the combined cycle is higher, but its 
cost is also slightly greater. When used with chemical AHS storage, 
the <1000°F heat from storage is fed to the bottoming Rankine cycle. 
The temperature drop and associated reduced conversion efficiency of 
storage-derived heat accounts for the lesser energy reduction of 
chemical storage systems. 

As discussed previously, the available data base gives high 
costs for MgO brick storage. Add'itionally, the gas transport (Table 2-4) 
required for this storage concept is associated with lower efficiencies. 
This explains the high energy costs for systems employing MgO bricks. 

Heliostat-Stirling and Brayton systems employing tower­
mounted engines and ground-based battery storage also yield signifi­
cant cost reductions over the baseline. However, the reductions are 
not as large as for liquid metal systems. The primary reasons are (1) 
a higher projected storage efficiency for liquid metal systems and (2) 
additional costs for a larger engine and associated power generation 
equipment. Since it was assumed that there was no thermal storage 
between the receiver and engine, the engine was sized to accept heat 
rates corresponding to peak insolation levels. The incorporation of a 
small amount of buffer storage (~1 hr) would probably result in a more 
optimal system. This further detailed optimization is left as the sub­
ject for future studies. 
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For the distributed systems of Table 2-8, Stirling engine 
arrangements generally provide the largest energy reductions due to 
their higher estimated efficiencies. However, other technologies are 
also promising with regard to potentially achieving substantial energy 
cost reductions over the baseline Heliostat-Rankine system of Table 2-7. 
Therefore, a set of candidate systems was selected to cover a range of 
technology options. These systems are described below: 

Reduction in Energy Cost*, % 

Selected Systems CF= 0.40 

• Parabolic Dish-Stirling with Redox Batteries 38 
and 1800°F He Receiver (PS-2) 

• Parabolic Dish-Brayton (closed) with Redox 26 
Batteries and 2000°F He Receiver (PB) 

• Multi-Dish-Stirling with 1500°F Liquid Metal 38 
Transport and Storage (PS/MD) 

• Multi-Dish-Combined Cycle with 1800°F Liquid 34 
Metal Transport and Storage (P(B/R)/MD) 

• Fresnel-Rankine with Redox Batteries and ll00°F 12 
Stearn Receiver (FR/DIS) 

* Referenced to Heliostat-Rankine Baseline system (HR) 

CF= 0.65 

47 

37 

44 

40 

25 

The parabolic dish-Stirling (PS-2) with an 1800°F receiver 
and focal-point mounted engine provides the largest reduction in energy 
costs. A similar system (PS-1) operating at 1500°F also achieves sub­
stantial but slightly lower reductions of 33% and 43% for capacJty factors 
of 0.40 and 0.65, respectively. 

The parabolic dish-Stirling with liquid metal receiver (PS/LM) 
operating at 1500°F achieves performance slightly higher than (PS-1), 
but lower than PS-2. All three systems exhibit high potential and PS-2 
was selected as being representative. It is indicated that achievement 
of 1800°F is desirable, but that a 1500°F system will provide most of the 
potential benefits. 

The parabolic dish-Brayton (PB) with small 20 kWe focal-point 
mounted engine provides substantial reductions. These reductions are 
significantly lower than the Stirling system because the cycle efficiency 
of small Braytons is lower than the Stirling. As discussed previously, 
Brayton engine efficiency drops as size decreases _whereas Stirling engines 
maintain nearly constant efficiency with variations in size. A higher 
operating temperature of 2000°F was used to partially offset the drop in 
engine efficiency. However, overall system efficiency gains for opera­
tion at 2000°F are small due to higher receiver heat loss (see Figure 2-2). 
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The parabolic dish-Brayton (subatmospheric cycle) identified 

as PB/SUB on Table 2-8 i,ichieves essentially the same reduction as the 

selected candidate closed-cycle Brayton system (PB). This follows 

because the efficiency potential of the subatmospheric cycle is assumed 

to be the same as the closed-cycle while costs are only slightly higher. 

The subatmospheric cycle is particularly compatible with vented 

(atmospheric pressure) cavity receivers and offers an additional system 

option if attractive vented cavity receivers are developed. 

The selected candidate multi-dish Stirling with liquid metal 

transport and storage attains nearly the same energy cost reduction as 

the parabolic dish-Stirling with small focal point mounted engine 

(PS-2) and battery storage. The primary reason is that liquid metal 

storage is projected to be more efficient and cost-effective as compared 

to battery storage, particularly for systems using Stirling engines 

which efficiently convert stored heat to electricity. Note that in 

Table 2-5, storage costs were normalized to delivered power by using a 

nominal conversion efficiency of 33%. For Stirling engines at 1500°F, 

overall conversion efficiencies are It; 40% and this would result in unit 

storage costs that are about 20% lower than shown in Table 2-5, i.e., 

liquid metal storage costs are below redox battery costs. 

The multi-dish arrangement employs seven dishes linked to a 

140 kW engine. It is significant that this clustered arrangement can 

potentially achieve cost reductions comparable to the single dish with 

20 kWe engine because Stirling engines being developed for automotive 

applications can be used in the multi-dish arrangement. 

The multi-dish combined cycle (Brayton/Rankine) also achieves 

sizeable reductions that are slightly less than the multi-dish Stirling. 

For this system and the heliostat-combined cycle system, H(B/R)/CH, 

1800°F liquid metal (sodium) transport was employed. Liquid metal 

transport at temperatures <1500°F is considered to be within presently 

achievable technology whereas higher temperatures such as 1800°F will 

require technology development to attain reliable systems. 

The Fresnel-Rankine with small heat engines mounted at the 

focal point (FR/DIS) was selected in order to include the optional 

technologies of the Fresnel lens and advanced small steam engines. 

Energy. cost reductions are considerably less than high temperature 

Brayton and Stirling options due to lower conversion efficiencies 

associated with lower temperature operation. As noted previously, 

advanced technology possibilities of the Fresnel lens have not been 

investigated. Further study is needed to determine how much additional 

improvement can be achieved. 

Referring to Tables 2-7 and 2-8 and the selected candidate 

systems, it is seen that both advanced central receiver and distri­

buted systems can potentially achieve large energy cost ~eductions 

relative to the baseline Heliostat-Rankine system. For the nominal 

estimates, the distributed systems achieve slightly greater reductions. 

Generally, two-axis tracking heliostats are less costly than distributed 
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dish concentrators, but the geometrical arrangement of a fixed tower­
mounted receiver results in optical losses associated with the so-called 
cosine effect and blocking and shadowing that are not encountered in 
distributed concentrator systems (Ref. 32). These losses of about 'v25% 
offset the lower cost for the heliostat mirror collection system 
relative to distributed systems. 

Thus, to a first order the central receiver and distributed 
systems are comparable in terms of potential for providing advanced 
systems that can approach system cost targets. Uncertainties in the 
projected data base are such that it is impossible to categorically 
choose either of the two basic approaches as being clearly advantageous 
in terms of strictly techno-economic considerations. 

To illustrate the gains derived from advanced technology, 
minimum cost contours for the baseline Heliostat-Rankine and the parabolic 
dish-Stirling are shown on Figure 2-10. These contours or envelope curves 
were derived via the computer optimization procedure depicted in Figure 
2-9. It is seen that the identified advanced configurations are approach­
ing system targets. It is felt that further detailed trade-off and 
optimization studies based on these systems will result in achievement of 
target values. 

For screening purposes, downtime (including scheduled and 
unscheduled maintenance) was taken to be ~ 14%, corresponding to a maxi­
mum capacity factor of 0.86 as shown on Figure 2-10. Along the minimum 
cost contour, both the capacity factor and collector field area increase 
as the load factor increases. The contour curves are relatively flat 
until they approach the maximum load factor limit. At this point, very 
large areas and storages are required and energy costs rise steeply. 
Hence, the primary operating capacity factor range for solar plants is 
considered to be between 0.40 and 0.75. 

The physical reason for the sharp increase in the contour 
curve at high load factors is based on weather-related characteristics. 
When long periods of inclement weather (e.g., several days) are en­
countered, the solar plant cannot deliver energy during this period 
unless days of storage and a collector field size large enough to fill 
this storage while delivering rated power are provided. If this were 
done, the collector field and storage system would be under-utilized 
during most of the operating time of the plant. To approach the 
maximum capacity factor, it is necessary to deliver energy during long 
periods of inclement weather. 

For both the baseline and advanced parabolic dish-Stirling, 
the minimum energy cost contours increase monotonically with capacity 
factor. The Heliostat-Rankine increases more rapidly. This more rapid 
increase is attributed to storage system characteristics. The oil/rock 
sensible thermal storage of the baseline system accepts heat at 'v1000°F 
but is only able to deliver heat at 500-600°F. This results in -low 
system efficiencies when operating from storage. As capacity factors 

2-42 



.. 
.s::. 

~ 
~ 
E .. 

I-
N 

I 

II) 

.i:--
0 u 

l.,J >-
C) 

8:i 
z 
w 

240 

200 

160 

120 

80 

40 

NOTE: BASED ON NOMINAL (MOST LIKELY) 
ESTIMATES 

• PLANT RATING: 10 MWe 
• PLANT STARTUP: 25 YEARS AFTER BASE YEAR 
• 1977 BASE YEAR DOLLARS 

HELIOSTAT-RANKINE (HR) --­
(BASELINE) 

PARABOLIC DISH _____________ _ 

STIRLING (PS-2) 
I 

oe: 
0 
I- UJ 
Uu 
<(z 
u.. <( 

>-z 
1-UJ 
u1-
<( Z 
a..­
<(<( 
u~ 
~z 
::) 0 
~o xw 
<( l/') 

~~ 

--------S-YST-EMT-ARG-IT-----------7-----

I 
I 
I 

0 '---..---........ -----:-'":-------'-:-----:--'"-:------::--'-=-------:-"----...L....------'------'---'-----.l 
0 0 .1 0 .2 0 .3 0 .4 0 .5 0 .6 0.7 0.8 0.9 1.0 

CAPACITY FACTOR 

Figure 2-10. Improvement in Minimum Energy Cost Contour 



increase, more operation from storage is required and this results in a 
more rapidly rising minimum cost contour curve. Advanced thermal 
storage systems such as liqui~ met~ls and thermocline concepts tend to 
have much smaller temperature drops through storage and consequently 
have flatter contour curves. 
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SECTION III 

EVALUATION OF SELECTED ADVANCED POWER SYSTEMS 

In the preceding section, promising candidate systems and asso­
ciated advanced technologies were identified via a screening procedure. 
This section is concerned with the evaluation of the selected advanced 
systems. The risk/decision analysis methodology predicated on use of 
probabilistic techniques to evaluate advanced power systems is first 
described. Then, the benefits derived from the selected advanced tech­
nology candidates are determined with data base projection uncertainties 
treated in a probabilistic manner. Finally, candidate systems are 
ranked in terms of (1) potential benefits and (2) risk/decision criteria 
where benefits are weighed against factors such as developmental risk, 
probability of success, reliability, etc. 

A. RISK/DECISION ANALYSIS METHODOLOGY 

The methodology employed herein is basically an adaptation of 
well-established risk/decision analysis methods used in managing 
industrial/commercial enterprises. Since projections of advanced 
system techno-economics involve large uncertainties, a method specifi­
cally tailored to decision-making in an environment of large uncertain­
ties was adopted for the present study. This method is characterized 
by the use of simple probabilistic techniques since more elaborate 
procedures cannot be meaningfully implemented when uncertainties are 
large· and probabilistic distributions can only be roughly estimated. 

1. Basic Premise 

In decision-making the three basic factors of benefit, cost, and 
risk must be weighed. For the evaluation of advanced systems, the 
benefit is the projected cost savings over the baseline system. The 
cost is the advanced technology investment required to bring the 
advanced system to the point of commercial readiness in the projected 
implementation time-frame. Risk is primarily governed by an assessment 
of probability of success in terms of the type and degree of technology 
development required. 

The fundamental relationship that must be satisfied before under­
taking a venture is as follows: 

(Probability of Success) X (Annual Savings)~ Equivalent Uniform 
Annual Cost 

This simply states that a net gain is expected as a result of cost 
expenditures (i.e., advanced technology investment). Multiplication 
of the projected annual savings by the probability of success intro­
duces the element of risk. For example, consider two advanced tech­
nology projects requiring the same investment where one has a modest 
projected annual savings and the other has large projected savings. The 
project with larger potential gains is not necessarily the best choice. 
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If the high gain approach has a low probability of success, it may be 
less desirable than the project with a modest projected gain. 

2. Probabilistic Techniques 

A key element in the methodology is the projection of annual 
savings. These savings are the energy cost savings of the advanced 
system as compared to the baseline system times the annual energy 
delivered by the advanced power plants. The annual energy is determined 
by the penetration of the advanced solar system into the power network 
and this in turn is strongly influenced by the energy cost of these 
solar systems vis-a-vis other alternatives. 

Energy costs depend on projections of both performance and 
economics of advanced systems. These projections involve large uncer­
tainties which were treated via the range approach in previous studies 
(Refs. 2 and 35) where uncertainties were treated as bounds on a range 
of values. A nominal value corresponding to a most likely estimate 
within the range was selected. Nominal values for all data base para­
meters were used to determine nominal system energy costs. Highest 
efficiencies and lowest costs were combined to determine lower bound 
energy costs while lowest efficiencies and highest costs yielded upper 
bound energy costs. 

An improved approach as used in the present study is to associate 
the uncertainty range with probabilities (Ref. 36). This probabilistic 
measure of energy cost uncertainties can then be related to the pro­
bability of success. In this way, the risk/decision analysis methodo­
logy can be implemented. 

A four-step procedure is used to relate uncertainty ranges with 
probabilities. According to this procedure, it is necessary to 

1) Express costs, system efficiencies, and other relevant 
performance parameters in terms of three point estimates 
(low, most likely, and high). 

2) Generate random value distributions based on the three 
point estimates. 

3) Conduct performance and economic simulations of solar 
thermal power plants using probabilistic distributions 
for each parameter. 

4) Generate probabilistic distributions for both capacity 
factor and energy costs, where canacity factor is a 
measure of the energy delivered and is therefore 
reflective of overall system performance. 

Where large uncertainties exist, experience has shown that in 
making estimates, most people achieve their best effectiveness when 
estimating 10% high-low bounds and a most likely value (Ref. 37). This 
is the basis of the three-point estimate method illustrated on Figure 3-1. 
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Figure 3-1. Three-Point Estimates 

For the low estimate, there is a 10% chance that the value could be 

lower. For the high, there is 10% chance that the value could be higher. 

The most likely value occurs within the range bounded by the high and 
low estimates and reflects the estimator's best judgement. 

Based on three-point estimates of low, high, and most likely 

values, the mean and standard deviation are computed (see Figure 3-1). 
These values are then used in determining probabilistic distributions. 

A digital computer technique employing Monte Carlo methods was selected 

as a convenient way of generating random distributions. 

The random distribution for costs, efficiencies and performance 
parameters serve as inputs to power system simulations. The simulation 

methodology is depicted in Figure 3-2. The power plant is comprised of 

subsystems that are characterized in terms of techno-economic parameters 

for which three point estimates and probabilistic distributions are 
generated. 

Sets of randomly selected values are sequentially used as inputs 

to the power plant simulation program described previously. Correspond­

ing values of capacity factor and energy costs are plotted as a function 

of frequency of occurrence. This plot is the probability distribution 

which reflects the effect of the probability distributions for all the 

input parameters. Since a large number of random sets or trials are 

necessary to generate a distribution curve, an approximate technique for 

bypassing the lengthy hour-by-hour simulation was developed (Ref. 36). 

The dashed line on Figure 3-2 corresponds to this computational shortcut. 
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Figure 3-2. Probabilistic Simulation Methodology 

Cumulative probabilities are determined (integration of frequency 
of occurrence curves), after energy cost distribution curves are 
obtained via the procedures described above. These cumulative values 
associate the energy cost range with probabilities, i.e., each energy 
cost value is associated with a unique probability value. Low energy 
costs are associated with low probabilities while high values have high 
probabilities. 

Returning to the fundamental decision/risk relationship, it is seen 
that for a projected annual savings there is a breakeven probability of 
success where the advanced technology investment is likely to be 
recove!'ed, i.e., 

Breakeven probability of success Equivalent Uniform Annual Cost 
Annual Savings 

There are many complex and interacting factors which govern esti­
mates of probability of success. Large advanced technology expendi­
tures (high equivalent uniform annual costs) will generally increase 
probability of success, but advanced technology funding is limited 
and a realistic assessment of options should consider this constraint. 
Annual savings depends on both the energy cost savings over the baseline 
and the penetration (number of plants built), but the penetration depends 
on the energy cost savings as well as the absolute value of the energy 
cost relative to non-solar alternatives in the implementation time-frame. 
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Since a detailed examination of these complex relationships is not 

within the scope of the present study, a comparison approach based on 

first order considerations is employed. To a first order the dominating 

factor is energy cost savings. It directly determines annual savings 

and is a primary driver with regard to penetration. By stipulating that 

the candidate systems be compared under the condition that the target 
energy cost value of SO mills/kW-hr is achieved, the cost savings and 

associated impact on penetration for all systems will be the same. 

The systems can then be compared in terms of (1) their relative 

probabilities for achieving the target energy cost value and (2) rela­

tive risks as measured by factors such as technology status, materials 

availability, component reliability characteristics, safety, environ­

mental impacts, and flexibility or modularity with regard to varying 
power plant size. 

Since energy costs are the dominant considerations, the probabili­

ty of success is taken to be proportional to the probability of 

achieving the energy cost target as weighted by relative risks, i.e., 

high risks reduce probability of success whereas low risks result in 
an increase. 

B. RANKING OF ADVANCED SYSTEMS 

Application of probabilistic simulation techniques to the 

advanced systems selected by the screening process results in energy 

cost ranges for each system where each value in the range is associated 

with a probability (Figure 3-3). The probability decreases from high to 

low values in the range which corresponds to the increasing difficulty 

of achieving low values. 

In terms of the probabil~ty of achieving the cost target, all of 

the selected systems exhibit substantial improvements over the Heliostat 

Rankine (HR) baseline system, For distributed systems, the parabolic 

dish-Stirling (PS-2) has the highest probability whereas the heliostat­

Stirling with liquid metal storage and transport (HS/LM) has the best 
probability for central receiver systems. 

If the candidate systems are compared solely in terms of potential 

for cost savings, the sys terrs can be ranked in .terms of their relative 
probability of achieving the cost target as presented on Figure 3-3. 

1. System Risk Evaluation 

The candidate systems were evaluated in terms of risk. For this 

purpose, each system was broken down into five major parts and each part 

was then rated in terms of six weighting factors. The procedure is 

illustrated by Table 3-1 where the baseline heliostat-Rankine system is 

treated. 

A numerical rating scale for risk was used to determine values to 

be used in the subsystem-weighting factor matrix of Table 3-1. . Th~ scale 

ranges from Oto 10 and these numerical values are related to the level 
of risk as follows: 
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Table 3-1. Risk Factor for Heliostat-Rankine with 
Steam Transport and Oil/Rock Thermal Storage (HR) 

Subsystems 
Weighting . 

Energy Energy Energy Factors Concentrators Receivers 
Transport Storage Conversion 

Technology Status 3 3 0 3 0 

Materials 3 3 0 3 0 
Availablability 

Reliability 3 3 0 3 2 

Safety 2 3 3 3 2 

Environment 0 0 0 3 2 

Flexibility, 1 4 0 2 3 
Modularity 

Subsystem Totals 12 16 3 17 9 

Total System Risk Factor = Subsystem Totals = 57 

Numerical 
Index Level of Risk 

0 

5 

10 

No Risk - Technology and materials readily available; 
proven components having high reliability with low 
maintenance; no safety problems; non-polluting; highly 
flexible or modular design characteristics. 

Moderate Risk - Technology and materials can be developed 
without breakthroughs; acceptable reliability with 
moderate maintenance; acceptable safety with implementa­
tion of straightforward procedures; pollution controllable 
with available and low-cost techniques; scale effects, 
but moderately flexible and modular. 

High Risk - Technology and materials breakthroughs 
required; unreliable unless difficult and costly main­
tenance procedures are employed; potential hazards 
require extreme safety precautions; pollution difficult 
to control~- costly systems required; large scale 
effects result in poor flexibility and modularity. 

As seen from Table 3-1, the baseline system has low risk. Numerical 
values <5 are ascribed to the· element's of.' the matrix. · It is noteworthy 
that the system employs existing steam technology for energy conversion 
and transport which significantly reduces risk. Each advanced system 
candidate was evaluated in a manner similar to the baseline. These 
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systems generally entail greater risk, particularly with regard to items 
such as advanced energy conversion systems, liquid metal transport and 
storage, and high temperature receivers. The Stirling engine has the 
highest efficiency potential but is the least well-developed and con­
sequently has the highest risk. Liquid metal systems necessitate more 
stringent safety precautions and high temperatuce receivers requir~ use 
of ceramic materials technology and design/development activity to 
achieve reliable operation under temperature cycling imposed by the 
diurnal nature of insolation availability. 

Using the baseline system to normalize values, the relative pro­
bability of achieving the energy cost target is presented as a f~nction 
of relative system risk in Figure 3-4. The relative system risk factor 
is the total system risk factor for an advanced system divided by the 
baseline value of 57 (see Table 3-1). It is seen that steam and inert 
gas systems are associated with lesser risk than liquid metal systems. 

The higher risk of the Fresnel-Rankine (FR/DIS) relative to the 
baseline is associated with the technology status of the Fresnel lens, 
the advanced small steam engine and redox battery storage. Other com­
ponents are similar to the baseline. The parabolic dish-Brayton (PB) has 
additional risks associated with use of high temperature receivers. The 
parabolic dish-Stirling (PS-2) employs all of the same components as 
(PB), but has higher risk in terms of an earlier development status for 
the Stirling engine. The Stirling has lesser scale effects and is 
inherently more flexible than the Brayton in the small size range used 
for dish systems and this improves its rating relative to the Brayton. 

For liquid metal systems at 1500°F, the heliostat-Brayton (HB/LM) 
has a lower risk than the parabolic Stirling multi-dish (PS/MD) or the 
heliostat-Stirling (HS/LM) primarily because Brayton engine technology 
is considered to be well developed. Use of liquid metals-at 1800°F will 
probably require substantial development activity and hence systems in 
this range have a higher risk rating. For Brayton/Rankine combined 
cycles to be beneficial, temperatures of at least 18000F are desirable. 
For the combined cycle, parabolic multi-dish (P(B/R)/MD) and the helio­
stat-chemical storage (H(B/R)/CH) shown in the 1800°F range, risk could 
be reduced by employing gas transport. However, this would reduce 
efficiency, increase energy costs, and thereby reduce the relative pro­
bability for these systems to achieve the energy cost target. 

For all the systems shown on Figure 3-4, the relative probability 
increases more than relative risk except for H(B/R)/CH which involves 
chemical storage. As noted previously, reversible chemical storage 
systems are in a very early stage of development, and it is clear that 
further development and optimization are required before these systems 
can be regarded as viable candidates. All of the other systems offer 
some improvement from a gain versus risk viewpoint". The parabolic-dish 
Stirling (PS-2) appears to have outstanding potential primarily due to 
high projected efficiencies for Stirling engines, particularly at small 
sizes. 
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When interpreting the results of Figure 3-4, it is significant to 

note that many of the systems have elements in common. Dish systems 

employ the same concentrators while central receivers use the same 

heliostats. In this context, generalizations from Figure 3-4 are as 

follows: (1) Stirling engines represent the most promising advanced 

heat engine technology, (2) Brayton and Brayton/Rankine combined cycle 

offer substantial gains with established technology, and (3) liquid 

metal technology provides advantages with some increase in risk. 

2. Advanced Technology Investment Considerations 

As discussed previously, the basic decision/risk relationship pro­

vides a basis for considering advanced technology investments in terms of 

potential savings and associated probability of success. The relationship 

can be expressed as 

where 

CT [(~EC) (P x LF x 8760)] ~ 
s 

CT = probability of success 
s 

(R&D)CRF 

~EC Baseline energy cost 
mills $ 

target energy cost, kW hr or MW hr 

P = total penetration of solar power, MW 

LF load factor 

R&D total present value of research and development expenditure 
in base year dollars 

CRF = capital recovery factor 

Note that ~EC is a levelized value (Ref. 3) based on present value 

costs expressed in base year dollars. This is consistent with use of 

present value advanced technology costs as defined above. For a load 

factor of LF = 0.40, ~EC= 102-50 = 52 $/MWe hr. Assuming a capital 

recovery period of ~30 years and an interest of ~10%, the capital recovery 

factor CRF ~0.10. Using these values, the advanced technology expendi­

tures can be determined as a function of probability of success and 

penetration. 

The probability of success for candidate systems is evaluated by 

adopting the criterion that the probability of success equals the pro­

bability of achieving target energy costs for moderate system risks. 

For moderate risks, all elements of the matrix on Table 3-1 would be 5 

and the total system risk factor SRF would equal 150. Since the prob­

ability of success is taken to be inversely proportional to SRF, 

( 
150) CT - CT --

S ec SRF 

where CTec is the probability of achieving target energy costs. For low 

to moderate risk systems where SRF ~150, the probability of success is 

greater than the probability of achieving target energy costs. For 

moderate to high risk, SRF ~ 150, probability of success is lower. The 
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above weighting improves the probability of success of low risk systems 

relative to higher risk systems. 

The maximum allowable advanced technology expenditure to satisfy 

the basic rel~tion is presented in Figure 3-5 as a function of probabil­

ity of success normalized to the value for the baseline system. The 

effect of penetration is shown parametrically. For a total penetration 

of 10,000 MW as used for mass production cost estimating in the present 

study, the maximum allowable advanced technology· for the baseline HR 

system is ~$1.5 billion. This is the advanced technology that could be 

spent on the baseline system to achieve the target energy cost of 

50 mills/kWe-hr. 

Due to its higher risk and relatively low gain, H(B/R)/CH has a 

lower probability of success than the baseline. This corresponds to a 

lower allowabie advanced technology of $800 million. Based on this 

fiDding, this chemical storage system should not be pursued as presently 

configured. Fundamental studies are needed to reconfigure reversible 

chemical storage to a more viable fonn before it should be considered as 

part of a power system. 

For the remaining central receiver candidates, the increase in 

allowable advanced technology cost over the baseline for HB/LM and 

HS/LM is ~$700 million and ~$1.3 billion, respectively. This infers that 

$700 million is justified for the additional technology for Brayton and 

liquid metal systems. The Stirling engine warrants a further $600 million 

above the Brayton. 

Considering distributed systems, the Fresnel-Rankine (FR/DIS) has 

an allowable incremental advanced technology of ~$150 million over 

the baseline. Incremental costs for Brayton and Brayton/Rankine combined 

cycle systems identified as PB and P{B/R)/MD are ~$900 million and 

~$1.5 billion, respectively. For Stirling systems, PS/MD and PS-2, 

incremental costs are ~$2.5 billion and $5 billion. 

It is thus evident that substantial advanced technology cost 

increments over the baseline are warranted for advanced systems since 

these systems have a higher probability of success. Since allowable 

costs are a direct function of solar power penetration, it is required 

that sizeable penetrations be achieved. It is felt that if the target 

cost of 50 mills/kWe-hr is achieved, a penetration of the order of 

10,000 MWe is a reasonable estimate. 

3. Other Benefits 

In addition to direct benefits regarding efficient power genera­

tion, high temperature advanced technology systems provide other bene­

fits primarily associated with enlarged possibilities for implementation. 

High temperature systems are advantageous for total energy/cogeneration 

applications since rejected heat from power conversion is available at 

temperatures suitable for many industrial/commercial processes (Ref. 38). 

For industrial/chemical processes requiring high temperatures, genera­

tion of high temperature is a prerequisite for using solar energy. 
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Advanced high-temperature distributed systems tend to be highly 

modular. Since it is difficult to transmit high-temperature thermal 

energy over large distances, high-temperature distributed systems are 

generally comprised of a large number of small heat engine-collector 

modules. 'This arrangement has inherent flexibility with regard to power 

plant size. The appropriate number of modules can be used to match the 

needs of the application. If power needs grow with time, additional 

modules can be added. Thus, the development of the required advanced 

technology for a basic power module can serve a wide spectrum of needs. 

Mass production of the same module for all these needs offers potential 

for low costs. 

The net result of the size flexibility described above for dis­

tributed systems is that energy costs are insensitive to power system 

size (see Ref. 2). For smaller plants, indirect costs comprise a larger 

fraction of total plant costs, but electrical collection of energy from 

the modules is reduced. Neither of these items are major cost drivers 

and hence energy costs are essentially invarient over a large range of 

sizes. 

Central receiver systems employ a large number of identical 

heliostats that can be mass-produced. Over a range of power plant 
sizes, it may be possible to use the same basic heliostats with some 

modifications with regard to number or orientation of mirror facets. 

The effect of scale on central receiver systems involves detailed and 
complex tradeoffs. Only limited studies have been performed (Ref. 39) 

and a consensus has not yet been reached. 

It is generally agreed that smaller central receiver systems will 

have higher energy costs due to higher unit heliostat costs (greater 

number of facets) and/or lower performance associated with determining 
receiver size in the context of tradeoffs with collector cost. Here, 

use of small heliostat mirror facets results in a smaller receiver area 

and lesser reradiation losses. Studies to date indicate that central 
receiver systems will experience sharply increasing energy costs for 
sizes below ~1-2 MWe. The energy cost will increase when reducing the 

size from 10 MWe to ~1-2 MWe but much less severely. According to data 

in Ref. 39, it is possible that the increase from 10 MWe to ~2 MWe could 

be very small. 

Much further study regarding the scale effects of central receiver 

systems must be conducted before definitive conclusions can be drawn. 

However, based on the preliminary results available, it appears that 

both central receiver and distributed systems can meet a large range of 

dispersed power needs with distributed systems having an advantage for 

small power applications <1-2 HWe. 
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SECTION IV 

CONCLUSIONS 

The primary thrust of the present study is to support advanced 
technology planning activities by identifying potentially promising 
advanced systems and associated technologies for dispersed solar thermal 
electric power plants in the 1990-2000 time-frame. The study focuses on 
a limited set of candidate technologies that appeared to be promising 
based on a preliminary screening and the conclusions below should be 
viewed in this context. 

• Two-axis tracking concentrators, namely the heliostat for 
the central receiver and the parabolic dish for point­
focusing distributed systems, have the highest optical 
collection efficiencies and are therefore the most promising 
advanced technologies for achieving the high temperatures 
necessary for efficient electric power production. 

• Highest power plant system efficiencies (two-axis tracking 
systems) occur between 1500°F to 2000°F as the result of a 
tradeoff between increasing engine performance with tempera­
ture and higher heat losses from the receiver. 

• Advanced high temperature systems using technologies such as 
advanced Stirling and Brayton engines, and liquid ,metal 
transport and storage improve the probability of success 
for achieving the target energy cost (50 mills/kWe-hr) by 
factors as high as 4 to 5 compared to present generation 
(Barstow pilot plant) central receiver systems. 

Higher probabilities of success for advanced technology 
systems warrant additional advanced technology expenditures in 
the over billion dollar range for a projected solar penetration 
of 10,000 MWe in the 1900-20C,O time-frame. 

• Stirling engines achieve the highest projected efficiencies 
over a wide size range and are ther~fore identified as being 
the most attractive advanced energy conversion technology. 

• Brayton and Brayton/Rankine systems provide substantial 
improvements in probability of success using technology 
that has been developed to a relatively mature stage in the 
1500°F to 2000°F range and their adaptation to high­
temperature solar systems will improve the overall advanced 
technology program's prospects of achieving major gains. 

• Liquid metal transport (short distances) and storage systems 
are advantageous in linking the receiver and engine since 
they provide high heat transfer rates coupled with relatively 
low pumping requirements and consequently their develop~ent 
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into reliable and ·safe systems will greatly enhance system 
design flexibility. 

• Storage technologies of solid/gas sensible heat and 
reversible chemical reactions require further basic study 
and optimization to improve their performance ano cost 
characteristic to the point where they can be considered 
as viable candidates for power systems. 
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SECTION V 

RECOMMENDATIONS 

Based on a comparative analysis of a limited set of candidate 
advanced systems, technologies which are considered to be worthy of 
recommendations for substantial advanced technology effort were identi­
fied. Additionally, subsystems/components and promising new concepts 
that warrant further investigation were delineated. Specific recom­
mendations are given below: 

Recommendations for Substantial Advanced Technology Effort 

• Focus development activity for low-cost, two-axis tracking 
collector systems (concentrators and receivers) on high 
quality concentrating surfaces (<0.1° slope error) and high 
temperature receivers (including ceramic material designs) 
needed for the 1500°F - 2000°F temperature range. 

• Accelerate Stirling engine technology development with 
emphasis on optimizing the interface between the Stirling 
engine and the rest of the solar power system. 

• Undertake a Brayton and Brayton/Rankine effort directly aimed 
at developing advanced technology to extract the highest 
possible performance within constraints of maximizing 
overall system cost effectiveness. 

• Pursue a wide spectrum of liquid metal transport (including 
heat pipes) and storage options in a coordinated manner with 
emphasis on high temperature materials problems and the 
evolution of innovative designs for low cost mass p~oduction. 

Recommendations .for Further Invest;i.gation 

• Conduct basic studies/investigations to determine performance 
and cost characteristics of both solid/gas sensible storage 
(e.g., MgO bricks) and reversible chemical reaction storage 
encompassing chemical transport. 

• Implement tradeoff studies to delineate potential for receiver 
improvements by using secondary reflecting surfaces forward 
of the receiver aperture. 

• Pursue potentially promising new concepts for energy con­
version including (1) the electrolyzer::-fuel cell electro­
chemical cycle, (2) reactive fluids for closed cycle heat 
engines and (3) ternary and quarternary combined cycles. 
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APPENDIX A 

SUMMARY 

A survey was made to accumulate data on the performance and cost 

of advanced energy conversion systems that might be suitable as candi­
dates for solar thermal power systems in the time-frame 1990-2000. 

Advanced energy conversion systems are defined as second generation 
systems that are beyond the state-of-the-art with respect to performance 

and, in most cases, are not now amenable to mass production. In addi­
tion to state-of-the-art 1000°F steam Rankine, used in the past as 

baseline technology, Stirling cycle, Brayton cycle, combined cycles, 
and various Rankine cycles were considered. Included in the last two 

categories, for example, were liquid metal topping cycles on steam 

Rankine, and organic Rankine bottoming to Brayton cycles. Heat engines 

only were considered. 

For the purposes of this study, two aspects of performance were 

required: cycle and/or overall efficiency (ratio of heat in to electric 

power out) as a function of (1) peak cycle temperature and (2) engine 

or plant size. Of interest was the performance and cost of engines and 

plants in the size range 20 kW to 50 MW. Because of the variability of 

solar insolation, information was sought on the part-load performance 

of the candidate systems. An attempt was made as well to locate informa­

tion concerning the reliability and/or lifetime of these systems. 

I. INTRODUCTION 

The purpose of this survey was to compile the required data base 

for candidate energy conversion systems as subsystems for solar thermal 

power technology development in the years 1990 to 2000. 

In a previous study (Ref. A-1), it was shown that the single 
largest contributor to the energy cost of solar thermal power systems 

is the collector-field cost. Because the collector area (and thus the 

cost) depends on the efficiency of the energy conversion system(s), 

engine efficiency has considerable influence on the total energy cost. 

In contrast, the capital cost of the energy conversion system was not 
a major contributor toward the total energy cost (Ref. A-1). Thus, in 

the present study the main effort was directed at performance rather 

than cost. An attempt was made, however, to determine the role that 

large-scale mass production might have on the cost of energy conver­

sion systems. 

An initial list of candidate energy conversion systems included 

advanced steam Rankine (baseline), advanced gas open-cycle Brayton, 

Stirling cycle, and combined cycles such as Rankine with Brayton or 
liquid metal topping cycles. This list essentially was identified in 

Ref. A-1 as of intermediate (1985-2000) potential. Other attractive 

options were not excluded. 
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The required performance data included basic cycle or thermal 
efficiency as well as overall subsystem efficiency. This overall 
efficiency is defined as the thermal equivalent of electricity delivered 
at the bus bar to the heat input to the engine subsystem. Thus, it 
should include all auxiliary equipment losses such as might occur in 
the mechanical power train, electric generator, power conditioning 
equipment, etc. Also desired was the part-load performance of the 
energy conversion system. 

Cycle efficiency in the temperature range 1000°F to 2000°F was 
one parameter that was considered. However, with the exception of 
1000°F steam Rankine systems, the main range of interest for peak cycle 
temperature was 1500°F to 1800°F where the combined collector-heat 
engine performance achieves an optimum. This restricted range also 
helps to alleviate problems related to high temperature materials, 
e.g., blade cooling in turbines. 

Whereas turbomachinery heat engines (e.g., gas turbines) exhibit 
some increase in efficiency with size or rating, reciprocating heat 
engines indicate little or no size effect on efficiency as based on 
principles of similitude. Dispersed power systems utilize small engines 
fitted individually to single dishes or, perhaps, to _a cluster of dishes 
supplying thermal energy to a single larger heat engine. Thus, mass 
production raises the prospect of cost savings for cases involving the 
use of many small heat engines with power levels up to, or below, those 
of small automotive engines. Tradeoffs in engine size and number of 
production units are not difficult to contemplate, as is the relation 
of peak cycle temperature and other state variables to performance. For 
the foregoing reasons, individual heat engines in the size range 20 kW 
to 50 MW were of interest. There are constraints, however, in some 
cases such as Stirling engines. State-of-the-art Stirling engines are 
fairly small, the largest being in the range of 400 hp. 

Such factors as engine size, weight and shape are important in 
relation to structures, stability, vibration, optical blockage and 
ease of maintenance, but were beyond the scope of this study. Also not 
included were the cost, availability, and safety aspects of the working 
fluids for power cycles. 

Towards the latter part of this study, 'it became evident that 
more detailed information on component performance was necessary to 
account for losses in bearing friction and windage, gear box, electric 
generator, etc. Some of these factors depend on size. It is likely 
that the overall efficiency of conversion systems is even more dependent 
on size than thought previously, and that the total losses might become 
increasingly significant with decreasing engine size. Electric genera­
tor efficiency not only decreases with size but, like heat engines, 
displays a distinct part-load characteristic. It was not possible in 
this study to account for all of these influences on performance. 
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II. A.PPROACH AND METHODOLOGY 

The approach was -to gather performance and cost data on the various 
heat engines from the widest:possible va:riety of sources. Much informa­
tion was received from Lewis Research Center (LeRC), Refs. A-2 through 
A-5. Other information was obtained from government and industry reports, 
company brochures, the open literature, and private consultations with 
industry. References A-6 through A-13 are termed general references 
because they discuss a variety of heat engines. References A-14 through 
A-69 are broken into categories as listed. 

The data in these references reflect many viewpoints and differ in 
scope, quality, quantity, and descriptive detail. Information was in 
the form of individual data points, curves, and data bands, some tabu­
lated, some plotted. Included were data for existing experimental and 
production systems, theoretical projections, and predictions for future 
systems. The starting point for this study was Ref. A-13, an earlier 
compilation of data. More of the d~ta was related to the effect of 
cycle temperature than to engine size. 

Particular attention was directed towards classifying the data 
according to the particular efficiency specified, i.e., (thermal) effi­
ciency, overall, or "plant" efficiency. The latter term is sometimes 
used in describing large power system efticiencies, particularly Rankine 
systems that include boiler efficiencies. 

As the data became available, efficiency was plotted as a function 
of temperature and size. Clearly, this methodology does not isolate 
these two effects because concomitant changes in other variables are 
likely to occur. Larger systems tend to become more ~omplex with the 
addition of recuperation/regeneration, intercooling, reheat, feedwater 
heating, etc., as the case may be. Combined cycles are particularly 
difficult to characterize because of numerous variables. 

Curves were traced through the data. They were labeled low, 
nominal and high to reflect an uncertainty to be utilized later 
in sensitivity analyses for s_elected candidate solar thermal power 
systems. In terms of subjective judgment, these curves tended to 
reflect state-of-the-art, mid-term, and far-term technology, respec­
tively. An additional bias, of course, was the complexity of the 
engine systems being reviewed. For example, a simple Brayton cycle 
would yield relatively low performance compared to an advanced recuper­
ated Brayton cycle. Relatively greater reliance was placed on sources 
that compared several heat engines rather than just one type. Relative 
performance trends were thereby elucidated because, presumably, the 
basis and ground rules for comparison were the same. 
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III. PERFORMANCE ~ROJECTIONS 

A. STIRLING 

Descriptions of the Stirling cycle, and the history, development 
and curr'ent status of Stirling engines are presented at length in 
Refs. A-11, A-14, A-27 and A-28, and will be treated only briefly here. 

From the performance point of view, the Stirling and Ericsson 
cycles are attractive because they alone, of all current heat engine 
cycles, offer the potential of achieving Carnot efficiency. This is 
true because, in principle, the compression and expan_sion processes 
are isothermal. In real engines perfect isothermal processes cannot 
be achieved. Besides high performance, other advantages of Stirling 
engines often stated are long lifetime, quiet and reliable operation, 
and low pollution levels. Stirling engines operate at low rpm and 
therefore do not require costly, high-reduction gear trains. 

Mechanical-drive Stirling engines already have achieved thermal 
efficiency in excess of 40%. Advanced far-term engines are expected 
to achieve efficiencies in the 50 to 60% range. It is conceded that 
free-piston Stirling engine development lags behind the mechanical­
drive type by several years. Free-piston Stirling engines have achieved 
about 30% thermal efficiency, and 40% or more is expected in the 
near-term. Free-piston engines offer the option of direct generation 
of electricity using linear alternators. 

Stirling engines are being developed by several companies in the 
United States and abroad, but none as yet are available commerciaJ~y. 
Many small engines in the range of a few kW to 20 kW have been built 
and tested for research purposes. Several European companies are 
developing engines in the automotive size range. The Department of 
Energy currently is evaluating the use of larger Stirling engines for 
stationary production of power (Ref. A-28). The effect of size on 
engine performance is expected to be minimal. However, in actual 
practice, the performance of very small engines may become degraded due 
to heat transfer and fluid dynamics effects that do not scale propor­
tionately. Larger size units can be constructed by coupling several 
small units (Ref. A-26). Apparently, the largest single unit built 
to date has been in the range of 400 hp (Ref. A-20). 

Stirling engines are closed-cycle machines; the current choice 
of working fluids is helium or hydrogen. Heat is applied externally 
using another heated fluid such as air. Thus, the engines are readily 
adaptable to a wide variety of heat sources, including solar, and many 
different fuels. Internal heat transfer and fluid dynamics in Stirling 
engines and in the regenerators and heaters are extremely complex. The 
achievement of higher heater temperatures (exceeding 1500°F), and thus 
higher performance, is beset by several problems associated with 
advanced materials development. 
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Technology risk areas that require further development include 
the heater head (cost and durability) and seals for the pistons and 
piston rods to prevent working fluid contamination. In solar applica­
tions, additional work is needed to develop heat transport systems to 
the heater head and stable control systems. Mass production tech­
niques require further study. It is anticipated that the course of 
Stirling engine mass production trends will be similar to that of auto­
motive engines. Costs are projected to parallel Diesel engines (Ref. 
A-11). The lifetime of Stirling engines still is an open question. It 
is encouraging that laboratory engines have run in excess of 25,000 
hours (Ref. A-27). 

Clearly, there is a long way to go before bigly reliable, high 
performance Stirling engines can be made available in mass production 
quantities at low cost. There is no reason to expect that current 
problems cannot be overcome if intensive advanced technology is pursued. 
At this writing there is another report that soon may become available 
generally (it is not included in References A-14 through A-28): "Design 
Manual for Stirling Engines," by W.R. Martini, University of Washington 
Joint Center for Graduate Study, a report written for DOE under a grant 
administered by NASA-LeRC. 

In Figure A-1, estimated cycle efficiencies are plotted for 
Stirling heat engines over a wide temperature range. Cycle efficiency, 
without generator, is given, rather than overall efffciency, because it 
is more conventional, and because little data for overall efficiency is 
available. Also included in Figure A-1 are curves indicating various 
fractional values of Carnot efficiency for comparison purposes (short­
dashed curves). Note that the Stirling cycle efficiency curves have 
steeper slopes than do the Carnot curves. 

Early in this study, a considerable body of data was plotted to 
estimate the effect of size on Stirling engine cycle efficiency. In 
the range of 5 to 100 kWe output, a significant effect of size was 
shown in the faired, estimated curves. This data was applied to 
experimental engines developed for different te~perature and pressure 
conditions and for a wide span of development in the time frame. It 
was concluded that the data did not reflect the effect of engine size. 
Reciprocating engines should not exhibit much effect of size on efficiency, 
e.g., see Ref. A-28. Therefore, it is now as~umed that Stirling cycle 
efficiency is independent of engine size for the purposes of this study. 

A curve of typical part-load relative efficiency for the Stirling 
engine is shown in Figure A-2. The curve applies to constant speed 
and constant temperature operation, and was estimated from performance 
data available for the P-75 United Stirling engine. A similar, but 
slightly lower curve was obtained from Philips-Ford data given in 
Ref. A-11. In the present computer simulation of solar thermal power 
systems part-load characteristics in terms of power out (as shown in 
Figure A-2) are not directly used. It is more convenient to use heat 
input (varying) rather than power input for the calculations. Part-· 
load efficiency of Stirling (and other) engines is tabulated in Table A-1 
as a function of heat input. 
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Figure A-1. Estimated Stirling Cycle Efficiency 

B. BRAYTON 

The Brayton cycle has been used successfully for many years in 
Aircraft jet engines. ·They are not, however, very efficient.. Description 
and analysis is available in many textbooks. In principle, the Brayton 
cycle can be utilized in reciprocating engines but much more attention 
has been focused on gas turbine development. Gas turbines commonly are 
used by utilities to generate electric power during peak demands. Such 
usage is limited because simple gas turbines are relatively inefficient 
and require clean fuels. They employ high rotational speeds, thus 
considerable gear reduction, and require careful manufacture. Relatively 
little effort has been devoted to developing small engines (of interest 
for solar thermal dispersed power applications) in the size range below 
several hundred horsepower. Reference 29 through 50 are typical of recent 
Brayton cycle development. Current technology status of very large gas 
turbines is given in Ref. A-48. Recent developments in versatile auto­
motive size gas turbines are given in Ref. A-49. 
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Figure A-2. Estimated Part-Load Performance of Stirling Engines 

The ideal efficiency of the s•imple Brayton cycle is dependent only 
on the system pressure ratio. In practice, the cycle efficiency depends 
on peak cycle temperature, ambient temperature, pressure ratio, and 
component efficiencies of the turbine and compressor. Materials con­
siderations limit the current peak cycle temperature to a maximum of 
about 1700°F, or perhaps 1800°F, according to LeRC personnel. Higher 
temperatures require turbine blade cooling by water or gas. Ceramic 
or cermet turbine blade technology may extend this range considerably. 
In the far term, cycle temperatures of the order of 2800°F may become 
possible. 

Brayton cycles may be open or closed·. Although closed simple 
cycles exhibit only slightly higher efficiencies than open cycles 
(two or three percentage points), the machinery generally is smaller 
and more compact (especially itr diameter and weight) than open-cycle 
machines of equivalent rating. A variety of, working fluids such as 
argon, krypton, and xenon may be used in c·losed-cycle machines. Such 
working fluids offer better heat transfer characteristics than air 
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Table A-1. Part-Load Efficiency of Representative Engine Systems 
Based on Heat Input 

Heat .Input 
Values of Efficiency Ratio 11 /TJrated 

Ratio 

Qin 
(1) (2) Subatmospheric( 2) Stirling (3) (4) 

Recip. Open-Cycle Combined Cycle (Qin) rated 
Steam Brayton Brayton Engine Brayton/Steam 

(5) 

.10 - .53 -

.15 - .64 -

.20 .61 . 72 .28 

.30 .74 . 835 .53 

.40 . 805 .905 .68 

.so . 865 .960 .78 

.60 .915 .990 . 86 

.80 .975 1.01 (peak) .98 
1.00 1.0 1.0 1.0 
1.20 . 975 .96 .96 

(l)Bailey (LeRC), "Nominal" (15 kWe) 

( 2)Estimated from AiResearch/Garrett data (10 kWe) 

())Estimated from United Stirling data, Ford Aeroneutronic 
P-75 engine, constant speed (67 kW) 

( 4)Estimated from UTC data, very large coal-fired plants 

(S)Estimate by extrapolation 

- .10 
- .56 

.25 .765 

. 74 .92 

. 845 .975 

.90 1.005 

.94 1.02 

.985 1.02 
1.0 1.0 
1.0 . 97 

when considering associated heat exchangers. Closed-cycle systems do 
not require gas filtering so that they have an advantage in environments 
that potentially are dust laden (deserts). The question of system 
response to varying load conditions is important for solar applications. 
Open and closed cycle systems each have their advocates, but closed­
cycle systems generally have a somewhat better part-load performance. 
All considered, the tradeoffs in performance and cost between open and 
closed Brayton cycles still are not wholly clear, especially for systems 
of small size. 

The traditional effective method to increase Brayton cycle perform­
ance is recuperation, wherein waste exhaust heat from the turbine is 
used to preheat the gaseous working fluid leaving the compressor. In 
large complex gas turbine systems utilizing multi-stage compressors 
and turbines, intercooling (between compressor stages) and reheat 
(between turbine stages) may be used effectively. Such measure may 
not be cost effective in small solar thermal systems. Recuperators 
are temperature limited by materials. Thermal cycling of high-temperature 
commercial recuperators poses a challenging problem from the standpoint 
of durability and replacement cost. 
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Because high-temperature gas Brayton cycles have a high exhaust 
temperature, they are excellent ~andidates for topping cycles on lower­
temperature cycles, especially Rankine cycles. According to Ref. A-5, 
steam Rankine cycles are not viable candidates for bottoming unless the 
top cycle peak temperature exceeds 17D0°F. Below that value, organic 
Rankine cycles offer a better thermal match between top and bottom 
cycles. Even currently, however, steam Rankine bottoming cycles are 
utilized commercially (Ref. A-42). Potentially, Brayton cycles may 
be used as bottom cycles to high-temperature liquid metal top cycles 
(~1800°F). All considered, Brayton cycles offer a versatile range of 
possibilities for power conversion systems. 

State-of-the-art durability of gas turbines is excellent for 
systems operated at steady-state, part-load conditions. Commercial gas 
turbine/generator sets have run in excess of 70,000 hours without need 
of overhaul (Ref. A-50). The high rotational speed of (even) current 
gas turbines, compounded by high cycle temperatures, requires close 
attention to turbine blade-erosion in the presence of any particulate 
inclusion in the working fluid. 

The high gas temperatures employed in advanced Brayton cycles are 
a disadvantage in those solar power systems that require considerable 
transport distances, e.g., point-focusing dispersed systems in which a 
single ground-based engine may receive thermal energy from several dish 
modules. Large gas-line pipes with thick layers of insulation are 
required to prevent excessive heat loss. In such instances, the cost 
of the transport subsystem may become appreciable in the process of 
maintaining high overall power conversion efficiency. 

The dependence of overall open-cycle Brayton efficiency on cycle 
temperature estimated herein is shown in Figure A-3. Curves for various 
fractional values of Carnot efficiency are shown for comparison; the 
Brayton curves have steeper slopes than the Carnot curves; this might 
be interpreted to mean that Brayton open-cycle efficiency improves 
relatively more as the cycle temperature increases. The effect of 
engine size is shown in Figure A-4. These curves are meant only to 
show the trend of efficiency with engine size; they do not necessarily 
correlate with the temperature curves shown in Figure A-3. 

A variety of Brayton cycle part-load characteristics are presented 
in Figure A-5. These curves were estimated from data made available to 
JPL by the AiResearch Mfg. Co. (see Ref. A-50). Although these curves 
apply to small 10 kWe systems, they may be considered typical of Brayton 
cycles generally. Until recently, small gas turbines have been well 
known for their poor part-load efficiency. However, with further turbine 
development for automotive applications has come improvement in part-load 
efficiency due to utilization of multiple shaft variable geometry 
machines (see Ref. A-49). It is unclear whether machines of such complex­
ity will find application for solar thermal systems. Larger systems than 
indicated in Figure A-5 may have somewhat better performance. 

The so-called subatmospheric cycle (see Figure A-5) is one in 
which the peak cycle pressure is approximately atmospheric and the 
turbine operates in the subatmospheric range (see Ref. A-11 for a 
brief discussion). One advantage of this cycle for solar power appli­
cations is that heat exchangers and transport lines may operate at low 
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(atmospheric) pressure; this could effect consideraole cost savings 
and enhance reliability. Two of the curves in Figure A-5 (Curves 2 and 
3) were chosen to be presented in terms of turbine heat input rather than 
power out (part-load). This data is tabulated in Table A-1. 

C. COMBINED CYCLES 

An effective method of increasing energy conversion efficiency of 
single systems is to employ so-called combined cycles. An almost end­
less variety of combined cycles appears possible and even a limited 
discussion of all these possibilities is beyond the scope of this report. 
Topping cycles may be employed gainfully in instances when the available 
heat source (e.g., solar or fossil fuel combustion) is sufficiently 
greater than the level actually being utilized (e.g., a steam Rankine 
cycle) so that some high-grade thermal energy is being wasted. By 
interposing a higher temperature topping system, gains in efficiency 
may be realized. Bottoming cycles are useful in instances when the 
reject heat from an existing system is at a temperature sufficiently 
high that it can be used as an input heat source for a lower temperature 
system. An example of the latter is to incorporate an organic Rankine 
system as a bottoming cycle to a Diesel engine (see, for example, 
Refs. A-66 and A-67). 

Combined cycles historically have been used in connection with 
electricity production by utilities. In the years 1920 to 1950, 
mercury topping cycles were used by some utilities. This gave way to 
advancing technology in the steam power cycle (Ref. A-54). Potassium 
topping cycles are being investigated for large power-generation sys­
tems (Refs. A-53 through A-57). Thus, most of the information available 
for liquid metal topping applies to very large systems. It would appear 
that consideration of combined cycles for solar power application 
might be limited to central tower concepts. It _is too soon to draw 
this conclusion, however, and future advanced technology on reliable 
advanced power conversion systems in small sizes could present 
opportunities for combined cycles that now appear remote. 

The most likely candidates for solar power systems are combina­
tions of Rankine cycles or Rankine-Brayton combinations. To date, all 
bottoming cycles have been Rankine cycles (Ref. A-69). Binary, tertiary, 
and even quaternary cycles have been considered from a theoretical point 
of view (Refs. A-51 and A-53) and show high performance potential. 
Based on current Stirling engine technology, in which rather low reject 
temperatures are the rule, it does not appear that Stirling cycles have 
much potential as topping cycles on low temperature systems. Rather, 
they may be used as bottoming cycles, but this option has not been 
explored. Based on current and projected near-term technology, it seems 
clear that the role of organic Rankine systems in combined cycles is 
that of the bottoming cycle. _This is due to the fact that their upper 
temperature limit is probably no greater than 900°F, and this value 
has not yet been achieved. The primary limitation on organic working 
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fluids is long-term fluid stability, as well as associated safety 
problems and hazards. The use of organic fluids for Rankine cycles is 
relatively new, so that a large data base does not yet exist. As a 
result, emphasis in this study was placed on other systems. 

A yery real engineering problem in combined cycles is the thermal 
matching of the two (binary), or more, systems. Each candidate combined 
cycle must be analyzed and optimized to produce the best overall result. 
An optimal combined cycle is not necessarily composed of topping and 
bottoming cycles that have been optimized individually. The most 
reliable and cost-effective systems are difficult to identify because 
of the multiplicity of variables and dearth of experience. Although 
higher energy conversion system efficiencies are possible with combined 
cycles, the tradeoff with higher capital costs, greater system complex­
ity (with attendant higher operating and maintenance costs), and safety 
and system control problems must be considered (see Ref. A-54). 
Combined cycles may be engineered successfully in very large capacity 
systems, but their utility and cost effectiveness in numerous small-
power applications (e.g., solar dispersed power systems) reamins question­
able in view of the current status of technology development. 

The thermal mismatch (mentioned above) between the individual 
cycles of a combined-cycle system was addressed in a brief theoretical 
study (Ref. A-5). In that study, it was determined that the Brayton 
closed-cycle in the temperature range 1500°F to 1800°F combined better 
with an organic Rankine bottoming cycle than with a steam Rankine cycle. 
steam Rankine bottoming cycles are more efficient, however, when 
Brayton cycle temperateres above 1800°F are utilized. Yet, combined 
Brayton and steam Rankine cycles appear frequently in the literature, 
e.g., see Refs. A-29, A-33, and have been proposed for large scale 
industrial application by Solar Engineering (Ref. A-42). 

Two examples of combined cycles have been selected herein to 
illustrate the performance potential of advanced power conversion 
systems: 1) open-cycle gas Brayton with steam Rankine bottoming, and 
2) closed-cycle potassium vapor with steam Rankine bottoming. Both 
cases are projected for use in large stationary power plants and, in 
fact, most of the available information pertains to such utilization. 
Brayton/Rankine combined cycles are discussed in Ref. A-33 for large 
plants. As mentioned previously, the Brayton/Rankine cycle is being 
touted for present day stationary power generation (Ref. A-42). Little 
work has been done, however, on small-size systems below about 1500 kWe. 
During the 1960's several small liquid metal turbines were developed 
for space power applications, e.g., see Ref. A-52. In contrast to 
water, an advantage of liquid metals is that they have a high boiling 
point (high temperature) at modest boiler pressure. In the condensing 
cycle, however, water has the advantage. The differences in water and 
potassium can be used to advantage in the combined cycle. 

The estimated cycle efficiency for the two combined cycles cited 
is shown in Figures A-6 and A-9, respectively, as a function of peak 
cycle temperature of the upper (topping) cycle. There is no claim that 
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Figure A-6. Estimated Brayton/Steam Rankine Combined Cycle Efficiency 

the results are optimal. Note, in both cases, that the trends of the 

curves are rather flat and parallel closely the fractional Carnot curves. 

The estimated effect of size on the efficiency of the Brayton/Rankine 

combined cycle is shown in Figure A-7 (the curves for sizes less than 

1000 kWe have been extrapolated for lack of data). These curves show 

trends only and do not necessarily correlate with the temperature 

curves shown in Figure A-6. The single case for part-load performance 

(very large plant) that could be found is shown in Figure A-8. Suffi­

cient data for plant size effects and part-load could not be found for 

the potassium/steam Rankine oombined cycle. 

D. RANKINE 

The Rankine cycle has been used for well over a century in 

applications ranging from steamboats to nuclear power plants. Its 

principles are understood thoroughly. Water heated to a vapor state 

(or superheat) in a boiler is expanded through turbine blades, or 

pistons, to a low pressure, condensed back to a liquid state, and 

returned under pressure back to the boiler. There are several refine­

ments that help to achieve higher efficiencies in more sophisticated 
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systems. Among these are reheat between expander stages and feedwater 

heating. Numerous textbooks and voluminous literature (not cited here­

in) are devoted to the Rankine cycle and steam power plants. This 

branch of engineering was in vogu~ a generation ago but declined in 

popularity with the advent of the space age. Renewed interest is due 

to automotive and solar power applications. The main background used 

herein are Refs. A-2 and A-11. Fluids other than water have, of 

course, been used for Rankine cycles, e.g., liquid metals and organic 

fluids. Connnents on such fluids will be given at the end of this 

section. 

Modern stationary steam power plants in the 300 to 500 MWe size 

range achieve power conversion thermal efficiencies (net electric out­

put to heat input) of 42% (Ref. A-2). This is accomplished with multi­

stage turbines using steam at 1000°F and 2400 psia with single reheat 

and multiple feedwater heating. Current technology is limited to 

1200°F, or perhaps 1100°F. Considerable advanced technology will be 

required to achieve 1200°F or. greate~. ijigher temperatures require 

water or ever higher purity and feedwater treatment to forestall 

erosion and corrosion effects in expande,r 'stages. Connnercial turbine/ 

generator sets in the 30 to 50 kWe size range have efficiencies 
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Figure A-9. Estimated Potassium/Steam Rankine Combined Cycle Efficiency 

typically less than one-third that of the large modern steam plants. 

This is due to a combination of economic and technical constraints such 

as fuel costs, lower temperature and pressure steam, and simpler system 

configurations for the smaller systems. 

Prior to the widespread introduction of modern turbines, the 

steam reciprocating engine was the prime mover for electric power 

generation. In the early 1900's engines up to 5000 hp were in use with 

reported power conversion efficiencies up to 21%. Steam conditions 
typically were 400°F and 250 psig. Rotating speeds generally were low, 

typically 450 rpm, so that reliability and life characteristics were 

very good. The effictency crossover point favoring steam turbines over 

engines generally is in the range 500 to 1000 kW. Little work has 

been expended on small-size steam turbines; most are single stage and 

have relatively low efficiency. Thus, in the smaller size, current 

development favors reciprocating expanders over steam turbines. 

Impetus for development work on reciprocating expanders was gained 

from interest in automotive applications, e.g., see Refs. A-70, A-71, 

and A-72. 

A-23 



Experimental steam engines for automotive application typically 
may use steam at temperatures up to 1100°F artd pressures up to 2500 psia, 
and rotational speeds up to 5500 rpm. Reduced life cycle requirements 
permit these advanced operational conditions (Ref. A-2). For solar 
power applications, with much longer life cycle requirements, more modest 
conditions probably will be employed, e.g., 1050°F, 1500 psia, and 
1800 rpm. A significant trend in modern steam engines compared with 
their early counterparts is reduced size and weight. Modern engines 
may have a specific weight as low as 3 lb/hp, a twenty-fold reduction 
compared to early engines. A broad comparison of steam engines for 
solar power application and automotive application, and contrasting 
requirements, is given in Ref. A-2. 

Based on current technology, it is estimated that steam engine/ 
generator sets in sizes ranging up to 100 kWe will be favored over 
steam turbines for solar power application, unless small, efficient 
multistage steam turbines are developed. A performance comparison 
between engine/generator sets (baseline, alternate, and advanced pro­
jections of LeRC) and current commercial steam turbines is shown in 
Figure A-10. Note that the increasing performance with increasing 
size of steam turbines is associated with higher steam conditions and 
more complex systems. Boiler efficiency has not been included because 
in solar power applications the boiler is replaced by ·a receiver that 
is part of the solar collector. Based on LeRC data, the performance 
of nominal steam turbines at 1000°F has been estimated for a wide size 
range (Figure A-11); projected improvements in performance will be 
obtained for higher steam temperatures, except that the smaller size 
range performance still remains to be demonstrated, 

The estimated performance of steam engine/generator sets as a 
function of steam temperature is shown in Figure A-12 in terms of over­
all, rather than cycle, efficiency. The flat trends reflect a true 
temperature dependence characteristic of the steam Rankine cycle, and 
they are slightly less steep in slope than the fractional Carnot curves. 
The corresponding effect of engine size is shown in Figure A-13. Only 
slight effects of size are anticipated, except in the range of 10 kWe 
to 20 kWe. A thorough discussion of size effects is given in Ref. A-2. 
Part-load efficiency is shown in Figure A-14, but it is plotted as a 
function of variable heat input rather than power out, Values for the 
nominal case are listed in Table A-1. 

A future decision point in the design of small power level steam 
expanders will be to continue development of higher performance single­
stage devices as opposed to multistage devices. The final evaluation 
will require a conceptual design and performance assessment for speci­
fic applications and must consider durability and cost as well as 
efficiency. Multistage devices permit the use of inter-stage reheat, 
higher efficiency and life, but also have higher cost. Preliminary 
considerations of small reciprocating expanders, using experience 
gained with Diesel engines (Ref. A-2), indicates that reciprocating 
engines have many attractive features. However, it is too early to 
make a final choice because advanced technology on small, high perform­
ance multistage turbines has not been pursued vigorously. 
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The material presented thus far in this section pertains to water 
as the working fluid for Rankine cycles. The use of liquid metals and 
organic fluids for Rankine cycles was discussed briefly in the Combined 
Cycles section. Liquid metals are used generally at much higher temp­
eratures than water, whereas organic fluids are more appropriate for 
low temperatures. Organic working fluids remain vaporized at conditions 
of temperature and pressure where steam will condense. (Erosion by 
droplets is not an insignificant problem in steam systems using high 
velocities.) An additional advantage of organic fluids, and liquid 
metals is that high density (compared to water) permits the design of 
very compact turbines that are much smaller than steam turbines of 
comparable power output, e.g., see Refs. A-52, A-54 and A-62. The 
efficiency of organic Rankine cycles under current development generally 
is better than simple, single-stage steam cycles but poorer than multi­
stage steam cycles (Refs. A-2 and A-11). Most organic Rankine turbines 
are of single-stage design. 
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1000 

Many Rankine cycle fluid candidates, particularly organic fluids, 
possess interesting physical properties, e.g., see Refs. A-62, A-73, and 
A-74. Wetting fluids such as water have a vapor saturation curve of 
negative slope in a temperature-entropy diagram. Thus, sufficient 
isentropic expansion of fluid from the superheat region will result in 
a vapor containing moisture. In contrast, organic fluids may possess 
almost vertical vapor saturation curves (the so-called isentropic 
fluids) or vapor saturation curves that have positive slope (the so­
called drying fluids). In the latter case isentropic expansion of 
a vapor actually can produce superheat. 
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E. ELECTRIC GENERATORS 

120 

The performance of generators/alternators is an important aspect 
of power conversion systems for solar thermal generation of electricity. 
Performance varies with design, size (electric output) and rotational 
speed. Large, modern A.C. generators may be hydrogen cooled. Full­
load efficiency of A.C. generators is shown in Figure A-15. Faired 
curves based on data compiled by LeRC are shown for premium/advanced 
units as compared with commercial units. Note that large decreases in 
efficiency are common in units of less than 1000 kWe output. Electric 
generators, like heat engines, display part-load characteristics. These 
characteristics have been improved by industry through many years of 
advanced technology. A range of performance for small 10 kWe to 20 kWe 
machines is shown in Figure A-16, as based on information received from 
the AiResearch Mfg. Co. (Ref. A-75). 
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F. DISCUSSION 

The tradeoffs implicit in the use of many small heat engines vs 

fewer large engines in solar thermal power systems is complex, and 

there still are many unknowns. In addition to performance and cost, 

which may be influenced greatly by mass production and considerations 

of operation and maintenance, there are questions of long-term relia­

bility, advantages of modularity, and development costs. Other 

important questions concern transient operation and controls. Many 
of these questions are interrelated and so they cannot be dealt with 

independently. Nevertheless, it appears that the overall power con­
version efficiency of small versus large engine systems has not received 

the attention that is warranted. 

The overall efficiency of power conversion systems (defined as 

useful power out divided by heat input) includes the thermal cycle 
efficiency as well as the efficiency of the generator or alternator, 

mechanical subunits, gear box, auxiliary equipment, and any electrical 

equipment such as rectifiers/inverters. The product of all these 

efficiencies determines overall efficiency. Depending partly on the 
type of engine, the thermal efficiency of small heat engines falls off 

with decreasing size. That of generators and other subunits does 
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likewise. Note for example the results shown ~n Figures A-4, A-7, A-11, 
A-13, and A-15. Gearbox efficiencies fall between 0.97 to 0.99 
(Ref. A-75) over a wide range of power, input speed, and reduction ratio, 
so that they appear not to be a critical item from the performance 
standpoint. The questions of reliability and lifetime, of course, are 
entirely different matters. 

Another question that relates to the choice of small or large 
engine systems is part-load performance and transient response. 
Clearly, more definitive studies will be needed to characterize the 
overall performance of power conversion systems as a function of engine 
size. Reduction in costs through large-scale mass production might 
favor lower-performance small engine systems over much larger engines 
that would be produced in smaller volume. 

A-30 



In view of the potential use of small engines with point-focusing 
solar power systems, it is useful to project performance improvements 
for advanced technology systems compared with near-term expectations. 
In Table A-2 are shown some performance targets for small engines as 
compiled by LeRC (Ref. A-2); indicated are the cycle temperature, engine 
configuration, and expected degree of improvement. 

Other performance projections for various candidate energy con­
version systems have been estimated herein based on a review of the 
current literature. These projections are shown in Figure A-17; data 
bands on the points plotted indicate uncertainty and opinion differences. 
For reasons mentioned earlier, the upper limit of cycle temperature has 
been constrained to about 1800°F; further gains might be achieved at 
higher temperatures. Performance projections indicate that efficiency 
may approach 70 to 80 percent of theoretical Carnot efficiency (based 
on 100°F sink temperature). Several of the systems depicted in Fig-
ure A-17 warrant further description. "External" Diesel systems refer 
to Diesel engines reconfigured to accept either external combustion or 
an external heat source such as solar thermal input (Ref. A-6). 
"Advanced" Stirling engines are those designed to use dissociating 
fluids as the working fluid (this will be discussed subsequently). The 
supercritical cycle, known also as the Feher cycle when CO2 (carbon 
dioxide) is used, may operate entirely in the snpercritical range of 
the working fluid. The Feher cycle is discussed in some detail in 
Reference A-6. 

Table A-2. Small Engine Performance Targets 
(Data compiled by LeRC, Ref. A-2) 

CYCLE 

ENGINE 
DATA TEMP. ENGINE 

AVAILABLE TARGET OF CONFIGURATION 
IMPROVEMENT 

% 

Baseline 
1980 20+ Recip. /no Reheat >100% Over Single 

Steam (~15 kW) 1000 
From TEC Stage Turbine 

Alternate 30+ Reheat and 50% Over Baseline 
Steam (~15 kW) 1982 1000 

Feedwater Heat Steam 

Baseline Existing Open 80% Over Simple 

Brayton (~15 kW) 1980 27 1500 Cycle w/Recup. Cycle Brayton 
Added 

Alternate Temp. & Recup. 30% Over Baseline 
Brayton (~15 kW) 

1982 35 / Effectiveness Brayton 
Improved - May 

1750 
be Closed Cycle 

Stirling (~15 kW) Advanced Adapted to Solar >50% Over Baseline 
Technology 42 1500 May use Sodium Brayton @ 1500 °F 

Heat Pipe 

Advanced Advanced z Higher Temp., Up to 100% .Over 
Steam (< 200 kW) Technology 40 Reheat & Mult. Baseline Steam 

1400 Feedwater Heat 

Advanced Advanced High Effie. >35% Over Existing 
Organic (<200 kW) Technology 30 600 Expander in Units @ 600°F 

Dual Cycle 
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In some instances it may be worthwhile to consider measures that 
improve cycle efficiency using simple cost-effective techniques. 
Recuperated gas Brayton cycles clearly yield performance improvements 
compared to the simple unrecuperqted cycle. Capital costs rise drama­
tically, however, as the effectiveness and size of the recuperator 
increase (Ref. A-61). The technique of water injection in a simple 
Brayton cycle, either into the compressor or into the combustor, is 
really an old idea. Water injection can be used to decrease compressor 
work, lower turbine inlet temperature without reducing output power, and 
otherwise render the simple Brayton cycle as efficient, or better, than 
recuperated cycles of greater cost (Ref. A-76). In general, theoretical 
cycle efficiency occurs at higher compressor pressure ratios with water 
injection compared with the simple air cycle. Several examples from 
the literature are cited herein, e.g., Refs. A-76 and A-77. In 
Ref. A-76·, heat rejection from the turbine is used in a waste heat 
boiler to preheat water that then is injected into the combustion cham­
ber. In Ref. A-77, which discusses water injection for automotive 
application, a recuperator also is ~sed,. but it exhausts to a condenser 
that collects water from the. turbine exhaust gases so that extra water 
need not be supplied separately. 
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The proposed use of dissociating gases in power cycles is relatively 
recent, and the technology is as yet undeveloped. The use of such fluids 
as N20

4 (nitrogen tetroxide) is routine in the case of rocket engines, 
so tiiat there has been some experience in the techno.logy of handling 
such fluids. Dissociation and recombination of chemical species can be 
utilized, in general, to reduce compression work and to achieve enhanced 
cycle efficiency. The thermodynamic effects are complex and cannot 
be discussed in detail here. Gas turbine cycles utilizing dissociating 
fluids have been analyzed in Refs. A-78 and A-79; it appears that improve­
ments in base cycle efficiency of the order of 10 points are possible. 
Use in Stirling engines is discussed in Ref. A-80, wherein twice the 
power output is obtained without increases in size, weight, or cost of 
engine. 

IV. COST PROJECTIONS 

A. AVAILABLE DATA BASE 

A goal was to establish capital costs in volume production, and 
associated operating and maintenance costs, for the several candidate 
energy conversion systems with application to solar thermal power 
systems. This task met with only limited success. A brief survey was 
conducted to determine what information was available. Emphasis was 
placed on capital cost, with secondary emphasis on operating and main­
tenance (O&M) costs, which often are taken as a fixed percentage of 
capital costs anyway. Costs of technological development were not 
considered. Because energy costs were to be an output of this (current) 
study, they were not investigated specifically. In the literature 
cited herein, most of the data applied to large stationary fossil­
fueled power plants in very limited production, information not well 
suited for the present study. Cost information to varying degrees of 
completion and usefulness can be found in References A-2, A-3, A-7, 
A-8, A-11, A-16, A-17, A-28, A-33, A-34, A-35, A-46, A-47, A-53, A-56, 
A-59, A-61, A-63, A-65 and A-68; costs related to solar thermal systems 
can be found in References A-3,-A-ll, A-16, A-17, A-34, A-46, A-47, 
A-65 and A-68. 

Although power systems for automatic applications differ from 
solar power applications in performance requirements and subsystem 
design requirements (Ref. A-27), they provide insight into small engine 
mass production costs that are unavailable elsewhere. However, 
reliability, lifetime, life cycle costs and operating and maintenance 
costs for automotive applications differ considerably from solar power 
applications. The volume production costs of Stirling engines have 
been compared to Diesel engines (Ref. A-11) because of the inherent 
similarities of the two engines. It might be thought too that valuable 
insight into volume production costs for jet engines (commercial and 
military) might find application in gas turbines for solar thermal power 
systems. The technology of jet engines, is perhaps a decade ahead of 
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industrial gas turbines and, judging from the literature, it appears 
that there is little communication between experts of the two technologies. 

There is such a disparity between perfonnance and life cycle require­

ments of ai{craft gas turbines and their counterparts for solar power 

applications that the technology parallels are doubtful. 

A cross-section of representative costs, and lifetime to major 

overhaul, is shown in Table A-3 for several power conversion systems. 

These values were derived from the literature and apply mainly to large 

plants in only limited production. They should be viewed as con­
servative (industrial) near-term projections and not as mass production 

targets for far-term solar thermal application. The values termed low, 

nominal, and high reflect some ambivalence associated not only with 

uncertainty but also the timeframe of accomplishment. The low values 

correspond, probably, with both optimistic estimates as well as longer 

projected development times. The highest cost system is the potassium/ 

steam Rankine combined cycle. According to Ref. A-81, the potassium/ 

water binary cycle, depending on complexity, may cost a factor of 1.3 

to 3 times a steam Rankine system of comparable size (for 1000 mWe 

output systems). 

Some available infonnation for production costs of small (mainly 

automotive) engines is shown in Table A-4. These estimates are for 

production of 400,000 units per year. Projected costs of automotive 

engines were obtained from Refs. A-72 and A-82. The last entry, 

organic Rankine turbines, was obtained by methods outlined in the next 

section. Included in Table A-4 are costs per unit weight as well as 

costs per unit power output. It is of interest that most mass produced 

items today (appliances, pumps, etc.) cost somewhere between 1 and 

5 $/lb; wide-bodied aircraft like the 1-1011 and DC-10 cost about 
8 $/lb. From this observation it might be concluded that small mass­

produced engines for solar power application should not cost more than 

approximately 2.5 $/lb in current dollars. 

For this study it was desirable to have, for reference and use, 

a general model of mas,s production costs of energy conversion systems. 

To this end, work was initiated earlier in an internal JPL memo (Ref. 

A-83). The results of this model are presented in the next section. 

B. MASS PRODUCTION ESTIMATES 

It is clear from the literature and company data that the specific 

cost ($/kW) of power conversion systems decreases with increasing size, 

or capacity, of the system. Sample curves showing this relationship 

for gas turbines and organic Rankine turbines are given in Ref. A-11, 

which also contains some information regarding mass production of 

organic Rankine turbines. The latter data from Ref. A-11 was cross­

plotted on log-log paper and interpolated and extrapolated in several 
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Table A-3. Current Projections of Capital and Operating 
Maintenance Costs of Representative Energy 
Conversion Systems (Heat Engines), Based on 
Limited Low-Volum~ Production, and Estimated 
Lifetime to Major Overhaul 

SYSTEM ITEM UNIT LOW NOMINAL HIGH COMMENTS 

Capital Cost $/kW 100 150 300 Uninstalled, for 
production of 
5000 units/yr 

STIRLING 0 & M Expense $/kW 3 7 14 Based on lifetime 
per year rather than capital cost 

Lifetime hours 5000 10,000 25,000 Between overhauls 
(Diesel trucks today 
get 5000 hr) 

Capital Cost $/kW 150 200 230 Installed Cost, 10 to 100 MW 
Limited production - 100 
per year. Costs for small 
units (10 to 100 kW) may be 
3 times higher, or more 

OPEN-CYCLE 
BRAYTON 0 & M Expense $/kW 7.2 11 13 Based on 3000 hr per year 

per year 

Lifetime hours 15,000 20,000 30,000 

BRAYTON/ Capital Cost $/kW 160 250 450 Limited production. 

STEAM Very large coal-fired 
power plants 

Rfu"KL,E 

COMBINED 0 & M Expense $/kW 8 14 27 Large plants only, 
per year affected by fuel cost. 

CYCLE 
Lifetime hours 15,000 20,000 25,000 

POTASSIUM/ Capital Cost $/kW 2 70 370 500 Very limited production. 

STEAM Very large coal-fired 
power plants 

Rfu"KL,E 

COMBINED 0 & M Expense $/KW 17. 5 2 7. 8 42.5 Large plants only. 
per year @6.5% cc @7.5% cc @8.5% cc Does not include fuel. 

CYCLE 
Lifetime hours 5000 10,000 20,000 Based partly on Ref. A-54 
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Table A-4. Production Cost Comparison of Small Engines for 
400,000 Units per Year(l) (Based on current 
estimates) 

Source Engine bhp kW Wt., lb 
Cost 

$/kW ~/lb Comments 
$ 

APSES Brayton, single shaft lOJ 76. 8 515 1392 18.1 2. 7 Alternate auto 
engines 

JPL Auto Report Brayton, free turbine 107 79. 8 293 1604 20.1 5.5 Equiv. 150 hp 

Stirling 119 88.8 554 1619 18.2 2.9 19 74 dollars 

Ref. A-72 Rankine 141 105.2 709 1781 16.9 2.5 

Selcuk, et. al. Stirling, swash plate 30 22. 4 220 1070 47.8 4.9 Solar engine 

JPL Report designs 

Ref. A-16 Stirling, free pis ton 30 22.4 120 700 31. 2 5.8 

Fortgang Brayton, free turbine 100 74.6 428 2002 26. 8 4. 7 Auto engines 

JPL Brayton, free turbine 150 112 473 2108 18.8 4.5 Follow-on to 
APSES 

Prelim. ATSP Stirling 100 74 .6 706 2208 29.6 3.1 19 77 dollars 

Report Stirling 150 112 845 2399 21.4 2. 8 

Ref. A-83 

Bailey Recip. Steam, high 40 ~30 144 1622 54.1 11. 3 

LeRC Recip. Stearn, high 150 112 543 3054 27.3 5.6 
19 77 dollars 

Ref. A-2 Recip. Steam, low 40 ~30 78 1348 44.9 17.3 

Recip. Steam, low 150 112 177 :W99 18. 7 11.9 

OTA Report 
Organic Rankine 134 100 - - 110 - Installed cost 

Ref. A-11 1976 dollars 

(l)Bare selling cost of engine does not include heat exchangers, boilers, generators, batteries, gears/ 

transmissions, controls, etc. 

iterations (Ref. A-83). The final result was capital cost expressed 

in $/kW for a family of turbine sizes plotted against the number of 

production units per year. These curves then were normalized (arbi­

trarily) to the value N = 106 units per year. It is believed that in 

the years 1990 to 2000 the number of heat engines that will be required 

yearly for solar power applications will be hundreds of thousands, if 

not millions, of units. 

The data manipulation referred to above resulted in what has been 

used herein as a "mass production cost model" for energy conversion 

systems (Figure A-18). It is suggested for general usage only because 

better information is not available. Without real justification, it 

has been used even to scale costs of subsystem units such as generators. 

The general trends of the curves, if not their absolute levels and 

shapes, must be approximately correct. The curves in Figure A-18 have 

been used to scale costs for all power conversion systems. It is 

encouraging that the relative costs of known systems (large systems in 

low volume production as well as small systems in relatively large 

volume production) scale approximately in accordance with Figure A-18. 

Figure A-18 may be used to estimate system costs by a ratio process. 

If a single point is known, i.e., the absolute cost of a given size 

conversion system for a known volume production, then the relative 

cost of a different size system at a different rate of volume production 

can be estimated by forming the appropriate relative cost ratio and then 

calculating the absolute cost of the system in question. 
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Figure A-18. Suggested Model for the Capital Costs of Energy 
Conversion Systems in Volume Production 

The curves shown in Figure A-18 are not learning curves, as can 
be demonstrated by plotting the results in log-log coordinates. Learn­
ing curves, which originated in the aircraft industry several decades 
ago, have gained wide acceptance in predicting production costs (Ref. 
A-84). Learning curves plot as straight lines in log-log coordinates 
(Ref, A-85). They are not accurate for predicting production costs 
for N > 104 units because, ultimately, the curves cross a cost value 
equivalent to material costs alone. In contrast, the curves shown in 
Figure A-18 exhibit a varying percent learning with increasing number 
of production units N; in log-log coordinates the curves approach zero 
slope at arbitrarily high N. This behavior is more in keeping with 
realistic results, 

The total capital cost of candidate energy systems, including 
heat exchangers, auxiliary equipment, generators, control equipment, 
etc., was estimated for current purposes. Base engine costs were 
estimated. for baseline 100 kWe output engines produced at the rate of 
400,000 units per year. Component costs were estimated using the 
results of Ref. 68 and other sources. Recuperator costs for Brayton 
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cycles were scaled from results (for large plants) given in Ref. A-34. 
Recuperator costs for open and closed air and helium Brayton cycles are 
significantly different. A fixed cost of 10 $/kW was assumed for controls, 
and a fixed cost of 11 $/kW was assumed for electric generators as esti­
mated from'Figure A-19. In Figure A-19, the lower dashed curve for 
400,000 units per year was obtained using Figure A-18 and results from 
Ref. A-2. The final results are listed in Table A-5. 

103 ,------,--------,---------,--------.-------~ 

LeRC DATA (REF.A-2) 

-------- ------------400,000 UNITS/YEAR - - -

100 .__ ______ ,.___ _____ __J ______ __l ______ _j_ ______ _J 

GENERATOR RATING, kWe OUTPUT 

Figure A-19. Estimated Capital Cost of A.C. Generators 
in Volume Production, 1977 Dollars 
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Table A-5. Estimated Baseline Capital Cost of Advanced 

100 kWe Energy Conversion Systems for Production 

of 400,000 Units per Year, in Dollars per 

Kilowatt 

Base 
Auxiliaries 

Electric 
Controls Total 

Engine 
Engine Generator 

Stirling 23 15 15 10 63 

Brayton, Recup. 21 19 65 
Open Cycle 

Brayton, Recup. 9 24 58 
Closed Air Cycle 

Brayton, Re cup. 18 24 67 
Closed He Cycle 

Combined Brayton/ 
22 25 72 

Steam Rankine 

Steam Rankine 
Reciprocating 29 15 69 
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APPENDIX B 

SUMMARY 

A survey was made to accumulate data on the projected performance 

and cost of advanced energy storage systems that might be suitable as 

candidates for applications in the time-frame 1990-2000. Advanced 

energy storage systems are defined as second generation systems that 

are beyond the state-of-the-art with respect to performance and, in 

most cases require considerable advanced technology. In addition to 

the state-of-the art 650° F (~350°C) sensible, thermal energy storage, 

used in the past as baseline technology, high temperature sensible and 

latent heat storage, advanced battery technologies, and chemical energy 

storage were considered. For thermal energy transport, in addition to 

steam, liquid metal and gas were considered. 

For the purposes of this study, the following aspects of perform­

ance were required: (1) charging temperature, (2) discharging tem~era­

ture, (3) overall thermal efficiency, and (4) energy transport and 

storage size. Of interest was the performance and cost of energy trans­

port in the size range 60 kWth to 60 MWth, and energy storage in the size 

range 15 KWe hr to 1000 MWe hr. Because of the need to provide an impar­

tial assessment of various advanced energy storage technologies suitable 

for their integration into a solar thermal power plant, information was 

sought on both internal (energy storage before the energy conversion sys­

tem) and external (energy storage after the energy conversion system) 

storage technologies. Hence, the purpose of this investigation was to 

gather and analyze the required data base for candidate energy transport 

and storage systems as subsystems for solar thermal power technology 

development in the years 1990 to 2000. The results of this investiga­

tion are summarized in Figure B-1 and B-2. The per unit capital costs 

are reported in 1977 dollars. 

Thermal energy transported by steam has the lowest per unit capital 

cost of all energy transport systems. It is not suitable for high 

temperature work, because the operating pressure becomes excessively 

high. Compared to steam, gas transport and liquid metal transport are 

several times more expensive. Gas transport is expensive because of its 

size (low energy density), and liquid metal because of its special con­

tainment. High temperature insulation also adds to a significant.cost 

increase. 

Phase change materials offer opportunities for lowest per unit cap­

ital costs for thermal energy storage, up to nine hours. However, they 

are only attractive for lower temperatures, in the range 500 • 1000°F. 

For high temperature energy storage (.:::._1500°F) liquid metal appears 

to be the better candidate. The reversible chemical reaction candidates 

(AHS and so
2
-so

3
) are also attractive. However, considerable advanced 

technology is required to bring these systems to fruition. 
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For large storage capacities, adva~ced battery storage offer the 
best overall opportunities. This candidate is not very size sensitive, 
and therefore looks attractive for both central and dispersed solar 
power plants. 

I. INTRODUCTION 

Insolation varies from hour to hour, day to day, week to week and 
season to season. Hence, a major constraint to the evolution of solar 
thermal power systems is the need to provide continuous operation during 
periods of solar outage. During sunshine hours, heat will be transported 
from the receiver to the energy conversion and storage systems. In a 
solar plant provided with an internal energy storage, during post­
sunshine hours, stored heat will again be transported from storage to 
the energy conversion systems. A plant provided with external energy 
storage will essentially shut down its energy conversion system during 
post-sunshine hours and will supply external energy from its storage. 
A number of energy storage technologies which have the potential to 
meet the needs of a solar thermal power plant, are currently under devel­
opment by DOE (References B-1, B-2). The development status of some 
internal (thermal and chemical) and external (Redox battery) storage 
technologies, specifically oriented towards providing diurnal energy 
storage for solar power plant systems is reviewed. 

Because of the time and resource constraints, the investigatiqn is 
limited to the advanced energy transport and storage technologies listed 
in Table B-1. 

II. APPROACH AND METHODOLOGY 

Much technical information on the technologies listed in Table B-1 
was obtained from ongoing work sponsored by DOE, industry reports, open 
literature, and private communications with knowledgeable professionals. 

The assembled data reflect many view points and differ in scope, 
quality, quantity and descriptive detail. In literature, several defin­
itions of system efficiency exist, and reported cost data were not 
developed under uniform life assumptions. In this investigation, we 
have screened and analyzed assembled data to develop reliable capital 
costs and performance characteristics which are compatible with our solar 
power systems computer simulation methodology. Our investigation of 
energy transport and storage technologies assumes equal life and identi­
cal duty requirements. 
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I 

\0 

Type 

1. Internal 

2. External 

3. Heat Exchange: 

4. Containment: 

5. Piping: 

Table B-1. Energy Transport & Storage Technologies 

Application 
Utilization 

Subtype Transport Storage Candidate Temperature 

Thermal/ 
Sensible ✓ Steam ~1100°F 

✓ Gas (Air, He) 1500+1850°F 

✓ Liquid Metal (Na) 1100+1850°F 

Thermal/ 
Sensible ✓ Rock-oil (Hitec) 650°F 

✓ Solid-Gas (MgO-Air,MgO-He) 1500+1800°F 

✓ Liquid Metal (Na) 1100+1800°F 

Thermal/ 
Latent ✓ PCM(Chlorides & Fluorides) 500+1000°F 

Thermal/ 
Chemical ✓ RCR (S0

2
/so

3
) ~950°F 

✓ RCR (AHS) ~650°F 

✓ RCR (CH
4

/CO-H
2

) ~650°F 

Chemical/ 
Electric ✓ Redox Battery Ambient 

Electric ✓ AC Ambient 

Conventional Tube/Shell 

Welded Steel, Prestressed Cast Iron, Prestressed Concrete 
Steel Lined and Unlined Natural Aquifers. 

Welded Steel, Provided with High Temperature Insulation. 

Capacity 

.06+60 MWth 

.06+60 MWth 

.06+60 MWth 

.01+100 MWe hr 

.01+100 MWe hr 

.01+100 MWe hr 

.01+100 MWe hr 

.07+500 MWe hr 

.07+160 MWe hr 

.07+500 MWe hr 

.07+500 MWe hr 

.02+10 MWe 



A, COST ESTIMATES 

The per unit capital cost of energy transport can be represented 
by $/kWth. This cost incrudes the pumps, piping, insulation, control, 
and ancillary equipment required. Note that the per unit capital cost 
is a function of the energy transport system size. The capital costs of 
energy storage systems, in first approximation, can be described as a 
sum of two terms. The per unit capital cost (C, $/kWe) is: 

C($/kWe) C ($/kWe) + C ($kWe hr) • T(hours of storage) 
p s 

where Cp is due to power related equipment and Cs is due to storage 
capacity related equipment. 

B. EFFICIENCY 

(B-1) 

In our simulation work, we have consistently used the expression: 

Efficiency 
ZOutputs 
Zinputs 

Zinputs - ZLosses - ZAuxiliaries 
Zinputs 

(B-2) 

This deceptively simple definition needs careful handling when 
applied to solar thermal power systems. We have considered both inter­
nal (thermal) and external (electric) energy storages. In the operation 
of these systems, both heat and work are transferred across the system 
boundaries. Especially, in the charging of reversible chemical reaction 
systems, a significant amount of expansion work is available in some 
systems. Conceptually one can visualize the energy transport and inter­
nal energy storage systems as shown in Figure B-3, from which is seen 
that, 

Efficiency n 
(Qi - QL) + (Wo - Wi)/np 

Q. 
l 

(B-3) 

For external energy storage systems, the efficiency is as given in 
equation (B-2). Since the overall efficiency of a solar thermal power 
plant is the product of subsystem efficiencies, equation (B-3) is com­
patible with such a concept, The numeric values quoted for thermal 
energy transport and thermal energy storage are based on the definition 
of equation (B-3). 

C. EXPECTED LIFE 

Equipment life is generally related to its basic design and oper­
ating mode. It is very difficult to estimate the actual life of some 
of the advanced energy transport and storage systems considered in this 
study. It is believed that adequate life is usually accomplished by 
proper design and maintenance. Therefore, it is assumed that all sys­
tems have the same life of 30 years. 
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WORK OUT (ELECTRICITY) w 
0 

Figure B-3. Energy Balance for Energy Transport 
and Internal Energy .Storage Systems 

D. OPERATING CHARACTERISTICS 

t 

Since most of the advanced systems under consideration are still 
conceptual, we have not investigated the load following, part load 
operation, and transient stability of energy transport and storage 
systems. It i~ assumed that all energy storage systems are capable of 
undergoing the required duty cycle without any penalties. 

III. ROCK-OIL (HITEC) ENERGY STORAGE 

Rock-Oil sensible energy storage is characterized by using the 
thermal energy directly to charge the storage system, retrieving it as 
thermal energy, and the converting it into electrical energy as shown 
in Figure B-4. Desirable properties for the sensible thermal/storage 
medium include low-cost, high-heat capacity, high-temperature capability, 
low-vapor pressure so that it can be stored at atmospheric pressure, 
non-corrosive, high-thermal conductivity, non-toxic, and safe. 

Several recent studies (References B-1 to B-4) have addressed the 
issues of medium selection, their costs and performance. HITEC-Rock 
system has been recommended for Barstow pilot plant and we have 
adopted this energy storage for the baseline solar thermal power plant. 

HITEC is attractive for its high-temperature capability (up to 
950°F). Its heat transfer properties are quite sufficient (specific 
heat :::: 0 .. 37 Btu/lbm - °F) but its cost is somewhat high ( '\, 25 cents/lb). 
Its limited availability is of more serious concern. Current systems 
employing HITEC in industrial process heating are all significantly 
smaller than that needed for. the solar p,lant. In fact, one 10 MWe 
plant would require five times the current annual production of HITEC. 
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Since the single major cost of this type of energy storage system 
is HITEC material cost (which amounts to ~70% of the total cost), pack­
ing of storage tanks with crushed rock (specific heat= 0.21 Btu/lb - °F) 
will bring down the material costs. However, the long term behavior 
of crushed rock under high-temperature thermal cycling is not well 
understoqd and needs development of experimental data. 

In this study, we have estimated the approximate cost of HITEC­
Rock system. The current indication is that the HITEC temperature will 
vary between 650°F as its high and storage temperature of 450°F as its 
de-energized temperature, and so the material remains a liquid through­
out the operating range since it freezes at 288°F at atmospheric pres­
sure. The storage system is comprised of a tank storage at atmospheric 
pressure which holds HITEC and rock heat exchangers that allow thermal 
input and output to and from the storage, plumbing, insulation for the 
tank and plumbing, pumps and controls. The estimated costs are shown 
in Table B-2. 

IV. MAGNESiill1 OXIDE BRICK STORAGE 

Recently Boeing Company (Reference B-3) investigated the use of 
cast iron and refractory material such as MgO as potential sensible heat 
storage media for Brayton powered solar power plants. A comparison of 
the key characteristics of MgO and cast iron is shown in Table B-3. 

Table B-2. Summary of Performance and Cost Character1stics 
for HITEC-Rock Energy Storage 

Storage Capacity (MWe hr) 

Heat in, Q. (l1Wth) 
l 

Heat Loss, Q
1 

(MWth) 

Pump Work (MWe hrj 

Expander Work (MWe hr) 

Storage Efficiency, n 
s 6 

Power Related Costs ($xlO) 
Heat Exchangers 
Plumbing 
Pumps 

6 
Energy Related Costs ($xlO) 

Tank 
HITEC 
Insulation 

C ($/kWe) 
p 

C ($/kWe hr) 
s 

B-13 

50 

170 

17 

6.3 

0.8 

0.9 

2.1 

40 

52 

100 

338 

35 

12.7 

0.79 

1. 20 

4.40 

40 

52 

150 

508 

54 

19 

0.78 

1.30 

6.6 

40 

52 



Table B-3. Comparison of Properties Cast Iron and Magnesia Brick 

Cast Iron Magnesia Brick 

Cost ($/kg) 0.66 0.32 
I 

Thermal Conductivity (W/m - °C) 29.3 5.07 

Heat Capacity (J/kg - OC) 837 1,130 

Linear Expansion (%) 1.10 1.09 

Density 3 (kg/m) 7,900 3,000 

For a 6.T = 264°c 

Storage capacity (kJ/$) 334.8 932. 2 
Storage density (kJ/g) 220.9 298.3 
Storage volume (MJ/m3) 1,746 894.9 

MgO bricks also retain high strength at elevated temperatures 1500°F 
and are resistant to spalling, and hence are selected for the present 
study. Checker work construction techniques for these bricks are part 
of the standard industry practice as shown in Figure B-5. 

CHARGING AND 
DISCHARGING AT 
1500 - 18()0° F 

He MANIFOLDS 

HIGH PRESSURE 
He CONTAINMENT 

VESSELS 

PLAN VIEW 

Figure B-5. MgO Brick-Sensible Heat Storage 
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The storage medium can be contained in several insulated pressure 
vessels. The working fluid (helium or air) is distributed by a cascaded 
manifold system with a refractory diffuser. The tank is made of ~3 inch 
thick carbon steel and has to be designed in accordance with ASME Boiler 
and Pressure Vessel Code. The fluid circulation system compressor should 
be sized to overcome the pressure drop in the brick storage. 

The estimated performance and costs are shown in Table B-4. The 
costs include tank fabrication, refractory brick inventory, gas circula­
tion, plumbing, and insulation. DOE has sponsored current research to 
assess the applicability of prestressed cast iron vessel (PCIV) in this 
storage (Reference B-5). The PCIV concept offers a potential low-cost 
alternative to the welded steel pressure vessel approach adopted in this 
study. 

V. LIQUID METAL STORAGE 

Liquid metals have been found to be excellent heat transport and 
storage media for systems designed to operate at temperatures from 
1200 to 1800°F. The size of the piping and major pieces of equipment 
together with the pumping power requirements can be kept lower than if 
gases were employed. However, the corrosion problem~ presented by 
liquid metals require that the structural materials be selected with 
care. Furthermore, the systems must be designed for a high degree of 

Table B-4. Summary of Performance and Cost Characteristics for 
Magnesium Oxide Brick Storage Energy Storage 

Storage Capacity (MWe hr) 

Heat in, Q. (:MWth hr) 
l 

Heat Loss, QL (MWth hr) 

Circulation Work (MWe hr) 

Expander Work (MWe hr) 

Storage Efficiency, n 
s 6 

Power Related Costs ($xlO) 
Circulation Compressors, 
Manifolds and Diffuser 

6 
Energy Related Costs ($xlO) 

Tanks 
MgO 
Insulation 

Cp ($/kWe) 

Cs ($/kWe hr) 

B-15 

50 

150 

15 

5 

0.8 

0.6 

2.4 

50 

50 

100 

260 

25 

11 

0. 78 

0.70 

4.8 

50 

50 

150 

388 

42 

17 

0.76 

0,80 

7.2 

50 

50 



leak-tightness to minimize contamination of the liquid metal by water 
vapor or oxygen if corrosion rates are to be kept small. With proper 
design, construction, and operation liquid metal systems have been 
operated at temperatures of ~1200°F and higher with corrosion rates of 
less than 0.0001 inch/year (Reference B-6). The heat transport and 
storage systems must be designed for providing preheating and good 
drainage to avoid difficulties with liquid freezing. Sodium appears to 
have mainly cost and performance advantages over other liquid metals 
(Reference B-7) and hence is the selected candidate for analysis in this 
study. 

A simple schematic of the liquid sodium storage system is shown 
in Figure B-6. Since all operation of this system is from stored sodium, 
there is no distinction between daytime or nighttime operation, other 
than the auxiliary or parasitic power requirements. This configuration 
allows all of the five desirable operating sequences: (1) direct oper­
ation (2) direct plus storage system discharge (3) direct plus storage 
system ch

0

arge (4) storage system charge only and (5) storage system 
discharge only. Recently, a conceptual design for a 100 MWe solar tower 
employing liquid sodium as a heat transfer fluid and as a storage 
medium was generated using this configuration (Reference B-8). 
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The liquid sodium energy storage system as shown in Figure B-6 
consists of a hot sodium storage tank, cold sodium storage, pumps, and 
interconnecting piping. The storage system costs are dominated by the 
cost of the tanks and the sodium. For this reason (Reference B-6) 
examined iu detail the tank height versus diameter relationship as well 
as the number of tanks. It concluded that for a system with stainless 
steel hot tank and carbon steel cold tank, single tanks with a height to 
diameter ratio of 1:2 gave the lowest cost system. This included material, 
labor, insulation, electrical preheat, interconnecting piping, and 
valves. 

The 347 stainless steel has been the most popular variety of stain­
less steel for high temperature liquid sodium transport and storage 
because of its Colombium stabilization. Type 304 stainless steel has 
also been proved to be in every way as resistant to corrosion in sodium 
as type 347 up to 1000°F, For liquid temperatures of interest in this 
study (1500 - 1800°F) candidate materials are Type 347 stainless steels, 
Inconel, Nichrome, Hastelloys, and Cobalt alloys. Ceramics such as Al

2 03, Be0, Mg0 are as resistant to corrosion in sodium as any of the 
austenitic stainless steels. 

The experience with liquid sodium containment at temperatures 
1500 - 1800°F is extremely limited. No reliable data exists on liquid 
metal resistance, temperature dependent mechanical strength or metal­
lurgical stability. Much work needs to be done in this area to develop 
satisfac.tory designs of low cost. Components such as insulation, liquid 
metal pumps, valves, and controls already exist in connection with 
nuclear work, and their cost can be brought down considerably by mass 
production techniques and elimination of nuclear specs for these com­
ponents. Cost and performance estimates based on our judgment are shown 
in Table B-5. 

VI. PHASE CHANGE MATERIAL (PCM) 

The latent heat of fusion has long been considered an attractive 
mechanism for thermal. energy storage. The reasons are the high poten­
tial energy storage density.at temperatures in excess ot 500°F, and the 
convenience of operating over a relatively narrow temperature range. 

The candidate phase change material (PCM), in addition to having 
the proper transition temperature and high l~tent heat must also have 
satisfactory chemical and physical properties, especially an adequate 
thermal conductivity. Also, it must be stable, containable, cheap, and 
preferably non-poisonous. 

Several of the PCM salts shown in Table B-6 have been used in 
commercial molten-salt heaters and in advance development heaters 
(Reference B-9). 
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Table B-5. Summary of Performance and Cost Characteristics 
for Liquid Metal (Sodium) Energy Storage 

Storage Capacity (MWe hr) 

Heat •in, Q. (MWth hr) 
l. 

Heat Loss, QL (MWth hr) 

Pump Work (MWe hr) 

Expander Work (MWe hr) 

Storage Efficiency, ns 

Power Related Costs ($x106) 
- Pumps 
- Valves 
- Piping 

Energy Related Costs ($xl06) 
- Tanks (Stainless steel 

and Carbon steel) 
- Insulation 
- Sodium 

Cp ($/kWe) 

Cs ($/kWe hr) 

SQ 

170 

7 

3 

Accounted 
in Net 
Pump Work 

0.91 

0.4 

2.1 

40 

31 

100 

332 

13 

7 

Accounted 
in Net 
Pump Work 

0.90 

0.5 

3.00 

40 

31 

150 

500 

28 

10 

Accounted 
in Net 
Pump Work 

0.89 

0.6 

4.50 

40 

31 

In general, fluorides possess the "best" thermal properties of all 

PCM and therefore have received a great deal of attention (Reference B-10 

and B-11). These slats are abundant, relatively inexpensive for large 

production rates, and chemically and thermally stable. Mixtures of 
various fluoride salts provide a wide variation in cost, melt tempera­

ture, and heat of fusion. Table B-7 lists some selected metal fluoride 

salts currently under investigation, their heat of fusion and their esti­

mated selling price. Table B-8 summarizes the performance and cost 

characteristics of a PCM storage device shown in Figure B-7. 

Table B-6. Candidate PCM Salts 

Type 
(Single Salt) Melting Point Range (OF) Heat of Fusion (Btu/lbm) 

Chlorides 47 5-1765 31-250 

Nitrates 500-1100 40-150 

Hydroxides 600-850 59-380 

Bromides 1000-1400 50-101 

Carbonates 1300-2500 101-260 

Fluorides 1500-2400 160-450 
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Table B-7. Selected Metal Fluoride Salts 

Melting Estimated Heat of Fusion 

Temperature Composition 
Point Selling Price 

Range °C (Wt. %) 
oc $/kg $/m3 kJ/mole kJ/kg MJ/m

3 

250-300 70Na
3
AlF

6
/30AlC1

3 
300 0.66 

401-450 27.1LiF/ll.9NaF/55.lKF/5.9MgF2* 449 1.33 3.424 7.0 699 1807 

451-475 29.2LiF/ll.7NaF/59.lKF* 454 1.42 3.567 4.09 414 1046 

476-500 l.9LiF/42.6KF/55.5AlF
3 

490 0.47 

526-550 5.8NaF/28.9KCl/65.3Na
2

Co
3 

538 0.07 

b:l 551-575 25.9Na2co3/38.8NaCl/35.3NaF 575 0.09 0 
I 

f-' 
I.O 

576-600 ll.5MgF2/88.5MgC1 2 596 0.16 

601-625 35.2LiF/38.3NaF/26.5CaF2* 615 1. 36 3.790 5.83 636 1795 

626-650 45.2NaF/54.8ZnF2 635 0.64 

+ Based on ambient densities 
* Considered in present study. 



Table B-8. Summary of Performance and Cost Characteristics 
for Molten Salt Storage (Power= 10 MWe) 

Storage Capacity (MWe hr) 

Heat in, Q. (MWth hr) 
l 

Heat Loss, QL (MWth hr) 

Pump Work (MWe hr) 

Storage Efficiency, ns 

Power Related Costs ($x106) 

- Heat Exchanger and Pumps 

Energy Related Costs ($x10
6

) 

- Salt Mixtures 
- Tanks 

C ($/kWe) 
p 

C ($/kWe hr) 
s 

50 

170 

18 

5 

0.78 

0.5 

1. 3 

50 

18 
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Figure B-7. Phase Change Material Energy Storage 
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VII. REVERSIBLE CHEMICAL REACTION STORAGE (RCR) 

The storage of thermal energy as the heat of reaction of a 

reversible chemical system has long been~onsidered an attractive possi­

bility. ,In these systems, a reversible chemical reaction consumes ther­

mal energy (endothermic reaction) by transforming chemicals into a 

storable, higher potential energy state during periods of excess energy 

supply, such as during hours of sunlight. During periods of low or no 

insolation, the chemical energy storage is called upon to give up the 

stored heat by the recombination heat of reaction (exothermic reaction) 

of stored chemicals. 

Reversible chemical reaction storage (RCR) systems can be cate­

gorized according to the temperature regime in which they operate, by 

the physical state of the reactants (gas, liquid or solid), and by the 

volume change associated with the reaction (Reference B-12). The reac­

tions are easier to conduct if all reactants are gases at reaction tem­

perature. The products are easier to store if they are liquids at 

ambient temperature. A compromise has to be sought between these con­

tradictory requirements. Reference B-12 discusses in detail the 

selection criteria for candidate RCR systems and performance of some 

of these systems. The selection criteria included energy storage 

capacity per unit mass or per unit volume, the reaction rates, avail­

ability of proper separation techniques of the reaction products, cost 

of chemicals, toxicity, corrosiveness, and inflammability of the involved 

chemicals. In our study, we have chosen to investigate (1) the methana­

tion reaction (2) the sulfur trioxide reaction and (3) ammonium hydro­

gen sulfate reaction. 

VIII. METHANATION REACTION 

The interest in this system derives from the pioneering work of 

German investigators (Reference B-1) who have been studying the use of 

the reaction, CH4 + HzO ++CO+ 3Hz, for the long distance transmission 

of nuclear heat. General Electric Company is currently studying the 

use of this reversible chemical reaction for both transport (chemical 

heat pipes), and energy storage. The basic scheme for the use of metha­

nation reaction is shown in Figure B-8. During sunlit hours, the heat 

from the receiver is absorbed in the endothermic reactor (reformer) where 

the previously stored low enthalpy reactants (CH4,HzO) are converted to 

high enthalpy products (CO/Hz). After heat exchange with incoming 

reactants, the products are then stored at nearly ambient temperature 

conditions. Although the reverse reaction is thermodynamically favored, 

it will not occur at low temperatures and in the absence of a catalyst. 

Hence, the intrinsic storage time is practically infinite. The higher 

enthalpy products are recovered from storage and the reverse, exothermic 

reaction (methanation) is run to recover the stored heat after sundown. 

It is necessary to store the gases at high pressures of ~ 70 atm in order 

to achieve reasonable energy storage density. The storage could be in 
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steel tanks or in underground mined caverns. The latter will be most 
economical if a suitable site is available. One concern in the design 
of an underground storage system would be the contamination of high 
enthalpy products by the naturally released impure gases in storage which 
could lead to the poisoning of the catalysts employed in the reactors. 
Another concern is the diffusion through the rock of light gases such 
as hydrogen. In our analysis we have assumed steel storage vessels to 
avoid these unresolved concerns. Table B-9 summarizes the performance 
and cost estimates. 

IX. so2 - so3 ENERGY STORAGE 

The sulfur trioxide dissociation was first proposed at the Naval 
Research Laboratory (Reference B-10). In this concept, sulfur trioxide 
will be dissociated to sulfur dioxide and oxygen with heat absorption 
during sunlit hours. After sundown, these chemicals will be recombined 

to release heat. Before systems can be implemented based upon this 
reaction, a catalyst must be found capable of withstanding the high­
temperature endothermic reaction conditions. DOE has recently sponsored 
a study (Refernce B-1) to evaluate the ability of currently available 
catalysts to function in the required environment and,if necessary, to 
develop new, more lasting catalysts. 

Commercially available vanadium and platinum catalysts appear to 
degrade at high temperature because of evaporation and hence· are not 
favored at the present time. Fe and Mn catalysts are being tested at 
high temperatures for prolonged times to test their utilization. Molten 
catalysts have also been investigated, but have been found unattractive 
because of their high melting points. 

A processes flow sheet of the so2 - so3 energy storage system 
describing the major system components and fluid physical conditions is 
shown in Figure B-9. During the sunlit hours, part of the dissocia­
tion product (S03, S02, Oz) is transported after being cooled and 
compressed to the exothermic reactor to produce steam at ~1000°F and 
1500 psia. The rest of the products are separated and stored for later 
use past sundown. Steam is produced in the t~bes embedded in the fixed 
bed catalytic reactor. The bottom part of the vertical tubes serve as 
preheaters. The estimated performance and costs are shown in Table B-10. 

X. AMMONIUM HYDROGEN SULFATE STORAGE (AHS) 

Use of the reactions 

NH4so4 (Z) + Na2so4 (Z) = Qi-Na2s 2o7 + H20(g) + NH3 (g) 

Na2s2o7 (Z) + Qi-+Na2so4 (Z) + so3 (g) 

NH3 (g) + H20(g) + so3 (g)-NH4
Hso4 (Z) + (Q) 

0 
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Table B-9. Summary of Performance and Cost Characteristics 
for (C0-H2), Methanation RCR Energy Storage 

Storage Capacity (MWe hr) 

Heat in, Q. (MWth hr) 
]. 

Heat Loss, Q
1 

(MWth hr) 

Pump Work (MWe hr} 
(Compressor) 

Expander Work (MWe hr) 

Storage Efficiency ns 

Power Related Costs ($x106) 

- Reactors (Reformer and Methanator) 
- Heat Exchanger 
- Compressor 

Energy Related Costs ($x106) 

- Chemical Inventory 
- Storage Tanks 
- Water Tank 

C ( $/kWe) p 

C ( $/kWe hr) 
s 

50 

171 

14 

18 

10 

o. 76 

1.55 

4.50 

330 

35 

100 

338 

24.5 

38 

20 

o. 75 

1.70 

5.10 

330 

35 

150 

500 

40 

57 

30 

0.74 

1,95 

6.60 

330 

35 

for thermal energy storage appears prom1.s1.ng for several reasons. It 
possesses a high heat of reaction, which will lead to a high energy 
density. The reaction products are condensable which facilitates storage, 
and the liquid and gas phases involved minimize heat transfer problems 
associated with the reactor. The thermal reactions are complete and 
require no catalyst (Reference B-12). Problems which must be resolved 
include: 

• Development of a means of separating the products 

• Selection of materials for containment 

• Development of complete operational cycles with heat 
recuperation and work extraction by means· of expanders, 
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Table B-10. Slllllillary of Performance and Cost Characteristics 
for so2 - so

3 
Energy Storage 

Storage Capacity (MWe hr) 

Heat in Q. (MWth hr) 
1 

Heat Loss QL (MWth hr) 

Pump Compressor Work (MWe hr) 

Expander Work (MWe hr) 

Storage efficiency, ns 

Power Related Costs ($x106) 

- Reactors 
- Heat Exchanger 

Compressor 
- Catalyst 

Energy Related Costs ($x 106 

- Chemical Inventory 
- Storage Tanks 

C ($/kWe) p 

C ($/kWe hr) 
s 

5~ 

155 

18 

18 

7 

0.67 

0.5 

130 

9 

100 

306 

38 

37 

14 

0.66 

0.9 

130 

9 

150 

431 

58 

52 

21 

0.65 

1.25 

130 

9 

Some data on AHS cycle is available from recent work at the 
University of Houston (Reference B-13). A process schematic of the type 
of energy storage system is shown in Figure B-10. The first two 
reactions listed above are required during charging involving the 
carrier reactant, Na

2
so

4 
which is cycled between reactions one and two in 

order to keep the temperature down and aid in the separation of products. 

The process, at the current stage of development, contemplates no 
separation of the ammonia and water since they can be conveniently 
condensed and stored as an equimolal mixture resulting in lowered costs 
for tank storage. In the discharge side reaction, the AHS synthesis, 
involves bringing together NH3, H20 and S03 as gases to form the 
product as a liquid. As seen from the process schematic, the endother­
mic reactions take place at a very high pressure of ~143 atmospheres, 
whereas the exothermic reaction takes place at ~l atm pressure. 
This process offers significant opportunitites for the recovery of expan­
sion work if suitable expander devices are incorporated at appropriate 
places. In the present study, we have considered this possibility of 
work recovery. Additionally, large amounts of heat are rejected in the 
NH3 and S02 condensation which are low grade waste heat streams. It is 
also possible to improve the overall utilization of this waste heat 
during the charging cycle. 
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The operational cycle as shown poses some problems if energy 
storage for more than six hours is considered, Expander power itself in 
such a case can exceed 10 MWe. Hence no energy conversion system is 
needed during the charging cycle. Estimated performance and costs are 
shown in Table B-11. This reversible chemical energy storage cycle 
appears to be attractive. The key to success depends on working 
out reactor designs, better utilization of work as heat recovery; and 
minimizing the temperature drop between charging and discharging of the 
energy storage cycle. 

Table B-11. Sunnnary of Performance and Cost Characteristics 
for Annnonium Hydrogen Sulfate Energy Storage 

Storage Capacity (MWe hr) 10 

Heat in, Q. (MWth hr) 33 
l 

Heat Loss, QL (MWth hr) 4.1 

Ptnnp and Compressor Work (MWe hr) 8,1 

Expander Work (MWe hr) 8,5 

Storage Efficency, n 0.91 
s 

6 
Power Related Costs ($Xl0) 1.6 

- Reactors 
- Expanders 
- Compressors 

Energy Related Costs ($Xl06) 

- Chemical Inventory 
- Storage Tanks 

C ($/kWe) 
p 

C ($/kWe hr) 
s 
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XI. EXTERNAL ENERGY STORAGE (Battery Storage) 

Battery energy storage is a well known form of chemical energy 
storage in which direct current electricity is electrochemically 
converted to chemical energy during charging and during discharge 
chemical energy is converted electrochemically into d-c electricity. 
Advantages of battery energy storage are: (a) an absence of moving parts, 
(b) rapid system response (c) compactness and modularity. A large 
number of electrochemical systems have been investigated recently 
(References B-2, B-14 and B-15). In our study, we have focused on 
redox battery energy storage. 

Redox batteries using various inorganic couples in aqueous 
solutions have been proposed for energy storage (Reference B-15). A 
proposed iron-chromium system is shown in Figure B-11. The redox 
battery is characterized as an electrically rechargeable flow cell based 
on two redox couples which are a pair of oxidation-reduction reactions. 
In either oxidized or reduced states, the ions remain soluble in their 
electrolytes. The cell is comprised of two compartments separated by 
an anion permeable selective ion exchange membrane and containing 
inert carbon electrodes. Separate electrolytes flow from external 
storage tanks into the compartments. In one compartment an oxidation 
reaction releases electrons which pass through the electrode to the load 
and finally into the electrode of the other compartment where a 
reduction reaction uses these electrons to release anions. These anions 
in turn pass through the membrane to participate in the oxidation 
reaction. The cell is recharged by reversing the direction of current 
flow. The development of redox batteries is still at~ preliminary 
stage. Key cost-determining considerations are: the electrodes and 
current densities, electrode deterioration, charge-discharge efficien­
cies, and selective membranes. Much of the rest of the system - tanks, 
pumps, piping, and inorganic salts are currently available at reasonable 
costs. Table B-12 summarizes the performance and cost characteristics. 
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Figure B-11. Two-Tank Electrically Rechargeable 
Redox Flow Cell 

Table B-12. Sunnnary of Performance and Cost Characteristics 
for Redox Battery Energy Storage 

Storage Capacity (MWe hr) 50 100 150 

Electrical Energy in (MW hr) 67 133 200 

Heat in, Q. (MWth hr) 0 0 0 
l. 

Heat loss, Q
1 

(MWth hr) 12 23 35 
(I2R Losses) 

Pump Work (MWe hr) 5 10 15 

Storage Efficiency, ns 0.75 0.75 0.75 
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Table B-12. Sununary of Performance and Cost Characteristics 
for Redox Battery Energy Storage (Cont) 

Power Related Costs ($106) 

- Membrane 
- Electrodes 
- Cell Modules 
- Pumps 
- Power Conditioning 

Energy Related Costs ($106) 

- Fluid Tanks 
- Salts 

C ($/kWe} 
p 

C (kWe hr} 
s 
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APPENDIX C 

Accumulated data on the performance and cost of advanced solar 
thermal power plant subsystems that might be suitable candidates in the 
timeframe 1990-2000 were screened and evaluated to determine the data 
base for this study. In this appendix the data utilized is arranged in 
two groups. The first group of data is common to all the systems con­
sidered in this study. The second group lists the data appropriate for 
the particular system. 

Group 1: Data Common to All Systems 

Table C-1. Economic Assumptions 

Plant Construction Time, Years 

Annual Growth Rates, % 

General Price Level 

Labor (Construction) 

Manufactured Goods 

O&M (3/4 Labor, 1/4 Goods) 

Other (Insurance, Taxes, Profit, etc.) 

Installed Capital 

1977-1987 

5.0 

7.0 

4.3 

6.3' 

5.0 

6.2 

Table C-2. Performance Assumptions 

Collector Optical Reflectance 

Receiver Absorptance 

Scheduled Haintenance Factor 

Unscheduled Maintenance Factor 

Inplant Electric Transport Efficiency 

Correction Factor for Auxiliary Power 

Group 2: Individual Systems 

Low 

0.88 

0.92 

0.89 

0.95 

0.95 

0.97 

Most Likely 

0.90 

0.95 

0.90 

0.96 

0.95 

0.97 

After 1987 

4.2 

6.2 

3.8 

5.6 

4.2 

4.8 

High 

0.92 

0.96 

0.95 

0.97 

0.95 

0.97 

Data for individual selected systems are presented in Tables C-3 
through C-11. The first four systems are for central receivers 
(including the baseline) while the remaining five encompass selected 
distributed systems. The low, most likely, and high values used in the 
probabilistic simulation program are presented. 
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Table C-3. Data Base for System HR 

Central Receiver, Rankine Steam Cycle 
~1100°F, Rock Oil Storage, LF = 0.4 

Low Most Likely 

Atmospheric Attenuation 0.97 0.98 

Collector-Receiver Matching 0.941 0.958 

Geometric Tracking Efficiency 0.702 0.738 

Receiver Efficiency 0.920 0.944 

Energy Transport Efficiency 0.94 0.96 

Energy Storage Efficiency 0.70 0.80 

Power Plant Efficiency (Direct) 0.290 0.298 
Power Plant Efficiency (Stored) 0.205 0.208 

Capital Cost ($/kWe) 800 1323 

First Year Operation & Maintenance 
Cost ($/k.We) 6 7 

Table C-4. Data Base for System (HS/LM) 

Central Receiver, Stirling Engine, Liquid Metal 
Transport and Storage, LF = 0.4 

High 

0.99 

0.980 

o. 771 

0.956 

0.98 

0.825 

0.310 
0.221 

1764 

9 

Low Most Likely High 

Atmospheric Attenuation 

Collector-Receiver Matching 

Geometric Tracking Efficiency 

Receiver Efficiency 

Energy Transport Efficiency 

Energy Storage Efficiency 

Power Plant Efficiency (Direct) 
Power Plant Efficiency (Stored) 

Capital Cost ($/kWe) 

First-Year Operation & Maintenance 
Cost ($/kWe) 

C-4 

0.97 

0.941 

0. 702 

0,90 

0.87 

0.88 

0.400 
o. 398 

790 

6 

0.98 

0.958 

0.738 

0.92 

0.89 

0.91 

0.401 
0.400 

1258 

7 

0.99 

0.980 

0. 771 

0.95 

0.910 

0.92 

0.415 
0.412 

1675 

9 



Table C-5. Data Base for System (HB/Ll1) 

Central Receiver, Open Cycle Brayton, ~1500°F, 
Liquid Metal Transport and Storage, LF = 0.4 

Low Most Likely High 

Atmospheric Attenuation 

Collector-Receiver Matching 

Geometric Tracking Efficiency 

Receiver Efficiency 

Energy Transport Efficiency 

Energy Storage Efficiency 

Power Plant Efficiency (Direct) 
Power Plant Efficiency (Stored) 

Capital Cost ($/kWe) 

First-Year Operation & Maintenance 
Cost ($/kWe) 

0.97 

0.941 

0. 702 

0.9 

0.87 

0.88 

o. 361 
0. 360 

797 

6 

0.98 

o. 958 

0.738 

0.92 

0.89 

0.91 

0.374 
o. 372 

1227 

7 

Table C-6. Data Base for System (H(B/R)/CH) 

0.99 

o. 980 

o. 771 

0.95 

0.91 

0.92 

0.390 
0.387 

1631 

9 

Central Receiver, Combined Brayton-Rankine Cycle 

~1800°F, Liquid Metal Transport, Chemical-Ammonium Hydrogen 
Sulfate Energy Storage LF = 0.4 

Low Most Likely High 

Atmospheric Attenuation 0 .97 0.98 0;99 

Collector-Receiver Matching o·.941 0.958 0.980 

Geometric Tracking Efficiency 0.702 0. 738 o. 771 

Receiver Efficiency 0.82 0.85 0.90 

Energy Transport Efficiency 0.87 0.89 0.91 

Energy Storage Efficiency 0.80 0.90 0.91 

Power Plant Efficiency (Direct) 0.428 0.437 0.441 

Power Plant Efficiency (Stored) 0.205 0.208 0.221 

Capital Cost ($/kWe) 960 1358 1800 

First Year Operation & Maintenance 
Cost ($/kWe) 6 7 9 
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Table C-7. Data Base for System (PS-2) 

Distributed Dish, Stirling Engine ~1800°F, 
Redox Battery Stora&e, LF = 0.4 

Atmospheric Attenuation 

Collector-Receiver Matching 

Geometric Tracking Efficiency 

Receiver Efficiency 

Energy Transport Efficiency 

Energy Storage Efficiency 

Power Plant Efficiency (Direct) 
Power Plant Efficiency (Stored) 

Capital Cost ($/kWe) 

First-Year Operation & Maintenance 
Cost ($/kWe) 

Low 

1.0 

1.0 

1.0 

0.860 

0.94 

0.7 

0.440 

696 

7 

Most Likely 

1.0 

1.0 

1.0 

0.874 

0.975 

0.75 

0.456 

1123 

8 

Table C-8. Data Base for System (PB) 

Distributed Dish, Closed Cycle Brayton ~2000°F, 
Redox Battery Storage, LF 0.4 

Low Most Likely 

Atmospheric Attenuation 1.00 1.00 

Collector-Receiver Matching 1.00 1.00 

Geometric Tracking Efficiency 1.00 1.00 

Receiver Efficiency 0.824 0.838 

Energy Transport Efficiency 0.941 0.976 

Energy Storage Efficiency 0.70 0.75 

Power Plant Efficiency (Direct) 0.438 0.438 
Power Plant Efficiency (Stored) 

Capital Cost ($/kWe) 784 1142 

First-Year Operation & Maintenance 
Cost ($/kWe) 7 8 

c-6 

High 

1.0 

1.0 

1.0 

0.890 

0 .980 

0.80 

0.475 

1500 

9 

High 

1.00 

1.00 

1.00 

0.840 

0.989 

0.80 

0 .438 

1525 

9 



Table C-9. Data Base for System (PS/MD) 

Distributed Dish, Stirling Engine -1500°F, Seven-Dish Per Module, 
Liquid Metal Transport and Storage, LF = 0.4 

Low Most Likely High 

Atmospheric Attenuation 1.00 1.00 1.00 

Collector-Receiver Matching 1.00 1.00 1.00 

Geometric Tracking Efficiency 1.00 1.00 1.00 

Receiver Efficiency 0.90 0.92 0.93 

Energy Transport Efficiency 0.894 0.912 0.926 

Energy Storage Efficiency 0.880 0.91 0.92 

Power Plant Efficiency (Direct) 0.400 0.401 0.415 
Power Plant Efficiency (Stored) 0.398 0.400 0.412 

Capital Cost ($/kWe) 654 1006 1350 

First-Year Operation & Maintenance 7 g 9 
Cost ($/kWe) 

Table C-10. Data Base for System (PP(B/R)/MD) 

Distributed Dish, Combined Brayton-Rankine Cycle -1800°F, 
Liquid Metal Transport and Storage LF = 0.4 

Low Most Likely High 

Atmospheric Attenuation 1.00 1.00 1.00 

Collector-Receiver Matching 1.00 1.00 1.00 

Geometric Tracking Efficiency 1.00 1.00 1.00 

Receiver Efficiency 0.860 0.874 0.888 

Energy Transport Efficiency 0.891 0.901 0.916 

Energy Storage Efficiency 0.880 0.90 0.915 

Power Plant Efficiency (Direct) 0.423 0.44 0.45 
Power Plant Efficiency (Stored) 0.420 0.43 0.44 

Capital Cost ($/kWe) 720 1032 1390 

First-Year Operation & Maintenance 
Cost ($/kWe) 7 8 9 
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Table C-11. Data Base for System (FR/DIS) 

Distributed Dish Fresnel, Rankine Steam Cycle ~1100°F, 
Redox Battery Storage, LF = 0.4 

Low Most Likely 

Atmospheric Attenuation 1.00 1.00 

Collector-Receiver Hatching 1.00 1.00 

Geometric Tracking Efficiency 1.00 1.00 

Receiver Efficiency 0.93 0.952 

Energy Transport Efficiency 0 .975 0.987 

Energy Storage Efficiency o. 70 0.75 

Power Plant Efficiency (Direct) 0.284 0.292 
Power Plant Efficiency (Stored) 

Capital Cost ($/kWe) 700 1110 

First-Year Operation & Maintenance 
Cost ($/kWe) 7 8 
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High 

1.00 

1.00 

1.00 

0.96 

0.998 

0.80 

0. 301. 

1460 

9 


