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SOLAR ONE
OPERATION & MAINTENANCE REPORT #33
DECEMBER 1984

THIS REPORT SUMMARIZES THE OPERATIONAL ACTIVITIES AND HIBHLIGHTS
MARINTENANCE WORK THAT WAS PERFORMED DURING THE MONTH. IN ADDI-
TION, IT PRESENTS PLANT STATISTICS AND A MONTHLY OPERATION AND
MRINTENANCE COST SUMMARY.

ABSTRACT

© The gross energy production for the month was 309.1 MWH and the
net energy production was —41.3 MWH. Power production was limited
by 142.5 hours of inclement weather.

OPERATIONAL HIGHL IGHTS

¢ Sandia Labs conducted an on site meeting for the FY&85 McDormel
Douglas Support Contract. The efforts agreed to include:

- Summary Data Tapes

This provides for data reduction of Plant data acquisition
tapes into a monthly summary data tape which is sent to
Sandia for further analysis.

- Plant hardware and software support

This is primarily for major problems. It is expected that
SCE will be able to run the plant without much technical
assistance from contractors.

\J

- Plant Evaluation Support

This covers all aspects of the plant performance evaluation
but the major effort will be in the receiver area. Methods
will be investigated to further reduce the receiver edge
tube temperatures using shields, receiver tube orifice
removal and control and instrumentation changes. Control
and instrumentation changes are being considered to reduce
the plant start-up time and to provide better contral
throughout the year.

- Receiver Tube Crack Laboratery Simulation & Model ing

This is an effort to simulate the receiver edge tube crack
initiation and propagation in the laboratory and to develop
a finite element model of the tube section for evaluating
the crack propagation under cyclic loads and temperatures.
Work has started on this effort and actual model testing
should start early next year.,



o Rain, snow, and frost in the last few weeks has cleaned the helio-
stats and the reflectivity has reached a new 1984 high of 95.8%
clean. Frost on the heliostats in the morning has delayed start-—
up on several days.

o The plant experienced frequent auxiliary power voltage excursions.
Barstow Customer Service was later scheduled to inspect the voltage
regulator at Gale Substation in an effort to resolve the problem.

o The condenser experienced a vacuum problem. A ruptured diaphragm
was found to be leaking when a morning vacuum was initiated on the
condenser. The defective condenser rupture disk was replaced.

© The Operational Control System (OCS) failed at 0630 hours on
Sunday, December 9. Communications Maintenance Inc. (CMI) was
later on station to work on the 0OCS hardware problem. A RAM card
on the CPU board was replaced and the system was returned to
service.

o We have been receiving daily SCE weather forecast information
(Monday — Friday) which has proven to be more accurate than that
praovided by other weather services. Larry Bergman, SCE R&D, will
modify the desert section of the SCE weather forecast with a solar
plant specific forecast for Solar One and SEGS I. In the revised
format, SCE will predict weather for the following day with a tele-
phonic update at 1500 hours on an exception basis. This updated
information will be called in as required to the Control room. The
combined weather information should be useful in determining our
next day’s operating plan.

¢ On Christmas morning, start—up was delayed when the generator
breaker would not close. The breaker closing coil contacts were
found stuck open with the closing springs fully discharged. The
closing springs were recharged (motor driven rewind) and exercised
with no further problems.

MAINTENANCE HIGHL IGHTS
¢ Miscellaneous steam leaks on the receiver and thermal storapge
system were repaired.

@ The historic trend processor was repaired on the receiver system
to allow the chart drive trend recorders to function properly.
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A rnew line was installed on the make—up demineralizer inlet to the
storage tank to allow proper rinsing of the demineralizer.

A rnew load module has been installed in the heliostat array ;ontrol
field processor to monitor and evaluate the cause of communication
line failovers.

Van Wirnkle Construction Company completed installation of an auxil-
iary bay enclosure. This is to help freeze protect all instrumen—
tation in the auxiliary bay area.

The northeast receiver tower aircraft warning light was returned
to service after replacing a blown capacitor.

A Plant Outage Meeting was held on December 18. The outage is
tentatively scheduled for the month of February 1985. 8Subjects

- discussed were: a turbine generator overhaul, painting of receiver

parnels, installation of receiver panel edge tube shields and the
remaval of selected panelotube orifices, to return the receiver
cperating temperature 850 F, plans to fix panel warpage problems,
and the rebair of the spare receiver panel.

The blowdown line at Evaporation Pond #1 was modified to discharge
above the pond water level and preclude the potential drain back
of evaporation pond water.

The east service and instrument air compressor was returrned to
service after being down for cleaning, inspection of valves, and
after having the Cooling Water System repaired.

Diversified Builders continue to work on the new chemical and oil
storage buildings. The new storage buildings will provide a con-
tainment area and will also provide a protected environment for
chemicals and oils.

Electricians and technicians are working to reduce the rnumber of
out-of-service heliostats. The current number of heliostats ocut-
of-service is 100. The major problems with heliostats are related
to motor seals wear and malfurctions of azimuth and elevation
encoders.



Miscellanecus maintenance work adcomplished during the month of
December 1984 is as follows:

- Replaced a bad turbine lube o0il temperéture transmitter on
the turbine lube oil reservoir. o !

- Checked caustic storage tank heating element.

- Replaced the air solenoid gaskets on dﬁain valves to Panels
8 and 10. !

- Replaced a defective closing coil on the first point extraction

steam drain valve.

- Daily routines on the Beckman MV-8000 System were accomplished.

- Routirnes were completed on the Data Rcquisition System.
- Replaced prefilter gaskets on Receiver Panels 8 and 9.
- Replaced a flange gasket on desuperheater DS-301.

- Installed permanent wiring for the Maintenarnce Shop
drill press and bernch grinder.

- Replaced cracked for turbine journal bearing o0il flow sight
glass.

- Replaced mirror facets on Heliostats 1035, 2804, 2703, 2350,
and 0236.



Turbirie Roll

Plant Statistics Dec. 83 Dec. 84 To_Date
-
Net Energy Production MWH r357.3 _ -41.3 2403.9
Energy Production (MWH net ‘1 49.0 £268. 8 15181.5
while cormected to the grid)
Hourly Peak Mw (Net) ' : 7.7% 9.2% 10. 4%
On-Line Hours | 9.1 44.6 2817.9
Test Hours 8.0 0.0 ~ lez1.7
Tatal Plarnt Outage Hours 135.0 7.0 2025. 8
Scheduled 130.0 0.0 841. 3
Unscheduled 5.0 7.0 1184.5
Weather Outage Hours 109.5 142. 5 3251.9

¥*Receiver Generated Steam Only

Attachments:

[a]

Solar One Statistics: weather outage hours, plant ocutage hours,
test hours, and on-line hours (Rttachment 1). ’

December was a rnegative cutput month, —-41.3 MWH (Attachment 2).
Power production was limited by 142.5 hours of weather ocutage.

The daily and cumulative energy production while Solar One was
on-line for the three previous months and the year-to-date are
shown on Attachments 3 and 4, respectively.



SOLAR ONE PERFORMANCE SUMMARY

l. Station Availability = H x_kw

Hp x kw
H = Hours On—-Linre
kw = Rated Output
Hp = Period Hours
Receiver Availabiltiy 99. 34
Discharging RAvailability e - 100. 0%
Charging Availability —- 100. 0%
Turbine Availability ————— 99. 7%
Collector Availability ~ 100.0%

NOTE: For the purpose of availability, weather cutage hours
are considered available operating hours.

f

« Dutput Factor = Net Transmitted Power
On—-Lire Hours x Maximum Rated Capacity

Qutput Factor ———— e e e e e e ~2. 4%

(3

« Capacity Factor = Net Transmitted Power
Period Hours x Maximum Rated Capacity

Capacity Factor —— - —— -0, 5%

4. Solar Capacity Factor =

Net_Transmitted Power

Integrated Insoclation w-HR/MZz x Collector Field Surface Area

Solar Capacity Factor ———————- ——— -0, 7%
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A summary of the 0O&M labor, material, contract, and other
costs for the month of December 1984 is shown on the following
table. Expenses are categorized as follows:

Field Office -

Operations -

Migcellaneous -
Support

Maintenarce -

Overheads -

Irncludes plant supervision, engineering,
accounting, clerical, office supplies,
and miscellaneocus indirect expenses.

Includes total cost of operating staff
and expenses.

Includes station supplies and rentals,
safety and job training, and site
sacurity.

Includes total cost of maintenance staff
and expenses allocated to major plant
subsystems.

Includes costs associated with direct
labor plus company administrative and
general expenses.



SOLAR ONE
MONTHLY 0O&M COST SUMMARY
(% x 1000)

MONTH OF DECEMBER 1984

L.ABOR MATERIAL CONTRACT OTHER TOTAL

FIELD OFFICE 20.0 5 0.0 1.5 32.0
OPERATIONS 45, 4 11.1 0.0 24 96. 9
MISC. SUPPORT 3. 4 o 5.7 2 9.7
MAINTENANCE
Supervision/Indirects ig.1 (. &) 2 o1 11.8
Control System S.1 2.8 14.6 3.2 25.7
Receiver System i.2 o1 2.2 + 0 3.9
Thermal Storage System ) e 1 1,0 0. 0 2.0
Collector System 7.9 1.0 1.3 0.0 10.2
ERGS System 4. 6 1. 6 o1 0.0 6.3
Miscellaneous 3. S (. 5) 4. 8 0.0 7.8
Total Maintenance 35. 3 4.5 24, 2 3. 67.3
SUBR TOTAL 114.1 16. 5 29.9 S.4 165.9
Division 0.H. 23. 2
TOTAL DIRECT 189.1
Workman's Compernsation .8
Payroll Tax 8.5
Pension & Benefits _ 29. 4
Administrative & General 35. 0

GRAND TOTAL ©58. 8




Attachment 1

SOLAR ONE STATISTICS
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SOLAR ONE NET ELECTRICAL PRODUCTION
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SOLAR ONE
OPERATION AND MAINTENANCE REPORT #3Z

NOVEMBER 1984

THIS REPORT SUMMARIZES THE OPERATIONAL ACTIVITIES AND HIGHLIGHTS
MRINTENANCE WORK THAT WAS PERFORMED DURING THE MONTH. IN
ADDITION, IT PRESENTS PLANT STATISTICS AND A MONTHLY OPERATION
AND MAINTENANCE COST SUMMARY.

¢ The gross energy praduction for the manth of November was 687. 4
MWH, and the net energy production was 322.5 MWH. Power production
was limited by 100.0 hours of inclement weather.

Operational Highlights

o Moon tracking was successful Friday wnight, November 9. The
procedure to track moonlight is fundamentally correct, but will be
rewritten with assistance from the cperators to provide a morve pre-
cise procedure. Moon tracking is conducted to identify heliostats
requiring pointing error corrections and, thereby, decreasing
spillage on the top arnd bottom of the receiver.

o Communication failure between the Operational Control System
(4CS) and the Heliostat Array Controller (HAC) has been identi-
fied. The data acquisition system ties up the communication
between the 0OCS and the HAC under certain circumstances and
causes a loss of communication between the OCS and the HAC.
MDAC is presently investigating a software modification to
eliminate this condition.

o Orn November 15, a problem with the Operational Control System
(OCS) not.contralling the heliocstat field for start—-up was ex—
perienced during the morning. The heliostat field had to be
manually controlled during start-—-up. A follow—up test of the
0CS collector field start—up task was successful later in the
day.

o Solar One persormel participated in training classes for fire
fighting, held at the Caoal Gasification Plant. R. Reid, 8CE
Fire Equipment Inspector, conducted the training classes.

o On Navember 16, start—-up was delayed due to problems encountered
with receiver parel #21 temperature control valve. Valve would
not initially increase parnel temperature to allow panel to go
into the temperature contral mode. Caontrol valve was placed
i manual control to allow a plant start—-up on that day.



PAGE 1.1

On November 19, the Data Acquisition System (DAS), shutdown for
no apparent reason during the plant’s operation. DAS was reini-
tiated and operated properly for the remainder of the day.

On November 20, charging operation on train #1 was terminated at
1411 hours due to a receiver Red Line Unit (RLU) trip on low vol-
tage. Concurrently, the thermal storage system tripped on loss
of the receiver. The voltage dip occurred when the Montara 33 KV

line was removed from service.

A Resource Conservation and Recovery Act (RCRA) training meeting
was conducted. The training provides the necessary background
to enable personnel to perform their duties in a manner which
protects human health and the environment.

Maihtenance Highlights

On Wednesday, November 7, an oil leak estimated to be around one
to five gallons per minute was discovered by an SCE plant equip-
ment operator in the thermal storage charging train Number 2
condensor. The leak occurred in the gasket forming the seal be-
tween the shell and the ocil-side tubesheet. No fire occurred
and the train was quickly isolated and drained to the oil sump.
Charging train #2 was not in service at the time of failure.

The gasket that failed was of the new type installed in June
1983, which at that time and up until this event had effective-
ly eliminated all leaks in the heat exchanger shell and channel
flanged gasket weld area. The thermal storage charging train #2
condenser oil side head gasket was repaired, and the charging
train operated with no oil leaks.

Quality Sprayers, was on site to manually remove weeds within
the collector field and to spray the collector field area to
preclude weed regrowth.

Part of the parking lot perimeter fence was blown down by wind.
Repairs were made by an outside contractor.

Van Winkle Construction completed the work on the auxiliary bay
wall enclosure. Thia wall encloaure will help freeze protect
instrumentation and other equipment located in the auxiliary

bay aea.

Two leaky valves (drain pots) on the receiver tower mezzanine
deck were repacked. Suspect leaks were caused by internal me-

chanical wear.

Water and steam leaks on various valves and fittings were re-
paired on charging train #2.
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The collector field was €0% washed by using a borrowed insula-
tar wash truck from SCE,s Division Maintenarce Orvganization.
The washed mirrors had an average reflectivity reading of 93.6%

after the wash.

Three leaks on the waste water blowdown lirne were repaired.
The PVC couplings failed at midpoint due to compressive or ten—
sile stresses from thermally induced temperature transients.

Electricians and technicians are working to reduce the number of
heliostats ocut—-of-service. The curvent number of heliostats acut-—
cf-service is 86. The major prablems with heliaostats are related
to motor seal wear and malfurnction of azimuth and elevation

encoders.

Diversified Builders Co, started building vew chemical and oil
storage buildings. The new storage buildings will provide a
contairment area for better contral of various chemicals and
oils, and will alsc provide a safer environment for chemicals

ard ails.

A leak on the four inch service water line to the administration
building was repaired. Suspect fiberglass water line failed due

to surging (water hammer).

(@

o Miscellaneous maintenance work accomplished during the month of

November, is as fallows:
— Replaced sight glass on 4th point heater.
— Serviced ocily waste water separator sump pumps.

— Installed support bracket on the east demireralizer sump pump
discharge line.

- Cleaned and lubricated the génerator field breaker.

— Replaced and calibrated the turbine speed/load controller
assemnbly.

— Replaced the spindle assembly on the Beam Characterization
System computer disk drive.

— Replaced fan belt on remote station #2 aiv-conditiconer.
- Repaired pre-filter leaks on receiver parels 5 ard il.

~ Repaired temperature conmtrol valve leaks on receiver panel
S and 21.

\'— Repaived control system on temperature comtorl valve of

Receiver Panel #&1.

- Replaced ammonia pump motor pump bearings.
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. - Replaced hydrazine pump motor due to a damaged commutator.

- Replaced heat flux transducer on receiver panel 16.

(@
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Turbine Roll

Plant Statistics ' Nov;‘83 Nov. *84 To Date

Net Energy Production MWH. -295.0 322.5 2,445.2
- Energy Production (MWH net 166.7 596.9 14,912.7
while connected to the grid)
Hourly Peak HMw (Net) 7.8 % 8.9% 10.4%
On-Line Hours . 38.8 101.9 2,773.3
Test Hours 47 .4 .0 l1.621.7
Total Plant Outage Hours 23.1 8.7 2,018.8

Scheduled | 3.0 4.0 841.3

Unscheduled 14.1 4.7 1177.5
Weather Outage Hours 121.6 100.0 3,109.4

»Receiver Generated Steamr Only

(@

Attachments:

o Chronological Summary of Receiver Tube Defecta (Attachment 1).

o Solar One Statistics: weather outage hours, plant outage hours,
test hours, and on-line hours (Attachment 2).

o Power production and plant testing were limited by 100.0 hours
of weather outage. November was a positive output month, 322.5
MWH (net) (Attachment 2.

o The daily and cumulative energy production while Solar One

was on-line for the three previous months and the year-to-
date are shown Attachments 4 and S.
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SOLAR ONE PERFORMANCE SUMMARY

Station Availability = H x kw

Hp x kw

H = Hours On-Line

kw = Rated Output

Hp = Period Hours
Receiver Availability —-=---=--c-cmemceen 100.0%
Discharging Availability -------cccceccmo-a 100.0x%
Charging Availability ~=---c-c—-comcmcmccnneaa 100.0%
Turbine Availability ittt bt 99.3%
Collector Availability —--—----c-ccmcomnea o 99.7%

(. NOTE: For the purpose of availability, weather outage hours
~

2)

3)

4)

are considered available operating hours.

Output Factor = Net Transmitted Power
On-Line Hours x Maximum Rated Capacity

Qutput Factor -------c-cmmmm e - 26.5%

Capacity Factor = Net Transmitted Power
Period Hours x Maximum Rated Capacity

Capacity Factor —==—---meomeomee e 3.7%

Solar Capacity Factor =

Net Transmitted Power

Integrated Insolation w—HR/m2 x Collector Field Surface Area

Solar Capacity Factor ---------cccmcumoo 3.2%
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Operation and Maintenance Costs

o A summary of the 0O&M labor, material, contract, and other
costs for the month of November 1984 is shown on the attached
table. Expenses are categorized as follows:

Field Office

Operations

Miscellaneous
Support

Maintenance

(. Overheads

\‘

oémmonth.ra

Includes plant supervision, engineering,
accounting, clerical, office supplies,
and miscellaneous indirect expenses.

Includes total cost of operating staff

and expenses.

Includes station supplies and rentals,
safety and job training, and site
sacurity.

Includes total cost of maintenance staff
and expenses allocated to major plant
subsystems.

Includes costs associated with direct
labor plus company administrative and
general expensas.
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FIELD OFFICE
OPERATIONS
MISC. SUPPORT

MARINTENANCE

Supv. /Indirects
Control Sys.

< Receiver Sys.
Thermal Sys.
Collector Sys.
EPG Sys.
Misc.

Taotal Maintenarce

SUB TOTAL
Divisiorn Q. H.
TATAL DIRECT
Warkman' s Comp.
Pavrall Tax
Pension & Benefits

Admin. & Ger.

GRAND TOTAL

@

O&MCOST. RMA

MONTHLY 0&M COST SUMMARY

SOLAR ONE

($ X 1000)

MONTH OF NOVEMBER 1984

LAROR MATERIAL CONTRACT OTHER TOTAL
10. 6 0.8 0.0 1.7 12,5
53. 4 .8 0.0 1.2 S57. 4

3.3 1.0 1.5 0.7 6.5

.8 3.1 0.1 0.5 16. 5

6.3 2.4 £1.7 0.1 30.5

0.4 0.0 0.0 0.0 0.4

0.6 0.0 0.0 0.0 0.8

5.2 0.1 1.5 0.0 6.6

2.1 6.8 0.0 0.0 10.9

3.6 3.8 0.8 0.0 8.2

31.& 18. & 4. 1 0.6 74. 1
98. 5 2. = £5. 6 4,2 150. 5
17.9

168. 4

0.7

l.2

£1.5

2£9.0
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CATE

Jul
Jul
Aug
Aug

Aug
Sep
Oct

Nov

Nov

Dec

Jan

Feb

Sept

15,
26,

16,

1983
1983
1983
1983

1983
1983
1983

1983

1983

1983

1984
1984

1984

leaks.rno

SOLAR ONE GENERATING STATVION

Chfono]ogica] Summary of
Receiver Tube Defects

DESCRIPTION OF TUBE DEFECT

Interstitial weld Teak
Interstitial weld Teak
Bend leak

Repair/removal of sample
Repair, grind & fill

Replaced cracked tube section

Crack indication

Crack indication

Interstitial weld leak found & repaired
Interstitial weld crack

Interstitial weld crack on:

Surface irregularity

Bend leak
Bend crack
Bend crack
Bend crack

Qutage - Removal of sample

Repair of cracks ,

Qutage

Interstitial weld crack repair

Interstitial weld crack repair
Interstitial weld crack repair
Bend crack

Bend crack

Bend crack

Bend crack

Surface polished

Qutage

Qutage - Bend Crack

Attachment 1

tube
tube
tube

tube
tube

tube
tube

tube
tube
tube

tube
tube
tube
tube
tube
tube
tube

tube
tube
tube
tube

tube
tube
tube
tube
tube
tube

tube

tube
tube
tube
tube
tube
tube
tube

tube

LOCATION

30,
41,
70,

30,
41,

70,

- -

w -

QO NI bt s b = Q) i s
-

panel 18
panel 18
panel 11

panel 18
panel 18

panel 11
panel 19

panel 18
panel 12
panel 13

panel 4
panel 6
panel 7
panel 8
panel 9
panel 17
panel 10

panel 15
panel 16
panel 16
panel 17

panel 4
panel 6
panel 15
panel 16
panel 16
panel 16

panel 13

panel 8
panel 9
panel 9
panel 10
panel 11
panel 12
panel 10

panel 8



~Attachment 2

SOLAR ONE STATISTICS
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SOLAR ONE
OPERATION AND MAINTENANCE REPORT #31

OCTOBER 1984

THIS REPORT SUMMARIZES THE OPERATIONAL ACTIVITIES AND HIGHLIGHTS
MAINTENANCE WORK THAT WAS PERFORMED DURING THE MONTH. 1IN
ADDITION, IT PRESENTS PLANT STATISTICS AND A MONTHLY OPERATION
AND MAINTENANCE COST SUMMARY.

Abstract

© The gross energy production for the month of October was 985.0
MWH, and the net energy production was S91.1 MWH. Power produc-
tion was partially limited by 59.8 hours of inclement weather.

‘Qgerutional Highlights

© On October 8, the waell water line ruptured consequent to agri-
cultural work near the plant. The well water outage prevented
power production on ocne day.

© A new procedure for doing silica testing of the plant’s water
system was implemented. This new procedure reduces the old
testing time by ten minutes and should contribute to a more
efficient start-up.

© On October 10, plant startfup.was delayed due tova@failed
drain solenoid valve on réeceiver preheat panel #3.' The sole-
noid valve was replaced and a start-up was accomplihsed.

o Operators from Arizona Public Servicé“and ﬁersonnel from
McDonnell Douglas, Stearns Catalytic, and Sandia were on site
Friday morning, October 12, to observe a plant start-up as a

a follow-up to their molten salt electric experiment participa-
tion. s

© On October 14, a caustic spill occurred when the caustic day
tank overflowed, due to operator error while being filled.
The spill was contained and clean-up was accomplished the fol-
lowing four days. Clean up consisted of removing eighty-four
. cubic yards of soil which had a pH greater than 12 (hazardous

waste). The excavated soil was transported to a Class I dump
site. '
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o On October 14, a plant start-up was delayed two hours to allow
gasket replacement of receiver vent valve (AOQOV 2902).

o On October 17, start-up was aborted after a water box vent
line on the east side of the condenser broke off during water
box venting. The water box vent valve was repaired and the unit
was placed on-line.

o Found facet #3 on heliostat 2079 on the ground. Suspect facet
fell off during high wind period.

o Representatives from 3M Energy Control Products were on site
to install a reflective film product onto the four facets of
heliostat 2901. The reflective film has a reflective index
of 93 to 94 percent as compared to our existing low iron glass
heliostats which have an index of 91 percent. This reflective
film will be evaluated for possible future applications on
stress membrane heliostats.

o T. Barnette and J. Low, of SCE Safety Division, were on asite to
conduct a safety audit. The receiver tower walked down to check
for safety discrepancises.

Q Tom Skelly, SCE, was on site to conduct a plant noise survey in
the vicinity of the proposed parabolic dish test site.

o The Heliostat wire walks have been changed from summer wire to
winter wire walks. Personnel are cautioned that as a conse-
quence, heliostat beams in transition from the ground points to
the receiver standby points will now cross the southeast, and
west core access roads.

Maintenance Highlightse

o Martin Marietta and McDonnell Douglas, continue to work on Helio-
stat Array Controller (HAC) and Beam Characterization System (BCS)
software and documentation. Major efforts is BCS operation and
HAC failover dsbugging. A problem with the BCS task in the HAC
was found and corrected. It is believed this was causing the
recent failovers. Auto BCS is running better now as a result of

these changes. MNore operating time is required to establish con-
fidence in the system.

© Routine lubrication of turbine generation slide racks, cooling
water pumps, demineralizer sump pumps, oil separator sump punmps,

. sluice pumps, and the thermal storage feedwater pump were accom-
. plished.
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Van Winkle Construction continues to work on the auxiliary bay
wall enclosure. This wall enclosure will help freeze protect
ingtrumentation and other equipment located in the auxiliary
bay area.

A failed coil was replaced on the emergency trip test solsenoid
on the turbine hydraulic system and contacts were cleaned on
the generator voltage/hertz alarm relay.

A receiver expansion guide (roller) inspection was conducted.
No broken or damaged roller hardware was observed.

Air filters on the control building air conditioners were check-
ed and replaced as necessary.

Clutches on the turbine speed load control potentiometer and
turbine inlet pressure level control potentionmeter were tight-
ened.

High level alarms were installed on the in-line demineralizer
caustic and acid day tanks. This is to help prevent any overfill
on the day tanks.

Inspections were conducted on the station uninterruptible power
supply (UPS) battery systems. GCell 43 on the UP3 was bad and was
replaced.

T & S construction continued work on the installation of the ser-
vice jockey pump. The purpose of the jockey pump is to help re-
duce the plant’s parasitic load.

Leaky valves were replaced on the thermal storage extraction
train #2 feedwater supply line vent valve and extraction train
#1 fesedwater heater tube side vent valva,.

Steam leak under the lagging on the main stop valve was detec-

ted. Upper flange bolts on the main steam stop valve were tigh-
tened.

Electricians and technicians are working to reduce the number of
out-of-service heliostats. The current number of heliostats out-
of service is 76. The major problems with heliostats are related

to motor seal wear and malfunction of azimuth and elevation snco-
ders.

Two leaks on the waste water blowdown line were repaired. The PVC
couplings failed at their midpoint due to compressive or tensile
stresses from thermally induced temperature transients.

- Miscellaneous maintenance work accomplished during the month of
October, is as follows:

- Calibrated service water tank level indicator.
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- Repaired leak on the receiver downcomer valve (2905).

- Adjusted the set point on the east lube o0il cooler safaty
valvae.

- , Replaced solenoid drain valve on preheat panel #3.
- Replaced air leak on the cooling towsr blowdown regulator.
- Repaired the gear box on the main gate.

- Installed a new phone on the northeast corner of the guard
building. :

- Calibrated feedback signal on charging steam desuperheater
valve TV-3105.

- Raised wind meter on the control room roof to allow more
accurate wind speed measurements.

- Replaced gasket and calibrated temperature control valve
on receiver panels 21 and 18.

- Repaired pre-filter pinhole leak on receiver panel #11.
- Repaired flange leaks on receiver flowmeters 4 and S.
- Replaced cooling tower make-up bypass valve.

- Replaced diaphragm on level control valve of in-line demin-
eralizer caustic day tank.

- Replaced and dalibrated flowmeter on receiver panel #7.

- Replaced the faulty ammonia hand pump.
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Turbine Rol.

Plant Statistics Qct. 83 Oct.84 To Date
Net Energy Pfoduction MWH 98.2 _ S91.1 2,122.7
Energy Production (MWH net 453.7 861.0 14,315.8
while connected to the grid)
Hourly Peak Mw (Net) : 9.8 « 9.2+ 10.4+«
On-Line Hours 87.4 138.5 2,671.4
Test Hours 101.6 0.0 1,621.7
Total Plant Outage Hours 74.7 50.5 2,010.1
Scheduled 12.0 3.8 837.3
Unscheduled 62.7 46.7 1,172.8
Weather Outage Hours 91.5 S59.8 3,009.4

*Raeceiver Generated Steam Only

Attachments:
o Chronological Summary of Receiver Tube Defects (Attachment 1).

o Solar One Statistics: weather outage hours, plant outage hours,
test hours, and on-line hours (Attachment 2).

o Power production and plant testing were limited by 59.8 hours
of weather outage. October was a positive output month, 591.1
MWH (Attachment 3).

o The daily and cumulative energy production while Solar One was
on-line, for the three previous months and the year-to-date are
shown on Attachments 4 and S.
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SOLAR ONE PERFORMANCE SUMMARY

Station Availability = H x kw

Hp x kw
H = Hours On-Line
kw = Rated OQOutput
Hp = Period Hours
Receiver Availability -----cccemmmmccaaa___ 96 .4%
Discharging Availability ~--~c--coccmmaaaooo 100.0%
Charging Availability =-~-ccccccmcmmmmcac oo 100.0%
Turbine Availability --~----cc-cccmemaaoo 99.2%
Collector Availability ----=-ccmmmmmcua__ 98,8%

NOTE: For the purpose of availability, weather outage hours

27

3

4)

are considered available operating hours.

Output Factor = Net Transmitted Power
On-Line Hours x Maximum Rated Capacity

Output Factor -----=--cecceceanaa-. m————e———— 35.7%

Capacity Factor = Net Transmitted Power

Period Hours x Maximum Rated Capacity
Capacity Factor --------ccccmcm 6.6%

Solar Capacity Factor =

Net Transmitted Power

Integrated Insolation w—HR/m2 x Collector Field Surface Area

Solar Capacity Factor --=--c-weemeaeo o __

4.4%
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Operation and Maintenance Costs

o A summary of the O&M labor, material, contract, and other
costs for the month of October 1984 is shown on the attached
table. Expenses ars categorized as follows:

Field Office

Operations

Miscellaneous
Support

Maintenance

Overheads

Includes plant supervision, engineering,
accounting, clerical, office supplies,
and miscellaneous indirect expenses.

Includes total cost of operating staff
and expenses.

Includes station supplies and rentals,
safety and job training, and site
security.

Includes total cost of maintenance staff
and expenses allocated to major plant
subsystems.

Includes costs associated with direct
labor plus company administrative and
general expenses.
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FIELD OFFICE

OPERATIONS_

MISC. SUPPORT
MAINTENANCE

Supervision/Indirects
Control System

. Receiver System
Thermal Storage System

Collector System
EPGS System

Misc.

Total Maintenance

SUB TOTAL

Division 0O.H.

TOTAL DIRECT

SOLAR ONE
MONTHLY O&M COST SUMMARY

(8 X 1000

MONTH OF OCTOBER,

CONTRACT

Workman’s Compensation

Payroll Tax
Pension & Benefits

Administrative & General

GRAND TOTAL

Polymetrics

4.7
5.9
2.3 Big Three
3.7
6.6
S.1

LA/Water Trea

BEI ELEGTRONICS

LABOR MATERIAL OTHER TOTAL
19.1 1.4 20.5
76.7 1.2 95.4
- 13.7 1.4 23.0
14.8 2.9 0.1 0.1 17.8
6.3 1.3 7.0 0.2 14.8
2.3 3.7 0.0 0.0 6.0
1.7 0.1 0.8 0.1 2.5
7.5 5.1 1.5 .0 14.2
10.0 1.8 .0 0.1
4.3 1.0 1.0 .0 6.3
4.7 1.6 10.5 0.2 73.5
156.3 36.9 15.0 4.2 212.4
26,4
238.8
01l.1
11.2
23.4
44.1
328.6




DATE

Jul
Jul
Aug
Aug

Aug
Sep
Oct

Nov

Nov

Dec

Jan

Feb

Sept

15,
26,

18,

19,

26,

16,

1983
1983
1983
1983

1983
1983
1983

1983

1983

1983

1984
1984

1984

leaks.rno

SOLAR ONE GENERATING STATION

Chronological Summary of
Receiver Tube Defects

DESCRIPTION OF TUBE DEFECT

Interstitial weld leak
Interstitial weld leak
Bend leak

Repair/remova] of sample
Repair, grind & fill

Replaced cracked tube section

Crack indication

Crack indication

Interstitial weld leak found & repaired
Interstitial weld crack

Interstitial weld crack on:

Surface irregularity

Bend leak
Bend crack
Bend crack feooe
Bend crack

Outage - Removal of sample

Repair of cracks

’

Outage - Interstitial weld crack repair

Outage

Interstitial weld crack repair
Interstitial weld crack repair
Bend crack

Bend crack

Bend crack

Bend crack

Surface polished

Outage - Bend Crack

Attachment 1

LOCATION

tube
tube
tube

tube
tube

tube
tube

tube
tube
tube

tube
tube
tube
tube
tube
tube
tube

tube
tube
tube
tube

tube
tube
tube
tube
tube
tube

tube

tube
tube
tube
tube
tube
tube
tube

tube

30,
41,
70,

30,
41,

70,

WM o s )
-

41,

panel 18
panel 18
panel 11

panel 18
panel 18

panel 11
panel 19

panel 18
panel 12
panel 13

panel 4
panel 6
panel 7
panel 8
panel 9
panel 17
panel 10

panel 15
panel 16
panel 16
panel 17

panel 4
panel 6
panel 15
panel 16
panel 16
panel 16

panel 13

panel 8
panel 9
panel 9
panel 10
panel 11
panel 12
panel 10

pane] 8
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SOLAR ONE
OPERATION AND MAINTENANCE REPORT #30
SEPTEMBER 1984

THIS REPORT SUMMARRIZES THE OPERATIONAL ACTIVITIES AND HIGHLIGHTS
MAINTENANCE WORK THAT WAS PERFORMED DURING THE MONTH. IN
ADDITION, IT PRESENTS PLANT STATISTICS AND A MONTHLY

OPERATION AND MAINTENANCE COST SUMMARY.

Abstract

ful Power production was limited by €6.6 hows of inclement
weather and a scheduled five—-day plant ocutage. The gross
energy production for the month was 1,311.4 MWH and the
rnet energy production was 895.9 MWH.

A scheduled plant ocutage took place September 10 thraough
September 14, to allaw for dye penetrant inspection of
receiver panel interestial welds, ulstrasonic irnspection

of receiver tube berds and inspectiorn of all receiver panel
expansion guides (rollers). Also, 4 KV breaker routines
and computer programming was accomplished.

Operational Highlights

o Prelimivnary indications from the receiver absorbtivity
measurements are that there is some furither reduction iwm
absorbtivity. A quantitative number will be available after
the data is arnalyzed.

o Panel 16 has developed a warp over the last few months and an
expansion guide (roller) inspection was performed by SCE.
Level four expansion guides appear o be failing. If level
one is hanging up in anyway, it could have caused the parnel
16 warp. The expansion guides from other levels appear to be
rolling. SCE is waiting for recommendatiorns from Sandia and
MCDAC to help resolve the expansion guide (rollew) problem.

o] There was a status review of the MDAC documentation activities
and most of the asbuilt documerts will be delivered during
the month of October and a few in Navember.

o On Wednesday, September 5, SCE system peak in power demawnd
set a new all time record of 15,189 MW. It should be roted
that one of the key parameters in evaluating a power plant’s
value is its ability to perform during ecritical power
gerneration demand pericds. Solar Ore produced 26.4 MWH rmet
during the system’s peak.

o Mirror module #11 on Heliostat No. 0236 was found to have an
approximate two irnch diameter crack.



PRAGE &

Heliostat reflectivity readings were obtained on Friday,
September 7. Averapge collector field reflectivity was
87. 8%.

On September 20, a problem with the receiver feedwater pump
hydraulic coupling (scoop tube speed corntroller) was experi-
enced during startup and caused the unit to be removed of f-
line. The receiver feed pump scoop tube drive mator "lower!
position limit switch was repaired and a plant startup was
accompl ished.

On September 26, low voltage was noticed o the gernerator 13.8
KV, orn the 4 KV, and the 480 V systems. This low valtage
situation was also noticed at Gale Sub in Daggett by an area
operator from Luga Sub. The cause of the low voltage was wab
determined. Suspect this caused a Heliostat Array Controller

failover while rurming the Auto Beam Characterization System
program.

Maintenance Highlights

[w']

Q

Durivg the autage, dye pernetrant irnspection of irterstice

weld areas on the receiver was completed. N tube cracks

were faound. The root of the rnotch made in the interstice

weld earlier this year shows some axial cracking up to 7mm
long, (pangl 13, between tubes 40 arnd 41), indicating that the
fix continges to work. :

Alsoc, ultrasonic inspection of receiver edpge tubes was
campleted. The six known cracks were reconfirmned and ore

rew crack, parnel 8, tube 70, was found. The crack has
reached the outer surface. There are rnow three tubes which
show visable cracks on the surface. There are rno indications
of significant leakage from the cracks.

Martin Marietta (MMC) persormel returned to the site to resume
Collector System software work. The emphasis will be on the
Beam Characterization System, Helicstat Array Comtroller, and
technical documentatiorn. Martin Marietta will investigate the
cause of the failovers which cccur infreguerntly. The Helio-
stat Array Controller software documenmtatiorn will be updated
this activity will contirnue through November.

There was a review of the Heliostat Controller problems and
the studies which SCE has beer conducting to isclate the
causes., Several pgood ideas have come from this effort and
they are being implemented by SCE mainterarce. There are

80 Heliostat Controllers which are out of service and mavy of
them fail repeatedly. Encoder failures may account for up

to 40 of these bad controllers.

A rnew ammonia storage shed was constructed cutside the
auxiliary bay area. This will minimize the level of ammonia
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- vapors that were previously present in the auxiliary bay area.

Service contractor, Communications Mairntenarce, Irc., will
cantinue troubleshocoting and repairing Modeomp hardware
problems on the Heliostat Array Controllers, Beam Character-—
ization Bystem, Data Acquisition System, and Operaticnal
Control System.

MecDormell Douglas worked on saoftware changes in the
measurement validation area of the Data Requisition System,
and also worked on software for the Auto Beam Characterization
System Program. )

Van Wirkle Construction Company started installing an
auxiliary bay enclosure for winterization. This is to help
freeze protect all instrumentation in the auxiliary bay area.

Four leaks on the waste water blowdown line were repaired.
The pve couplings failed at its midpoint due to compressive
or tensile stresses from thermally induced temperature
transients.

The make—up four inch water line to the cooling tower was
repaired. Suspect a glue Joint on the fiberglass water
lirne failed due to surging (water hammer).

Heater and coocler units were installed in the warehouse to
make a betfer working envirorment.

Miscellarneous maintenance work accomplished during the month

of September, includirng work performed during the outage

pericd, is as follows:

= Repaired braoker water level guage strap on the service
water tank.

= A representative of Clark Pest Cortrol was on station to

spray for black widow spiders.

- Repaired prefilter leaks on receiver panels 11, 12, 17, 18,
and 19.

- Replaced flowmeters on receiver panels 4, 9, 16, and 21.

= Replaced stud on expansion guide assembly on receiver
parel 13, level 5.

- Replaced heat flux transducers on receiver parels 9, 14
18, and 19.

k]

- Replaced two warehcuse fire detectors.

=~ Replaced drain valve on charging train #1.
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Repaired vent orifice leak on charging train #:2.

Replaced control switch on make—-up demireralizer transfer
pump.

Performed routivnes on data acquisition system.

Repaired a broken roller on the plant’s main gate.



Plant Statisti¢s Sept. 83
NMet Energy Proddction MWH 99.9
vEnergvaraduction (MWH net 496. 4
while connected to the grid)
Hourly Peak Mw (Net) 9. 7T*
Or~Line Hours 88.9%9
Test Hours v 83. 3
Total Plant OQutage Hours 46. &
Scheduled 22. 0
Unscheduled &24. 2

Weather Outage Hours 131.0

— - — —— o v

*Receiver Gernerated Steam Only

]

PAGE 5

Turbine Rol

Sept. 84 o Date
895.9 1,531.6
1,159.3 13, 454. 8
9. E% 10. 4%
172.9 2,532. 9
0.0 1,621.7
36.3 1,956.6
29.5 833.5
€.8 1,186.1
EE. € 2,949, 6

Attachments: ~
o Chronoclogical Summary of Receiver Tube Defects (Attachment 1).
o] Solar One Statistics: weather cutage hours, plant cutage hours,

test hours, and on—lirne hours (Attachment ).

o] Power producticn was limited by €€.6 houwrs of weather outage.
September was a positive cutput month, 895.9 MWH (Attachment 3).

o The daily awnd cumulative ernergy production while Solar Ore was
on—line for the twe previous months during the power production

pPhase is shown or Attachment 4.
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SOLAR ONE PERFORMANCE SUMMARY

Station Availability = H % kw

Hp x kw

H = Hours On~Line

kw = Rated Output

Hp = Pericd Hours
Receiver Availability —=———eme 93. 0%
Discharging Qvailability ——————————————————— 100, 0%
Charging Availability ———eeem 100, 0%
Turbine Availability ———eme—m— e 100, 0%
Collector ﬂvailability ————— e e e 100, O%

NOTE: For the purpose of availability, weather outage hours

3)

4)

are considered available operating hours.,
LS .

Output Factor = Net Transmitted Power
On—-Line Hours x Maximum Rated Capacity

Qutput Factor ————eeeeemee 430 4%

Capacity Factor = Net Transmitted Power
Period Hours x Maximum Rated Capacity

Capacity Factor —————eemmm 10. 4%

Solar Capacity Factor =

Net Transmitted Power
. ransmivted Power

Integrated Insalation w~HR/ma X Collector Field Surface Area

Solar Capacity Factor —————ee—eeee o ___ 7. 0%
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A summary of the 0&M labor, material, contract, and cther
costs for the month of September 1984 is showrn on the attached
table. Expenses are categorized as follows:

Field Office

Operations

Miscellaneous
Support

Maintenance

Overheads

Includes plant supervision, engineering,
accounting, clerical, office supplies,
and miscellaneous indirect experses.

Includes total cost of ocperating staff
and expenses.

Includes statiorn supplies and rentals,
safety and job training, and site
security.

Includes total cost of maintenarce staff
and expenses allocated to major plant
subsystems.

Includes costs associated with direct
labor plus company administrative and
general expenses.
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SOLAR ONE

MONTHLY 0&M COST SUMMARY

¢ X 1000)

MONTH OF SEPTEMBER 1984

LABOR MATERIAL CONTRACT OTHER TOTAL
FIELD OFFICE 12.3 . 2 .0 .2 15. 4
OPERATIONS 50.9 3.5 .0 1.2 S5.6
MISC. SDDPDRT 4.5 ' 1.7 2.1 .7 9.0
MAINTENANCE
Supervision/Indirects ii.1 4.3 .0 - 3 15.7
Control System &.8 (.3 10.7 2.1 19.3
Receiver System 4.7 Eel . O « 3 T4
Thermal Storage System .3 1.1 = . = 1.8
Collector System 3.9 » 0 .8 e 4.7
. EPGS System \ 5.3 €.9 .0 .3 18,5
Misc. ~ 5.7 1.1 5.5 o] 2.3
Total Maintenance 37.8 15.5 17.2 3.2 73.7
SURB TOTAL 1085.5 20.9 19. 3 8.0 183.7
Divisicon 0O.H. 19.6&
TOTAL DIRECT 173. 3
Workman's Compernsation . 8
Payroll Tax 7.8
Pension & Benefits » 23.3
Qdministrative & Gereral ‘ 2.1
GRAND TOTAL 237.3



DATE

Jul
Jul
Aug
Aug

Aug
Sep
Oct

Nov

Nov

Dec

Jan

Feb

Sept

16,

1983
1983
1983
1983

1983
1983
1983

1983
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1983

1984
1984

1984

leaks.rno

SOLAR ONE GENERATING STATION

Chronological Summary of
Receiver Tube Defects

DESCRIPTION OF TUBE DEFECT

Interstitial weld leak
Interstitial weld leak
Bend leak

Repair/removal of sample
Repair, grind & fill

Replaced cracked tube section

Crack indication

Crack indication

Interstitial weld leak found & repaired
Interstitial weld crack

Inte#gﬁitia] weld crack on:

Surface irregularity

Bend leak
Bend crack
Bend crack
Bend crack

Outage

Removal of sample

Repair of cracks

Outage - Interstitial weld crack repair

Outage - Interstitial weld crack repair
Interstitial weld crack repair
Bend crack
Bend crack
Bend crack
Bend crack
Surface polished

Outage - Bend Crack

Attachment 1

LOCATION

tube
tube
tube

tube
tube

tube
tube

tube
tube
tube

tube
tube
tube
tube
tube
tube
tube

tube
tube
tube
tube

tube
tube
tube
tube
tube
tube

tube

tube
tube
tube
tube
tube
tube
tube

tube

30,
41,
70,

30,
41,

70,

v » v

W = W
L J

70,
41,

70,

panel 18
panel 18
panel 11

panel 18
panel 18

panel 11
panel 19

panel 18
panel 12
panel 13

panel 4
panel 6
panel 7
panel 8
panel 9
panel 17
panel 10

panel 15
panel 16
panel 16
panel 17

panel 4
panel 6
panel 15
panel 16
panel 16
panel 16

panel 13

panel 8
panel 9
panel 9
panel 10
panel 11
panel 12
panel 10

panel 8
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SOLAR ONE
OPERATION AND MAINTENANCE REPORT #29
AUGUST 1984

THIS REPORT SUMMARIZES THE OPERATIONAL ACTIVITIES AND HIGHLIGHTS
MAINTENANCE WORK THAT WAS PERFORMED DURING THE MONTH. 1IN
ADDITION, IT PRESENTS PLANT STATISTICS AND A MONTHLY OPERATION
AND MAINTENANCE COST_SUMMARY.

Abstract

August 1, 1984 marks the beginning of a three-year power
production phase. Power production during the month of August
was limited by 124.9 hours of inclement weather. The gross
energy production for the month of August was 1,328.6 MWH and the
net energy production was 883.0 MWH.

Operational Highlights

o

On August 7 peak gross generation reached 10.7 MWe, this was
not a record but was the highest observed this year.

Receiver flow oscillations on panels 4 and 21 have been
observed on high insolation days when the plant is operating
at a steam temperature of 775 degrees F. The oscillations
occur when the flow in a panel reaches or exceeds the limit of
the flowmeter and the control system attempts to regulate the
temperature. :

The short term solution is to operate the plant at 850 degrees
F when required to prevent oscillations. The long term
solution is to re-range the flowmeters. A recommendation will
be developed by Sandia and MDAC.

On August 15 the collector field received a good rain wash
during day shift. Readings indicated the collector field to
be about 93.5 percent clean followlng the rainwash. )

On August 19 the plant exper;anced power interruptions dur;ng
storm passage causing a Heliostat Array Controller (HAC)
failover and loss of communications to over 1100 heliostats.
Swing and graveyard shift spent the remainder of the sb;fts
preparing the plant for power productlon.

A formal gathering was held on August 21 to commemorate the

official transition from testing to power generation phase II.:

Officials present included Mr. Gould, Dr. Papay, Mr. Head, Mr.
McCarthy, Mr. Currie, SCE; Mr. Hodel, Mr. Cherian, Department
of Energy and other participating o:éanizations.

On August 24 a new twentwaqur hourrteédrd for reqbiver steam
only was set. Unit was on-line for ten hours and: twenty-five
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minutes. Gross generation was 90.24 MW and total transmitted
was 73.72 MW.

A problem with the receiver feedwater pump not toggling into
speed control automatically was experienced during early
morning startup. The feed pump had to be manually placed in
speed control. The problem is under investigation.

On August 25 a low voltage dip was experienced at 1406 hours

due to lightning in the area. Communication was lost to 699

heliostats. Power cycled to the heliostat field and restored
communication.

Maintenance Highlights

o

The administration building service water line leak was
repaired. Suspect a glue joint on the fiberglass water line
failed due to surging (water hammer).

General Paving was on station to repave the section of roadway
east of the thermal storage trains that was initially removed
during the acid spill clean-up.

McDonnell Douglas was on site to repair a cable on the
sunshape camera and reconnect the Beam Characterization System
camera monitor.

The hydrazine pump motor was repaired. Motor bearings and
brushes were replaced, and the commutator was cleaned. Normal
mechanical wear seem to be the problem.

Power receptacle outlets (115 volt) were installed in the
Thermal Storage System area for easier access of electrical
power.

Electricians and technicians are working to reduce the number
of out-of-service heliostats. The current number of
heliostats out-of-service is 49. The major problems with

heliostats are related to motor seal wear and malfunction of

azimuth and elevation encoders.

New resin was added to the regeneration vessel for inline
demineralizer bed #2. The old resin was completely exhausted
and therefore could no longer be regenerated to its natural
stage for further use.

Replaced a leaky root valve bonnet associated with the
adrission steam header pressure switch PS-1024 sensing line.

Repaired leaky valve seats on the circulating water inlet and
outlet valves to the cooling water heat exchanger.

Sandia, was on site to remove and inspect the extensiometers
on Thermal Storage System train #2.
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Quality Sprayers was on station and removed weeds from the
collector field.

Communications Maintenance Inc. worked on the Operational
Control System (OCS) and Beam Characterization System (BCS)
computer problems. The memory board on OCS was replaced and
the peripheral switch problem on BCS was corrected.

During a subsequent power cycle, A01-7 (4kV west field
electrical breaker) would not close. Breaker was found to be
mechanically bound and was replaced with a spare breaker.

The lab conductivity meter was repaired after adjusting the
slide-wire mechaniesm within the meter.

Miscellaneous maintenance work accomplished during the month
of August, is as follows:

- Replaced flowmeter flange gasket on receiver panel 16.
- Replaced pre-filter leak gasket on receiver panel S.

- Added 2 cubic feet of cation resin on inline demineralizer
mixed-bed #1. ‘

- Recalibrated caustic and acid introduction solumeters on
the inline demineralizer.

- Repaired plug leak on the bottom of the receiver feed pump.

= Cleaned internals on service water regulator to the make-up
demineralizer.

- Repaired temperature control valve bonnet leak on receiver
panel 13. :

~ Repaired oil pressure SQnsing line leak on the east air
compressor 901.

- Inspected and calibrated level switches on the oily waste
water separator sump pump.

- Beam Characterization System (BCS) cameras were inspected
and clesaned.

- Replaced float and guide tube assembly on level indicator
of cooling tower acid tank 904.

-~ Obtained resin sample on inline demineralizer bed #1 for
analysis.



Plant Statistics
Net Energy Production MWH

Energy Production (MWH net
while connected to the grid)

Hourly Peak MW (Net)
On-Line Hours
Test Hours
Total Plant Outage Hours
Scheduled
Unscheduled

Weather Outage Hours

#*Receiver Generated Steam Only

Attachments:

Auqust’83

-177.0

234.7

9.9'

38.3

41.0

165.0

0.0

165.0

166.0

August’84

883.0

1,169.6

10.2%

170.9

0.0

19.5

0.0

19.5

124.9

Page 4

Turbine Roll
To Date

635.7

12,295.5
10.4=
2,360.0
1,621.7
1,923.3
804.0
1,119.3

2,883.0

© Chronological Summary of Receiver Tube Defects (Attachment 1).

o Solar One Statistics! Weather outage hours,
hours, test hours, and on-line hours (Attachment 2).

plant outage

o Power production and plant testing were limited by 124.9 hours
of weather outage. August was a positive output month, 883.0

MWH (Attachment 3).

© The daily and cumulative energy production while Solar One was
on-line for the two previous months during the power
production phase is shown on Attachment 4.
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Solar One Performance Summary

1> Station Availability = H x kw
Hp x kw

H

Hours On-Line
kw = Rated Output

Hp = Period Hours

Receiver Availability ...ccevieeccccccccenancannnans 97.4%
Discharging Availability ...ceeecececcssecnacancsnaes 100.0%
Charging Availability ....cccerecccencsnnnneceaacsas 100.0%
Turbine Availability .......ceeceesscccccnccansnaes 100.0%
Collector Availability ...ccceeeescancocacccnenananse 100.0%
Note! For the purpose of availability, weather outage hours are

considered available operating hours.

2) Output Factor = Net Transmitted Power
On-Line Hours x Maximum Rated Capacity

Output Factor ...ciiiecercnrsecnnncesonsencesennnnss 40.8%

3) Capacity Factor = Net Transmitted Power
Period Hours x Maximum Rated Capacity

Capacity Factor .....ceiceccccarenccacsnccnsearanans 9.4%

4) Solar Capacity Factor =

Net Transmitted Power

Integrated Insolation W-HR/m2 %X Collector Field Surface Area

Solar Capacity FAcCtOr ...ccvececencesonnnncassennnse 6.7%
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eration and Maintenance Costs

A summary of the O&M labor, material, contract, and other
costs for the month of August 1984 is shown on the attached
table. Expenses are categorized as follows:

Field Office Includes plant supervision, engineering,
accounting, clerical, office aupplies,

and miscellaneous indirect expenses.

Operations - Includee total cost of operating staff
and expenses.

Miscellaneous - Includes station supplies and rentals,

Support safety and job training, and site
security.

Maintenance - Includes total cost of maintenance staff
and expenses allocated to major plant
subsystems.

Overheads - Includes costs associated with direct

labor plus company administrative and
general expenses.



. SOLAR ONE

MONTHLY O&M COST SUMMARY
(% X 1000

MONTH OF AUGUST 1984

LABOR MATERIAL
FIELD OFFICE 15.5 -5
OPERATIONS S0.8 30.6 «
MISC. SUPPORT 4.1 .1
MAINTENANCE
Supervision/Indirects 11.0 2.0
Control System 6.0 3.6
Receiver Systenm 2.1 .1
Thermal Storage System .9 -
Collector System S$.5 -
EPGS System 4.5 €.6)
. Misc. S.6 7.6
Total Maintenance 35.6 12.7
SUB TOTAL 106.0 43.9

Division 0. H.

TOTAL DIRECT
Workman’s Compensation
Payroll Tax
Pension & Benefits
Administrative & General

GRAND TOTAL

# Turbine Generator Operations

Demineralizer Resin £13,767.81
Big Three 2,470.94
Polymetrics 4,783.95

. Polymetrics 7,025.83

CONTRACT

Page 7
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SOLAR ONE GENERATING STATION

Chronological Summary of
Receiver Tube Defects

DESCRIPTION OF TUBE DEFECT

Intefstit%a} weld leak
Interstitial weld leak
Bend leak

Repair/removal of sample
Repair, grind & fil

Replaced cracked tube section

Crack indicétion

Crack indication

Interstitial weld leak found & repaired
Interstitial weld crack

Interstitial weld crack on:

Surface irregularity

Bend leak

Bend crack

Bend crack s
Bend crack '

Outage - Removal of sample

Repair of cracks

Outage - Interstitfal weld crack repair

Outage - Interstitial weld crack repair
Interstitial weld crack repair
Bend crack
Bend crack
Bend crack
Bend crack
Surface polished

Attachment 1
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(STHMPO-£28)

SOLAR ONE
OPERATION AND MAINTENANCE REPORT #28
JULY 1984

THIS REPORT SUMMARIZES THE OPERATIONAL ACTIVITIES AND HIGHLIGHTS
MAINTENANCE WORK THAT WAS PERFORMED DURING THE MONTH. 1IN

ADDITION, IT PRESENTS PLANT STATISTICS AND A MONTHLY OPERATION
AND MAINTENANCE COST SUMMARY.

Abstract

July 31, 1984 marka the end of the project’s two-year teast and
evaluation phase and the start of the three~-year power production
phase. Power production and plant testing were limited by 218.0
hours of inclement weather. The groas energy production for the

month of July was 662.4 MWH and the net energy production was
252.8 MWH.

Operational Highlights

o Teating activities have been reduced and the plant haa been
operating using the Operational Control System (0QCS)
automation software. The main purpose is to exercise the OCS

and to identify and correct any remaining problems with the
software.

On aite engineering personnel are available for consulting but
are staying out of the daily operations as much as possible.
~Thie is all part of transition activities to the power
production phase.

o SCE Operators were given instruction on the Operational
Control System (OCS). Emphasis has been on problem diagnosis
and the subtleties of OCS operation.

© A turbine-generator to automatic aynchronization test waas
conducted to provide additional data for General Electric’s
use in analyzing the turbine speed control problem. Presently
the unit is being manually asynchronized due to incompatibility

between the automatic synchronizer and the turbine-generator’s
speed controller. '

o Dave Ege and Herman Lehman, Burns & McDonnell, completed their
Electric Power Research Institute (EPRI) - aponsored
reasseasament of plant parasitic power consumption (July
17-18). The resulting report will be published by EPRI and
entered into the plant’s bibliography.

o The rain storm on Wednesday, July 18, increased the heliostat
cleanliness by about 11 percent to 91 percent of clean.
Additional rain on Sunday and Monday, July 22 and 23,
increased the cleanliness to 92 percent of clean. This
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confirme that rain waahing is no longer asufficient to reatore

design reflectivity and a manual heliostat wash is now
required.

Power generated during the plant start-up and Teet and
Evaluation Phase was 11,085.3 MWe-~hrs while connected to the
grid. The plant gross generation for this period was 12,917.6
MWe-hrs and is only 245.1 MWe-hra below total power usage on a
24 hour basgsis. Such a high power generation was not expected
at the onset of the Test and Evaluation Phase because much of
the teasting did not emphasize power production. The atation’s
effort in reducing plant parasitic power consumption was a

major contributor to achieving the desirable generation
figure.

Duncan Tanner, Sandia, stated that a hardware revision is
planned for the Operational Control Syatem (0CS) to allow it
to access receiver panel temperature gradients and other

easential operating information from the Data Acquisition
System (DAS).

ministrative Highlighta

A staff meeting was held July 17, to review the status of the
Experimental Test and Evaluation Phase. Plans for the

three-year Power Production Phagse were also discussed. See
attachment 7 and 8.

A Test and Evaluation to Power Production Transition Status
meeting was conducted Wednesday, July 25. The meeting was
devoted to a comprehenaive rundown of all completion itema and
issues. During the meeting SCE, SNLL, MDAC, and DOE
identified critical iteme, corrective actions, and completion
dates for all remaining open itemsa. Alao during the meeting
the Teat Program Statua was reviewed, see attachment 9.

Mileatone Event: The Experimental Teating and Evaluation

_Phase concluded successfully July 31st. All the operational

testing has been completed and the plant automation is
functional. Tesating activities will hereafter, during the

Power Production Phase concentrate on the long term evaluation
of the plant.

In the forthcoming three years the primary objective of the
SCE O&M personnel will be maximizing power production in a
safe, reliable, and efficient manner, to allow evaluation of
the Central Receiver Solar Plant’s viability as an electrical
power generation resource. The past two years’ effort by
McDonnell Douglas and Stearns Catalytic psrsonnel in
optimizing the plant’s operation preparatory to the three year
power production phase were commendable.
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' Maintenance Highlights

=

SCE Maintenance personnel are assuming responsibility for the
Data Acquisition System (DAS) maintenance. Daily activities,
previously performed by MDAC, include a DAS system check,
archive tape check, and data quality check. MDAC is providing

training and consulting as required for SCE maintenance
personnel.

Experimental second generation heliostats: The master control
computer for the four second generation heliostats was
installed and tested. None of the heliostats were available
for operation to complete the testing. The Boeing heliostat
operated briefly using the Boeing controller but the elevation
motor failed. The McDonnell Douglas Astronautics Company
(MDAC)> and Arco heliostat controllers are out of service and

the Martin Marietta Company (MMC) heliostat has Just arrived

and haa yet to be installed.

Bob Berry, MDAC, is investigating the problem with receiver
panel 21’s temperature control valve. Bob indicated that

during full load operation on good insoclation days that the
panel 21 valve is operating at more than 100 percent of its
rated capacity and that this may be the cause for the valve

inatability. Future test will concentrate on characterizing
the valve stability versus load.

Bob Breece, MDAC, reduced the Data Acquisition Syatem (DAS)
ecanning rate to reduce tape usage from four to one tape per
day. Subsequently, the number of plant variables to be
monitored will be reduced to only those required for plant
operation and performance evaluation.

A new reasin screen was installed in the #1 inline
demineralizer vessel. It is suspect that the old resin screen
failed due to mechanical wear.

On July 24, in the process of placing the Thermal Storage
System charging train #2 into service, it was noted that the
charging train steam side pressure controller to the TSS flash
tank (PCV 3111) was stuck at 72 percent open and would not
move. TSS charging train #2 steam pressure controller (PCV
3111) was locally stroked and then began operating correctly.
It is suspect that moisture build-up in the instrument air

- lines caused the problem. Charging train #2 was then returned

to service.

Auto Beam Characterization System (BCS) tests ran succeasfully
using ten (10) selected heliostats. Testing was done on north
and south targets only and without the sun-shape camera in
service. According to Art Iwaki, MDAC, who is currently
troubleshooting the BCS, aome of the problems he encountered
were: the system skips the first heliostat about half the
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time, the iris on the camera will not focua properly, and the
camera/computer interface times out on data transasfer.

Tapa on the service water system (suction, diacharge, and
recirculating lines) were made for the service water jockey
pump installation. The purpose of the Jockey pump is to

. reduce paragitic load during plant inactive perioda.

The SCE Westminster repair shop replaced the ring umbrella

gear in the gear box on cooling tower fan FA 901. The cast
iron gear failed due to mechanical stress. The new gear is
made of carbon steel for durability and strength.

A meeting was held with T. Brittain, of General Electric, on
Thursday, July 26, 1984, to digscuss future turbine testing
required for checkout of the modified turbine control system.
The modification will allow admission steanm pressure control
throughout the entire admission steanm pressure control range
which will eliminate the previous control problem that

occurred during the turbine’s transition from admission stean
to main steanm.

One leak on the waste water blowdown line was repaired. The
pvc coupling failed at its midpoint due to compressive or

tensile stresses from thermally induced temperature
transients. '

Electricians and technicians are working to reduce the number
of out-of-gservice heliostats. The current number of
helioatats out of service is 64. The major problems with
heliostats are related to motor seal wear and malfunction of
azimuth and elevation encoders.

Miscellaneous maintenance work accomplished during the month
of July, ia aas followsa:

~ Inatalled pylons around the propane tank at the Ullage
Maintenance Unit (UMU) skid to protect the propane tank.

- Realigned the gate on the 33kV yard.

- Replaced air conditioning air filters on all buildings and
remote stations.

- Installed a 3/4 inch stainless steel ball valve for
throttling acid to the cooling tower basin.

- Replaced flowmeter on receiver panel 20 to correct erratic
flowmeter readings.

= Calibrated temperature controller on sample chiller unit

- Replaced fire sensor on warehouse fire alarm system.
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Repaired leak and added gear oil to the turbine lube oil
centrifuge.

Repaired pressure gauge on east air compressor (CP S01).
Inatalled a new baume test station at the inline
demineralizer. This allows for accurate concentration
readings on acid and caustic during regeneration.

Installed a new discharge line from the sodium hypochlorite
system to the cooling tower basin.

Replaced block valve on ammonia holding vessel.
Replaced hand pump on hydrazine aystem.

Repaired temperature control valve bonnet leaks on receiver
panels 4, 6, 13, and 18.

Repaired pre-filter leaks on receiver panels S5, 6, and 20.
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Turbine Roll

Plant Statistics July ‘83 July ‘84 To_Date
Net Energy Production MWH 271.4 252.8 -247.3
Energy Production (MWH net
while connected to the grid) 654.6 $75.2 11125.9
Hourly Peak MW (Net) 2.6¥% 8.9« 10.4«
On-Line Hours 111.7 98.0 2189.1
Tast Hours 28.2 6.0 1621.7
Total Plant Outage Hours 205.4 6.0 1903.8
Scheduled 36.0 0.0 804.0
Unscheduled 169.4 6.0 1099.8
Weather Outage Hours ' 27.0 218.0 2758.1

*Receiver Generated Steam Only

Attachments:

© Chronological Summary of Receiver Tube Defects (Attachment 1).

© Solar One Statistics: Weather outage hours, plant cutage
hours, test hours, and on-line hours (Attachment 2).

o Power production and plant testing were limited by 218.0 hours
of weather outage (record high). July was a positive output
month, 252.8 MWH (Attachment 3).

© The daily and cunulative energy production while Solar One was
on-line for the year-to-date and the three previous months are
shown on Attachments 4 and S.

© Solar and Plant Utilization is trended on Attachment 6.

© Three-Year Power Production Phase (Attachments 7 and 8).

o Test Program Status (Attachment 9).
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Sclar One Performance Summary

1> Station Availability = H x kw

Hp x kw

H = Hours On-Line

kw = Rated Output

Hp = Period Hours
Receiver Availability _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ 99.2%
Discharging Availability _ _ _ _ _ _ _ _ _ _ _ _ _ 100.0%
Charging Availability _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ 99.2%
Turbine Availability _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ 100.0%

Note: For the purpose of availability, weather outage hours are
considered available operating hours.

2> Output Factor = Net Transmitted Power
' On-Line Hours x Maximum Rated Capacity

Output Factor

3) Capacity Factor = Net Transmitted Power
Period Hours x Maximum Rated Capacity

Capacity Factor

4) Solar Capacity Factor =

Net Transmitted Power 5
Integrated Insolation W-HR/m“ x Collector Field Surface Area

Solar Capacity Factor
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. Operation and Maintenance Coatsa

© A summary of the O&M labor, material, contract, and other
costs for the month of July 1984 is shown on the attached
table. Expenses are categorized as follows:

Field Office

Includes plant supervision, engineering,
accounting, clerical, office supplies,
and miscellaneous indirect expenses.

Operations - Includes total cost of operating staff
and expenses.

Miscellaneous - Includes station supplies and rentals,

Support gsafety and job training, and site
security.

Maintenance - Includes total cost of maintenance staff
and expenses allocated to najor plant
subsystems.

Overheads = Includes costs associated with direct

labor plus company administrative and
general expenses.



SOLAR ONE

MONTHLY O&M COST SUMMARY
(2 X 1000

MONTH OF JULY 1984

LABOR MATERIAL CONTRACT
FIELD OFFICE 12.6 2 -
OPERATIONS 49.1 5.0 -
MISC. SUPPORT 3.5 1l 2.8
MAINTENANCE
Supervision/Indirects 12.5 1.2 .1
Control Systen 6.9 .8 " 2
Receiver Systenm 3.2 .3 .4
Thermal Storage Systenm «2 ] -
Collector System 4.2 1.7 3.5
EPGS System S.0 2.0 1
Misc. 3.0 (o1 42.2»
Total Maintenance 37.0 6.4 46.9
SUB TOTAL 102.2 11.7 49.7
Division 0. H.
TOTAL DIRECT
Workman’s Compensation
Payroll Tax
Pension & Benefits
Administrative & General
GRAND TOTAL
* Crosby & Overton -- Acid spill clean-up #34,459.89

omcost.txt

Page 9

OTHER
3.0
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TOTAL
15.8
54.2

6.4
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166.9

18.1

185.0

-7
7.4
22.1
34.6
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DATE

Jul 15,
Jul 26,
Aug 2,
Aug 18,

Aug 19,
Sep 8,
Oct 26,

Nov 1,

Nov 16,

Dec

Jan

Feb

RMA:so

1983
1983
1983
1983

1983
1983
1983

1983

1983

1983

1984
1984

leaks.rno

SOLAR ONE GENERATING STATION

Chronological Summary of
Receiver Tube Defects

DESCRIPTION OF TUBE DEFECT

Interstitial weld leak
Interstitial weld leak
Bend leak

Repair/removal of sample
Repair, grind & fil1l

Replaced cracked tube section
Crack indication

Crack inditation
Interstitial weld leak found & repaired
Interstitial weld crack

Interstitial weld crack on:

Surface irregularity

Bend 1leak
Bend crack
Bend crack
Bend crack

Outage - Removal of sample

Repair of cracks

Outage - Interstitial weld crack repair

Outage - Interstitial weld crack repair
Interstitial weld crack repair
Bend crack
Bend crack
Bend crack
Bend crack
Surface polished

Attachment 1

LOCATION

tube
tube
tube

tube
tube

tube
tube

tube
tube
tube

tube
tube
tube
tube
tube
tube
tube

tube
tube
tube
tube

tube
tube
tube
tube
tube
tube

tube

tube
tube
tube
tube
tube
tube
tube

30, panel
41, panel
70, panel

30, panel
41, panel

70, panel
30, panel

1, panel
41, panel
41, panel

41, panel
41, panel
30, panel
41, panel
41, panel
30, panel
41, panel

» panel
» panel
» panel
1, panel

1, panel
1, panel
1, panel
1, panel
2, panel
3, panel

41, panel

41, panel
41, panel
70, panel
70, panel
70, panel
70, panel
41, panel
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ATTACHMENT 3

SOLAR ONE
MONTHLY METER REPORT SUMMARY
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SOLAR ONE NET ELECTRICAL PRODUCTION
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SOLAR AND PLANT UTILIZATION FOR 1984

< . TEST + PLANT OUTAGE +
o TOTAL HRS * UEATHER OUTAGE + POWER HRS
SOLAR UTILIZATION = JESL X POWER __
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10- MWE SOLAR THERMAL CENTRAL RECEIVER PILOT PLANT

OVERALL PROJECT SCHEDULE

3

rAchlty/MIleslone. CY|1975{1976(1977(1978{1979/1980]|1981|1982(1983{1984{1985]1986 (1987
' | Complete Exp.Test'g. & Evaluation -
Program Authorized 4PL93-473 Str;rt' Powper Pro¢g:|uction Phase
Conceptual Designs (4) '
Concept! Selected
Extended SRE Testing b A
Project Authorized (76-2-b) ®PL94-187
Site/Partner Selected A /Federal
Environmental Assessment County —-aA Ao elm. Final .
. ) . reim. Turbine Roll
Preliminary/Final Design /
Construction/Startup oy A
. u/s )
Relcase for Test Operations U/S*
Experimental Testing e 4
Power Produclion & QD
Test Operations Complete ! 2
_

[ Iusuyoselly
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10 MWE SOLAR THERMAL CENTRAL RECEIVER PILOT PLANT

MANAGEMENT PLANNING BACKGROUND

“THE PROJECT MANAGEMENT PLAN EXPANDS THE OVERALL PROJECT BASELINE AND SETS
FORTH HOW THE PROJECT WILL BE MANAGED”.,... e ++ooo (DOE ORDER 5700.4)

DESIGN, CONSTRUCTION AND STARTUP PHASES:

0 PROJECT MANAGEMENT PLAN.....vvvvrrrrvrsss, vv OCT, 1977

0 PROJECT MANAGEMENT PLAN (REV. 1)vvvvvvrrnss., JULY 1979

TEST OPERATIONS PERIOD: EXPERIMENTAL TEST & EVALUATION PHASE ;

O OPERATIONAL TEST MANAGEMENT PLAN............ ., MAR, 1982
O OPER. TEST MANAGEMENT PLAN (UPDATE).......... APR. 1984
TEST OPERATIONS PERIOD: POWER PRODUCTION PHASE:

| W 0 OPERATIONAL TEST MANAGEMENT PLAN (REV. 1).... JULY 1984



j ‘ 10 MWE SOLAR THERMAL C&RAL RECEIVER PILOT PLANT .

MANAGEMENT STRUCTURE - POWER PRODUCTION PHASE

- : : THE

DIRECTOR | 7 J

DIV. OF ASSOCIATES
| SOLAR
o THERMAL SCE
L TECH. LADNP -—-1
S T
|

e : :

AR SAN SCE ' : SCE
. FRANCISCO COORDI ~ | ] pouER
; PFRATIONS NATING |+ SCE R&D L SUPPLY
OFFICE - — == COMMITTEI [ | DEPT.
I x l I :

5 | —_———]
b + | [ f' |
: l SCE I

N SANDIA | R&D ‘

—— — - PROJECT [~ ———1

1 LIVERMORE MANAGER l

JPR-S S - . : - : ’ J . l
s |
i SCE - |
il R&D

EREE SITE - ——

‘1” j : , MANAGER
{ i .

Lo Accountability OPER.
o Communications _ _ _ _ _ _ _ _ AND
. MAINT.




PARTICIPANTS' MANAGEMENT RESPONSIBILITIES

DOE/HQ (STT)

0
0

PROGRAM INTEGRATION AND PLANNING
AOP APPROVAL AND RESOURCE ALLOCATION

DOE/SAN

ﬁ © O O o o

o O O O o

CoOPERATIVE AGREEMENT ADMINISTRATION FOR DOE
PROJECT MANAGEMENT PLAN

ANNUAL OPERATING.PLANS

0&M CosT AND ScHEDULE ConTROL

“Stop OPERATION” AUTHORITY

CoOPERATIVE AGREEMENT ADMINISTRATION FOR ASSOCIATES
PLANT OPERATING PLAN

0&M CosT & ScHEDULE EsTimaTEs (INPUT To SAN)
Day-T1o-Day OPERATION AND MAINTENANCE, DATA COLLECTION
UtrLiTy/InDusTRY EVALUATION AND TECHNOLOGY TRANSFER

SNLL

0
0
0
0

DaTA EvaLuaTion PLAN & SpeciAL TEST PROCEDURES
ANNUAL OPERATING PLANS

TECHNICAL SupPorT (To SCE/AssSOCIATES)
TECHNICAL EVALUATION AND TECHNOLOGY TRANSFER

COORDINATING COMMITTEE (SAN, SCE, SNLL)

0
0
0
0

PEr1opIc (QUARTERLY) AND AD-Hoc ASSESSMENT OF STATUS
PRIORITIZATION OF POWER PRODUCTION PHASE ACTIVITIES
ReviEw/EVALUATION OF PROPOSED PLANT IMPROVEMENTS

REVIEW/RECOMMENDATION ON FUTURE PLANT TEST PROGRAMS



10 MWE SOLAR THERMAL CENTRAL RECEIVER PILOT PLANT

CONTROL DOGUMENTS - POWER PRODUCTION PHASE

PROJECT PLAN

OPERATIONAL TEST
MANAGEMENT PLAN

ANNUAL DOE
OPERATIHG PLAN

"~ pLANT ' ,
OPERATING QUALITY ASSIRANCE SAFETY
INSTRUCTIONS PLAN PLAN

DATA EVALUATION
PLAN

EMVIRGHMENTAL MAINTENANCE
PLAN PROGRAM

SPECIAL TEST
PROCEDURES :

IPUBLISHEU AND ARCRIVED PERFONRMANCE AND COST INFORMATION




10 MWE.~80LAR THERMAL CENTRAL RECEIVER PILOT PLANT

CONTROL DOCUMENT RESPONSIBILITIES.
POWER PRODUCTION PHASE

STT SAN SCE

PROJECT PLAN A P R
ObERATIONAL TEST MANAGEMENT PLAN A P/A A
ANNUAL OPERATING PLANS AP
PLANT OPERATING INSTRUCTICHS A P
DATA EVALUATION PLAN R/A R R
SPECIAL TEST PROCEDURES R A

= PREPARE

= REVIEW

ApPROVE



Attachment 8

Solar One Genexrating Station

Tuly 16, 1984

Threa YeaAar
Power Production Phase — Plans

—

Plant to be operated and
maintained per procedures CcCommon
to a conventional Powerr plant to
effect itaes safe., reliable, anda
efficient operation.

Plant to be evaluated in the
utility sense regarding s

e Power productiaon
(= Availability

o Reliability

[ - ] Operation andad

maintenance axpense

Plant performance to include
significant operation and
maintenance experience to be
documented.

The above information will be
available to project
Participants to allow comparison
of actual experience with design
conditions .

The n-mabove information will also
be available to public utilitiess
and otherxrs interested in solaxr
central receiver power
generation systems .



Solar One Generating Station

Tuly 16, 198a

Three Year Power Product ion

Operating Modes

Genexrally plant operation i ll
be receiver direct +to maxximiz=z=e
PoOoweaer production.

Generally the thermal storage
system will be maintained with a
fifty percent charge to:

[ ]

Provide a low cost
auxiliary steam supply

Allow plant oparation on
Partially cloudy dayes
with or without the
turbine in service

The thermal storage charging and
extraction systems will be
utilized weekly forxr Powerxr
Procduction tos:s

Le

o

Insure system integrity

Allow evaluation of the
thermal storage syatem

Maintain operatorv
Familiarization with the
system

Plant to perform special test on
an exception basis as reqguired

to 2

Follow up on test and
evaluation period
rerformance raeasults

Evaluate and correct
rPlant operating problems
discovered during the
POower produaunction phasas

Evaluate new operating
strategias

Operators will routinely
start—up all plant systems
manually to maintain theixr
Familiarity with plant system
interrelationships



. Attachment 9

TEST FROGRAM STATUS

TESTING IS ESSENTIALLY COMPLETE

REMAINING TESTS:S
- COMFATIELE WITH FOWER FRODUCTION
- WINTER AND SUMMER SOLSTICE
— HELIOSTAT OFTICAL ACCURACY

- LONG TERM FERFORMANCE EVALUATION

TRANSITION STATUS REVIEW JULY 25th

6 jusuygoelily



NEW RECORIDSH

TOTAL ENERGY FRODUCTION
IN CONSECUTIVE DAY FERIODS

7 dawus 10 daows 30 dawus
SSS17 — A/S23E &A1 —~ 4LH/23 SSA25 —~ A&/2F
1284 192849 1984
NET ENERGY 458.51 H3P . 449 1307 .74
GENERATED
WHILE
CONNECTED
TO GRIDS»
Mbl—hr
NET ENERGY 40P .94 S68.986 . 1050.17
GENERATEDLD .
ON A 29—HEFR
BRASIS»

Huw—hr



SUMMER SOLSTICE TEST
JUNE 14 - 28, 1984

BEST FRODUCTION @AY
SJUNE 21> 19849

FEAK FOWER OUTFUT

?.7 MMWe GROSS

8.4 MWe NET
FEAK INSOLATIONM ST Wom2
ENERGY OUTFUT 85.1 MW—-hr GROSS

| 75.6 MW—hr NET *

ON—LINE TIME 11 .37 HR
NUMEBER HELIOSTATS ' 1772
HELIDSTAT REFLECTIVITY . 803

X while commected to sSrid



INSoLATION
wW/me

-]

g 8

700

LoO-

s00 -

400

300 -

200 -

100 -

NET am

GROSS Poweg
K waTTrg

loood

Jo000

8OOO

2000

6000

stoo

4000

3000

LocO

1000

SUMMER SOLSTICE
JUNE 21, 1984 .

.d./\w-w ’7"';*"“\**-';\'\

T ! —== I cind —
INSQLATION 7 , ~
- 7 MwNN\\,\“ . e
S
?} _— N : \r\ \
A GROS ','..1 oo 20 ‘@"'5' ool o “\
/' Frfow . .c.f-' ¢ ° “hye . N\
// // ,.-"mi""" PpwoR A-‘r-..
“ . .
/ - ;
/ o#‘i' “\"‘M”"‘ e AL o "ﬁ *'I%Wﬁ\'.,ﬁ'v \"“"”‘,..;
. d PUANT LoAD-T "'"‘J
V :f\\;\ :v'-
S I IO S N S .
/ " N sl
)}-uﬂ"’“ ‘ —REC|E\WWER OVUTLEY Tem
o

Ty

| > I I ]
1) l ) p rA 3
N (4]

LOCAL TIME

RECEWER OUTLET TEMP ©F
PLANT 1LOAD X W

3

8
0

8OO

600

400

200



FLANT AUTOMATION
STATUS

OFERATIONAL
MINOR TUNING AS REQUIREDND

OFERATOR TRAINING CONTINUES

DOCUMENTATION TO RE
COMFLETED 9/30/84

4y



FLANT AUTOMATION
FEATURES

FLANT OFERATIOMNAL DISFLAYS:

GRAFHICS

MAN/MACHINE INTERFACE
0Cs MANUAL

TRENDS WITH FRINTER

LOGGERS

COLLECTOR FIELD CONTROL?

START—UF
INTERMEDIATE FOWER

FULL FPOWER
HOT STANDERY
o

DEFOCUS



FLANT AUTOMATIONM
FEATURES

AIMFOINT CONTROL 2

- CHANGE AT 10 AM & 2 FM» SOLAR TIME

- MANUAL

- SEMI-AUTOMATIC

- ALVTOMATIC

MODE TRANSITIONS?:

MODES 1» 2+ 5 AND 9

CLEAR DAY AUTOMATIC:?:

MODE 1

8 - 2 - 1 - % — 8

MODE =2

g8 -9 — 1 -2 - 1 - 9 — 8
MDDE S

g8 - 9 -5 - 9 — 8 |



»~ P e

FLANT AUTOMATION
FEATURES

OFTIONAL ITEHMS:
- STATUS/"SEQUEMCES
— MONITOR/7ALARNM
- FERFORMANCE CALCULATIONS
- SDFC DOWN LOADA/VERIFICATION
- DIAGNOSTICS (DELETEID)

- REFORT GEMNERATION (DELETEID)Y
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CS ——————p={ RS
Mode 1:
Basic Normal . TSS
CS (-l RS —ﬂiﬁs

. Storage Boosted

CS ~——————»1 RS ——‘ IEPGS
Mode 5: |
Charging Only TSS
CS [———{ RS | EPGS
Mode 7:
Dual Flow ) TSS
Operating Modes
KEY: EPGS: Electric Power Generation System
TSS: Thermal Storage System
5DS: Steam Dump System

CS:
RS:

Collector System
Recelver System

CS j————» RS
Mode 2:

Basic Normal and Charging

CS p——————p! RS
Mode4:

In-Line Flow

CS RS
Mode 6:

Storage

Discharging

CS }———=| RS
Mode 9:

Steam Dump

SDS|!
Mode 8:
Inactive

SDS

TSS

e g



NDNATA EVALUATION FLAN
FOWER FRODUCTION

DRAFT RELEASED FOR REVIEW

DATA EVALUATION:
- NORMAL OFERATIONS 2 MAINTENANCE
- SFECIAL TESTS

- LONG TERM FERFORMANCE

SFECTAL TESTS:

- SYSTEM FERFORMANCE TESTSy WINTER
AND SUMMER SOLSTICE CAMFPAIGNS

- HELIOSTAT FERFORMANCE UNDER HIGH
WIND CONDITIONS
RE&DO NEEDS FOR FUTURE
CENTRAL RECEIVER FROGRAMS :
~ HELIOSTAT OFTICAL ACCURACY

—_ MIRROR MODULE CORROSION
ANLD SOILINMNG

- RECEIVER AESOREBER COATING
LIFE

- RECEIVER TUEE LIFE

- STORAGE FLUID DEGRADATION

-



DOE/SF/10501-227
(STMPO-827)

&

SOLAR ONE
OPERATION AND MAINTENANCE REPORT #27
JUNE 1584

THIS REPORT SUMMARIZES THE OPERATIONAL ACTIVITIES AND HIGHLIGHTS
MAINTENANCE WORK THAT WAS PERFORMED DURING THE MONTH. 1IN
ADDITION, IT PRESENTS PLANT STATISTICS AND A MONTHLY OPERATION
AND MAINTENANCE COST SUMMARY.

Abstract

The gross energy production for the month of June was 1,382.0
MWH, and the net energy production was 944.8 MWH, an all time
record high. Power production and testing were partially limited
by 92.3 hours of inclement weather.

Operational Highlights

© Test and Operations: The two-week summer solstice power
production run of June 14-28, was completed as scheduled, with
weather-induced interruptions on Sunday and Monday, June

24-25, during which essential maintenance was conducted. The
tests yvielded new records for energy production, as of June
24, for seven, ten, and thirty consecutive day periods. The

new records are as follows:

7 days 10 days 30 days
6/17 - 6/23 6/14 - 6/23 5/25 - 6/23
1984 1984 1984
Net energy production 458,51 639.44 1307.74
while connected to
the grid, MWH
Net energy generated on - ‘ )
a 24-hr basis, MWH 409.94 568.9¢6 . 1050.17

The best single day’s productfnn during the June 14-28
solstice test period yielded 75.6 MWH net while connected to
the grid with an on-line time of 11.37 hours. Gross peak
output Eor that day was 9.7 MWe when the insolation was

957 w/m” .

Approximately 1760 heliostats were on-line during the solstice
tests. 1If all 1818 were functioning, power cutput could be
increased by another 3 percent. Overall heliostat
reflectivity was approximately 78 percent as compared to
design point reflectivity of greater than 91.1 percent. A
heliostat wash could have increased the total system output by
10 percent. Receiver absorpt1v1ty was 88 percent; and
solstice tests weré run at 850 degrees F (receiver set point
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temperature) instead of the design set point temperature of
8960 degrees F, with pressure remaining at 1300 psi.

While the solstice goal of 10 MWe for 7.8 hours was not met,
tests were still being conducted on high insolation days, and
the performance data acguired will provide valuable
information for extrapolating test results to design point
conditions, and for further analysis of plant performance.

Control System Study: Personnel from Honeywell, Technology
Strategy Center, were on site two days as part of their
digital control system evaluation. They conducted several
information gathering sessions with the plant staff. The
primary focus of their effort will be on the system level
control with an emphasis on requirements and approachss for
extending the current technology.

Representatives from (LBL) Lawrence Berkeley Laboratories were
on site to put the circumsolar telescope into operation. It
will be used to obtain sunshape data for comparison with the
sunshape video camera. The sunshape camera is part of the
Beam Characterization System. The circumsolar telescope
operates independent of the plant systems and has its own tape
recorder. Data collected by the circumsolar telescope will be
sent to LBL for analysis.

Upon receipt of a formal FY 85 budget submission (including
documentation of spare parts replenishment reguirements for
the power production phase) from SCE, DOE/SAN will initiate
the review and audit process, with the goal of achieving a
negotisted agreement by October 1.

On June 28, 1984, at 1704 hours, Daggstt Sub, 33/4kV,
interrupted when Montara 33kV line relayed to lockout at
Barstow Sub due to pole fire caused by lightning. No
electrical damage occurred at Solar One.

T. Brittain, GE representative, has removed the admission
pressure control lower limit (anti-motoring protection) which
was initialized during admission steam operation. This change
will allow the admission steam pressure control throughout the
entire admission steam pressure control range. This revision
has not been tested under actual operating conditions and will
have to be monitored closely when the turbine is placed
on-line under admission steam. The above was implemented to
eliminate the previous control problem that occurred during
transition from admission steam to main steam.

On June 27, receiver and turbine tripped on low superheat.
After the receiver was reinitialized, Panel #12 failed open
and would not close. Inspection of the air conditioning unit
in Remote Station #1 (receiver 14th level) found it not to be
cooling the Remote Station. Receiver and turbine trip may
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have been caused by overheating of control equipment (MVCU’s)
in Remote Station #1.

Remote Station #1 air conditioning unit failed due to filters
needing replacements. A compressor lead was also found burnt,
suspect a loose connection. Repairs were made, bringing the
air conditioning unit to normal operation. No apparent
physical damage occurred to the egquipment due to the
overheating problem. No operational problems were experienced
during subsequent start-ups.

The alarm message for high temperature in Remote Station #1
has been changed to read "High Temperature™ instead of 80
degrees F". The "80 degrees F" message was misleading in that
similar alarms in other remote stations will also be changed
to be more sensitive to air conditioner operations throughout
the plant.

Maintenance Highlights

O

Two leaks on the waste water blowdown line were repaired.
Suspect PVC couplings failed at midpoint due to compressive or
tensile stresses from thermally induced temperature
transients.

On June 9, the inline demineralizer acid storage tank supply
line broke ahead of the isolation valve. Roughly 850 gallons
of acid were spilled on the ground and the remainder was
directed into the containment dike. Suspect line broke due to
PVC line becoming brittle under weather conditions. Line was
replaced with carbon steel and isolation valve replaced with
stainless steel. See attachment 7 for incident report.

Electricians and technicians are working to reduce the number
of ocut-of-service heliostats. The current number of
heliostats out-of-service is 35. The major problems with
heliostats are related to motor seal wear and malfunction of
azimuth and elevation encoders.

Receiver preheater flowmeter 2230 operated intermittently then
quit. The flowmeter was returned to normal operation
following cleaning of control card edge contacts.

During the day’s operation the receiver feed pump alarmed on
high speed. The problem was temporarily corrected by closing
the pump’s recirculation block valve, decreasing the pressure
set point and increasing the temperature set point on final
steam. MDAC is investigating the problem.

DAS (Data Acquisition System) and OCS (Operational Control
System) communication problem with SDPC (System Distributed
Process Control) was resolved by reconnecting control cables
to the correct receptacles. Additionally, it was recommended
that connectors be marked, such that incorrect cable
connection may be avoided in the future.

»
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Receiver panel edge tube stainless steel shielding was removed
from between panels 15 and 16, since its effectiveness on
temperature seems to have dropped off due to shielding
deterioration and warping. Shielding will be rsturned to
McDonnell Douglas for evaluation.

The receiver tower jib crane framework was installed on the
153th level, with electrical wiring remaining to be installed.
The 3Jib crane was constructed by SCE Maintenance, which
consists of -a projecting arm from a lift (electrically
powered) that will be used for hauling tools and eguipment up
to the receiver tower.

Valve body on PV-2002 (between receiver preheat boilers and
receiver flash tank) was replaced. Valve body internal lost
its integrity due to erosion from mechanical wear. A hole
existed inside the valve body which caused leak through from
the plug and seat.

Sample chiller for instream analyzers was repaired after
detecting a leak on the regulator service valve.

Pressure setting change from 53 to 48 psi on the backup
turbine lube o0il pump auto start was completed. Pressure
setting change was done to avoid start-up of backup pump, when
low pressure on lube oil registered while running the primary
turbine lube o©il pump. Suspect low pressure on lube oil is
caused by low ©0il viscosity at high temperatures. The
suspected problem with lube o0il is currently under
investigation.

Miscellaneous maintenance work accomplished during the month
of June, is as follows:

- East access ladder on the north side of the condenser was
installed as a safety measure.

- Replaced seal on leaky caustic transfer pump.

- Repaired oil coocler leak on receiver fesdwater pump by
tightening bolts.

- Replaced bad check valve on east air compressor CP-901.

- An inline demineralizer baume test station was installed
for monitoring the regeneration process in a safe manner.

- Receiver prefilter leaks were repaired, associated with
receiver panels 8, 9 and 20.

- Replaced bad pulley on west air compressor CP-902.

- Replaced control fuse on receiver elevator.
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Replaced gear and added new oil to the turbine oil
centrifuge.

Replaced bad vent valve on superheater of TSS (Thermal
Storage System) extraction boiler #2.

Installed cut-out switch on warehouse fire alarm panel.

Repacked receiver panel 17 temperature control valve.
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Turbine Roll

Plant Statiétics June ‘83 June ‘84 To_ Date
Net Energ; Production MWH 561.8 S44.8 -500.1
Energy Production (MWH net
while connected to the grid) 956.9 11292.6 10550.7
Hourly Peak MW (Net> 9.4% 8.9= 10.4+=
On-Line Hours 165.9 207.6 2091.1
Test Hours 0.0 30.0 1615.7
Total Flant Dutﬁge Hours 63.5 24.0 1897.8
Scheduled 48.5 1.0 804.0
Unscheduled 15.0 23.0 1093.8
Weather Outage Hours 69.0 93.3 2540.1

*Receiver Generated Steam Only

© Net energy production of 944.8 MWH was a record high for the
month. The June 14-28 solstice test run had a significant
contribution.

Attachments: .

o Chronological Summary of Receiver Tube Defects (Attachment 1).

© Solar One Statistics: Weather outage hours, plant outage
hours, test hours, and on-line hours (Attachment 2).

o Power production and plant testing were impacted by S3.3 hours
of inclement weather. June was a positive output month, 944.8
MWH (Attechment 3).

© The daily and cumulative energy production while Solar One was
on-line for the yesar-to-date and the three previous months are
shown on Attachments 4 and 5.

© Solar and Plant Utilization is trended on Attachment 6.

o Attachment 7 describes an incident report on sulfuric acid

spill of 2,500 gallons from the inline demineralizer acid
storage tank.
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Solar One Performance Summary

1> OStation Availability = H x kw
Hp x kw
H = Hours On-Line
kw = Rated COutput
Hp = Period Hours
Receiver Availability _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ 96.7%
Discharging. Availability _ _ _ _ _ _ _ _ _ _ _ _ _ 100.0%
Charging Availability _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ 96.7%
Turbine Availability _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ 100.0%
Note: For the purpose of availability, weather outage hours are
' considered available operating hours.
2) Output Factor = Net Transmitted Power
On-Line Hours x Maximum Rated Capacity
Output Factor _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ __ 38.0%
3) Capacity Factor = Net Transmitted Power
Period Hours x Maximum Rated Capacity
Capacity Factor _ _ _ _ _ _ _ _ _ _ _ _ _ - _ _ 11.0%
4)

Scolar Capacity Factor =

Net Transmitted Power -
Integrated Insolation W-HR/m“ x Collector Field Surface Area

Solar Capacity Factor _ _ _ 6.5%
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. Operation and Maintenance Costs

© A summary of the O&M labor, material, contract, and other
costs for the month of June 1984 is shown on the attached
table. Expenses are categorized as follows:

Field Office

Operations

Miscellaneous
Support

Maintenance

Overheads

Includes plant supervision, engineering,
accounting, clerical, office supplies,
and miscellansous indirect expenses.

Includes total cost of operating staff
and expenses.

Includes station supplies and rentals,
safety and job training, and site
saecurity.

Includegs total cost of maintenance staff
and expenses allocated to major plant
subsystems.

Includes costs associated with direct
labor plus company administrative and
general expenses.



MONTHLY O&M COST SUMMARY

FIELD OFFICE
OPERATIONS
MISC. SUPPORT
MAINTENANCE

Supervision/Indirects
Control System
Receiver System
Thermal Storage System
Collector System
EPGS System
Misc.

Total Maintenance

SUB TOTAL
Division 0. H.
TOTAL DIRECT
Workman’s Compensation
Payroll Tax
Pension & Benefits

Administrative & General

GRAND TOTAL

omcost.txt

SOLAR ONE

(s X 1000>

MONTH OF JUNE 1984

LABOR MATERIAL
13.3 .6
53,1 14.0

3.7 5.6
10.3 2.3
7.2 .3
3.9 6.8
1.1 -

3.0 -

5.2 4.5
3.6 2.0

B
Q
W
(=1
n
\D

110.4
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CONTRACT

OTHER TOTAL

(.1) 1.8 15.6
- .3 67.4
2.9 .1 12.3
.2 .1 12.9
1.8 - 9.3
7.2 - 17.9
.4 - 1.5

- .1 9.1
.4 .1 10.2
7.4 - 13.0
17.4 .3 73.9
20.2 2.5 169.2
23.7

192.9

.8

8.1

24.2

35.7

£61.7



Attachment 1
SOLAR ONE GENERATING STATION

Chronological Summary of
Receiver Tube Defects

DATE DESCRIPTION OF TUBE DEFECT ’ LOCATION
Jul 15, 1983 Interstitial weld leak tube 30, panel 18
Jul 26, 1983 Interstitial weld Jeak ' tube 41, panel 18
Aug 2, 1983 Bend leak tube 70, panel 11
Aug 18, 1983 Repair/removal of sample | tube 30, panel 18
Repair, grind & fill ~ tube 41, panel 18
Aug 19, 1983 Replaced cracked tube section tube 70, panel 11
Sep 8, 1983 Crack indication tube 30, panel 19
Oct 26, 1983 C(Crack indication tube 1, panel 18
: Interstitial weld leak found & repaired tube 41, pane) 12
Interstitial weld crack tube 41, panel 13
Nov 1, 1983 Interstitial weld crack on: tube 41, panel 4

tube 41, panel 6
tube 30, panel 7
tube 41, panel 8
tube 41, panel 9
tube 30, panel 17

Surface irregularity tube 41, panel 10

Nov 16, 1983 Bend leak . tube 1, panel 15
Bend crack tube 1, panel 16

Bend crack A tube 3, panel 16

Bend crack tube 1, panel 17

Dec 1983 Outage - Removal of sample tube 1, panel 4§
tube 1, panel 6

Repair of cracks tube 1, panel 15

tube 1, panel 16

tube 2, panel 16

tube 3, panel 16

Jan 1984 Outage - Interstitial weld crack repair tube 41, panel 13

Feb 1984 Outage - Interstitial weld crack repair tube 41, panel 8
Interstitial weld crack repair tube 41, panel 9

Bend crack tube 70, panel 9
Bend crack tube 70, panel 10
Bend crack tube 70, panel 11
Bend crack tube 70, panel 12

Surface polished ' tube 41, panel 10

RMA:so0
leaks.rno
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ATTACHMENT 3

SOLAR ONE
MONTHLY METER REPORT SUMMARY

7:.— i __ T T j N | _
] ! SARRRRR RN
i N L
SN e
o h . (B! __. __u_w |
m - _ Lo _w_ _mn C o i !
o . - . I _ v [ P ,. v _d_lf-l\ — ¥L1$ - 111 4 L
, ) ISR JW#;]?I.I 1 W
_ s | __. wmd._ 17 18
.,_ﬂ : AR
B e T
m ' e .d_ N e ___
f " T _ 11 |
| a8 SRRRERRYEY _ L HHH
o gR | T eI
! e ‘
. N : S _
G o : ]
d q , A__ <_u “_ﬂ ! 2 | ﬁl ,
w_mujtt.: S e T i
el AR R EERR ARl ER RN R R 2T s g R SRR R R e Lilsiini o
| Bl for e e T T Lallll °
g0 e T TP
5 g NI ,,, | TN
adfp | SEEE R NRRRANE LI , J
b NN :P__ ] : _
H B RS R RN ARRIRRARERERRRRRAREN! I |
_.4__ _ et 1 []
v SRR RN R NN RN AR ,
| I NI NI _
| i Sl
‘ O R e A R .
R I A L RS AR M I
. H ,__ _.ﬂw“ ] “. ' I
SN R L R i |
Sl 1T
[ [ [ I | 1
L i e pe S A0 S ERA KRN MR 1! |1 | 1
(@] O [eo] O (] QO o (o) (o] (&) Q o o o (@] o o
o O o o [} O o (@} o o o o o o (=] [=]
< o (o] s 4] (Ve < (o] o e 0] (Ve <r (o] o < o [« o]
o N (o] ~— — — — - 0 ! . |
HiWl = ADYINI ,
‘RN NI AGWW ’ SHINOW AH S&viA €

. NOILVYHEOQ4HOD NIBZLIIAQ ‘ HidVad Hdvd NIDZILG OEL-OPE ‘ON

R 03/09/84



SOLAR ONE NET ELECTRICAL PRODUCTION
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SOLAR AND PLANT UTILIZATION FOR 1984
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SOLAR ONE GENERATING STATION
INCIDENT REPORT

INCIDENT: Line Failure and Subsequent Spill of 2,500 Gallons
of Sulfuric Acid from the Demineralizer Acid
Storage Tank.

DATE: June 9, 1984
PERSONNEL ON DUTY: Shift Supervisor R. Irby, CO J. Linn, ACO J. Burch,
PEO C. Gallinger, Shift Supervisor R. Takekawa stil)

on. station. J. Barber Electrician was on site
working on helipostats.

DESCRIPTION OF INCIDENT:

At 1616 hours, acid was found leaking from the demineralizer acid storage tank
by PEO Gallinger. He immediately reported it to the control operator who in
turn notified Irby, Takekawa, Burch and Barber. The plastic pipe on the tank
side of the root valve had separated at the valve and was dumping acid on the
ground just outside of the containment dike.

Mr. Gallinger put on an acid suit and attempted to remove the tank's belly
drain in order to empty the tank into the containment dike. The drain plug
could not be removed so it was decided to cut the plastic pipe off within the
dike. This was accomplished at 1628 hours, and a fire extinguisher cover was
placed over the line and tied in place to deflect the acid into the dike. At
this time Barber, Burch and Takekaw2 were making dirt berms to contain the spill
and try to keep it away from the heliostat control boxes.

At 1632 hours, R. Irby contacted J. Raine, shift supervisor at Cool Water, and
asked him to send over soda ash, and some extra people equipped with rubber
boots, goggles, and respirators to help neutralize the spill. Raine also tried
to contact J. Fuller and received no answer. He then called the beeper service
and left a message.

At 1642 hours, Mr. Gallinger was sent home by the shift supervisor to shower
and change clothes. He reported no injuries and returned at 1755 hours.

Mr. J. Sovern returned my call at 1730 hours, after returning home, and was
notified of the spill and the area effected. Due to the size of the spill, it
was decided to call Crosby and Overton, Inc. and have them come out to handle
the spill.

At 1745 hours, Larry Boyle of Crosby and Overton was contacted and informed of
the spill. I explained that the spill was 98% concentration and covered a 30 x
30 yard area, and also that the containment dike was one foot deep with acid and
covered an an area of 10 x 15 feet. Larry said he would send out a stainless
steel vacuum truck, a supervisor, and a crew of four along with some soda ash.
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He estimatec their time of arrival to be around 2200 hours, and suggested that
we w2it until Monday to haul off the earth, as the chemical dumps are not open
on the weekenc. J. Sovern was then nptified of Crosby's schedule.

At 1747 hours, the area was barricaded off and Coolwater's crew (Raine, Smith

and Edwards) arrived on station with six barrels of soda ash to start

nevtralizing the spill. The six barrels were spread out and another eight

barrels were brought over and spread. This was a time consuming task, as the

;oda ?Sh is stored at Coolwater in a silo, and takes time to get it into
arrels.

R. Takekawa left the station at 1802 hours, as it was felt he would have to
return at 0400 for shift coverage.

J. Fuller returned Raine's cal) at 1830 hours, and was informed of the spill.
He also reminded us that pond #1 is a class one dump site.

Crosby and Overton arrived on station at 2325 hours with a pump truck, a crew
truck, two other vehicles, two supervisors, a pump truck operator and a crew of
four. They also brought two pallets of soda ash. The crew spread the soda ash
on the major areas of the spill and put seventeen bags into the containment
dike. A ph was then taken and indicated a value of less than two. It was then
decided that it would take too much soda ash to raise the ph in the dike, so it
was pumped out at that time. Coolwater was notified at 2350 hours that we would
need some more soda ash. Raine requested help in filling the barrels so J.
Burch was heldover. The barrels were brought over and the rest of the area was
covered. Burch left at 0200 hours.

J. Sovern was contacted at 0223 hours to request an E.P.A. number in order for
Crosby and Overton to haul off the acid. He recommended that J. Fuller be
contacted. At 0225 hours, contacted J. Fuller and informed him that we had
purmoed 1,680 gallons of czid out of the containment dike, and needed an E.P.A.
number. He told us to dump it intc evaporation pond #1, and that an E.P.A.
number was not needed, as it was not leaving the station. J. Raine was then
notified of the acid being sent to the evaporation pond. He said he would have
an operator meet the driver and escort him to pond #1.

At 0234 hours, Crosby and Overton left the station for the night, and were
scheduled to return Monday morning at 0400 hours to remove soil from the spill
area.

Mr. J. Fuller contacted Fossil Manager, 6. Finley at 0B4Z hours Sunday
morning to report the incident. In addition, Mr. B. Rapan of SCE
Environmental Services was contacted at 0858. Per SCt procedures, Mr. Rapan
contacted the Lahontan region of the California Regional Water Quality Control
Boards, and reported the incident. Lahontan representative indicated no further
notifications were necessary, since the spill was contained on the property.

The acid tank had approximately five feet four inches of acid in it, or around
2,518 gallons. The containment dike caught 1,680 gallons, and it was believed
that around 850 gallions went on the ground. According to Crosby and Overton,
the spill covered 9,000 square feet. On Monday, June 11 a small skip Joader,
scraper, two semi dump trucks, & crew of four laborers, and a supervisor from
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Crosby and Overton arrived to clean up the contaminated area. The m2jor clean
up was completed late Tuesday, neutralizing small pockets to a ph of +5
continued through June 17. Approrimately 220 cubic yards of soil was removed.
In addition, 75 feet of asphalt driveway required removal. Sufficient earth was
removec to indicate a ph range of 5.5 or higher. A1l contaminated soil was sent
to BKK class one dump. A local contractor was used starting Wednesday, to bring
in clean dirt to restore the ground grade.

acid.rno
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SOLAR ONE :
OPERATION AND MAINTENANCE REPORT #26
MAY 1984 |

THIS REPORT SUMMARIZES THE OPERATIONAL ACTIVITIES AND HIGHLIGHTS
MAINTENANCE WORK THAT WAS PERFORMED DURING THE MONTH. 1IN
ADDITION, IT PRESENTS PLANT STATISTICS AND A MONTHLY OPERATION
AND MAINTENANCE COST SUMMARY.

Abstract

Power production and plant testing were limited by 85.0 hours of
inclement westher. The gross energy production for the month of
May was 1200.0 MWH, and the net energy production was 703.0 MWH.

Operational Highlights

© Testing of 0OCS (Operational Control System) clear day
scenario, Mode 9 to 1 (steam dump to turbine direct), Mode 1
to 2 (turbine direct to turbine direct and charging), and mode
2 to 1 to 9 (turbine direct and charging to turbine direct to
steam dump) continued.

The transition from Mode 2 to 5 (turbine direct and charging
to steam dump) using OCS was performed for the first time on
May 16, and was successful.

o The Solar One Project Sixth Annual Technology Review Meeting
was held on Wedneaday, May 16, in Claremont, Cslifornia.
Presentations included Test Program Review, Receiver, Thermal
Storage and Heliostat Evaluations, Plant Automation, Lessons
Learned, and Environmental Effecta. The meeting was continued
at the site May 17, with a demonstration of plant sunrise
start-up, and presentations on the Power Generation and Plant
Support Systems, and in Operating and Maintenance Experiences,
by SCE staff.

o Manual BCS measurements of heliostates continuea. As of
May 25, 1531 heliostats had been measured once, while some
helicatata had been measured more thean once. A total of 1012
helioatats that had been meaasured required a pointing
adjustment. Heliostat biass updates should be completed by

mid-June. Repeated manual BCS adjustments will aslso continue
on problem heliostats and on the innermost seven rows of
heliostats.

© The OCS (Operational Control System) time code generator
advanced by three daye on May 22; this occurred during the
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receiver feed pump start-up. The day before, the time was
delayed by two hours. The suspected socurce of -trouble, a
large current draw from the feedwater pump, was circumvented
by changing the time generator power source from the 4kV well
line to the uninterruptible power supply (UPS). This problem
was apparently created when the plant load supply was changed
from the 33kV bug line to the 4kV well line on May 18, 1984.

Two heliostat failures occurred. This is noteworthy because
the failure types are new. The first heliostat failure
occurred when a heliostst circuit bresker opened. Cabling
wrapped around the bolts which mount the drive to the pedestal
and the cable tightened as the heliostat moved into tracking
position. The cable did not break, but the circuit breaker
opened. The second heliostat was taken out of commission due
to the failures of an azimuth drive gear.

SCE, Sandia and MDAC personnel met with General Electric
Medium Steam Turbine Division staff at Lynn, MA, May 23. The
purpose of the meeting was to discuss the status of
deficiencies in the turbine admission steam and
auto-synchronization systems which preclude fully automatic
atart-up. As a result of this meeting the following action
items have been completed or are pending:

- SCE to reset the lube oil pump control such that the second
A.C. lube oil pump starts at 48 psi. GE feels that the
potential leakage in the turbine front standard is causing
the low discharge pressure on the running pump. In the
interim SCE should reset the pressure switch setting
pending the unit inspection outage at which time leakage
causes should be corrected and pressure switch reset to ite
original value.

- In the next week GE to inform SCE as to new admission
control valve controller setting. Presently the V2 valves
transfer from pressure to minimum flow control to protect
against anti-monitoring. GE was informed that SCE has
provided a low-load trip and therefore this function is no
longer required. 1Its existence causes difficulty in
starting up on admiesion steam or in transitioning from
admission steam to receiver steam. The new controller
setting will eliminate the minimum flow condition allowing
TSS presaure control at all flow conditions.

- General Electric to reevaluate the relationship between the
V1l and V2 valve operation. GE was informed that SCE did
not feel such interaction was reguired and that its
existence made admission pressure control during transition
from admisaion steam to receiver steam or transition from
receiver steam to admission steam difficult. GE was
informed that SCE would prefer that the V2 valves operate
independent of the V1 valves when operating on admission
steam Oor on a combination of admission end receiver steanr.
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- General Electric (GE) to evaluate the difficulty
experienced in starting up the turbine on edmission steanm.
GE will, in the next several months, submit recommended
problem correction for review.

- SCE to install the generator liquid level detector per
drawings issued during the meeting.

- SCE to reposition the turbine eccentricity pick up per
drawings previously submitted from GE.

- SCE to remove turning gear engagement spring and replace
with solid link which is to be provided by GE to ensure
positive turning gear engagement. Should this effort not
be effective, GE to supply SCE an air cylinder and mounting
hardware to effect even more positive engagement.

-  GE to provide a revised stop valve ETD trip coil with logic
to minimize coil failures.

- GE to supply SCE a replacement EHC accumulator manifold to
allow returning second accumulator to service. Returning
the second accumulator to service should prevent parallel
operation of the two EHC pumps.

- GE and SCE will jointly review the GE ramp rate controller
and the SCE auto synchronizer and resolve failure of the
equipment to synchronize the generator automatically.

- GE to inform SCE if a generator halon fire protection
system can be used in lieu of the present carbon dioxide
systenm,

- GE to review SCE turbine operating instructions and past
start-up records and submit their recommended procedural
revisions.

Summer Solstice Campaign: Representatives from SNLL, SCE, and
MDAC are working together to maximize the efforts toward a
successful campaign. Key items being considered to insure
peak plant output and efficiency are maximizing collector
field (heliostats) contribution, operating the receiver at
optimum set point temperature, and insuring that all
instrumentation is accurate and the data acquisition is

reliable. System start-up will occur as early as poasible on
days when peak dérect normal insolation is expected to reach
at least 900 W/M”. It appears that the items which provide

the greatest leverage in improving plant efficiency are high
heliostat availability and clean heliostats.

On May 12, the station experienced a momentary power loss due
to a line relay on the Barroid 33kV line at Gail Substation.
This caused a HAC (Heliostat Array Controller ) failover,
receiver trip, and generator trip. The field (heliostats)?
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remained on the receiver until a Load All was issued followed
by an emergency standby command. All but two strings of
heliostats responded, and the two strings were manually
removed.

The receiver MV800C (computer) failed on May 20, requiring the
plant to shut down. SCE instrument technicians determined
that the MV8000 consocle communication processor card failed,
cause unknown. The card was subseguently replaced and the
receiver MV8000 was returned to service.

Solar One Convective Loss Experiment: Ongoing series of
experiments has been designed to measure the convective energy
losses from the central receiver at the Solar One Pilot Plant.
The goal of these experiments is to provide convective loss
measurements in order to determine the convection ceoefficient
for the receiver. These measurements are being made in a
regime in which wall to ambient temperature differences are a
factor of three below those of a normal operating receiver.
The tests are being performed at reduced surface temperatures
to eliminate uncertainties associated with the determinaticn
of incident solar flux.

Interest in determining the convective losses stems primarily
from the desire to reduce the uncertainty in the calculation
of thermal efficiency for solar central receivers. The
uncertainty is reduced when more accurate predicticns of
loases due to reflection, thermal emission, heat conduction,
and convection can be made. Convective heat transfer
represents a significant fraction of the energy loss from the
front surface of the central receiver. Energy transfer by
raediation and conduction from an external receiver can be well
characterized; the same cannot be said for convection.

The flowmeter test atation operation was initiated and
calibration tests are in progreaa. The flowmeter test station
conaiasts of two laboratory calibrated orifice plates and pipe
sections along with easociated instrumentation. The test
atation ia arranged in & piping configuration which allows
series feedwater flow through a Ramapo meter being tested and
through one or the other of the two orifice plates (one a high
flow range and the second & low flow range). The indicated
flow rate through the Ramapo is then compared with the flow
through the orifice plate which is used as the standard.

The Ramapo flowmeters are target type meters used for
feedwater measurement and in the control configuration for
water flow to each receiver boiler panel. Accurate flow
measurement is necessary to establish confidence in receiver
performance analysis.

To help the integrity of the inline demineralizer regeneration
process the following changes have been recommended by
Division Chemical:
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-~ Last step of Abro step 3 (rinse), added venting.
- Step S (settle resin) was changed from 2 to 5 minute
duration.

~ Step 7 (cation displace/anion 4% caustic) was changed from
25 to 40 minute duration.

- Step 9 (cation block flow/anion fast rinse) was changed
from 15 to 30 minute duration.

During the SCE Operations’ training on the 0OCS (Operational
Control System), Art Iwaki (MDAC) has asked for any input
Operatione may have concerning the uae or operation of 0OCS. A
notebook was placed near the OCS typewriter to record problems
or suggestions by Operations.

Maintenance Highlights

o

Modern Alloys completed retrofitting 10,036 of the 10,546
mirror modules scheduled for the vent modification as of
Wednesday, May 9. The retrofit work is considered essentially
completed, and the modification of the remaining S10 modules
is not considered critical.

The receiver elevator underwent its guarterly inspection st
which time the gear box was overhauled. The inspection found
the brake release linkage to be broken, and as & result the
elevator has been removed from service awaiting a replacement
linkage. The broken part is that which allows manual lowering
of the elevator on failure of electrical logic or power

supply.

The heliostat wash truck was placed in service. The truck was
found to be able to wash up to 21 heliostats per hour. The
wash program reguires two minutes to complete the heliostat
wash cycle and the truck drive requires one minute to
reposition the wash truck to the next heliostat to be washed.
It was noted that due to the brush and brush limit switch
relationship, approximately 6" of the left side of each mirror
module is not washed.

The computerized automatic system on the wash truck still
continues to have problems. Parts have been ordered to
implement modifications.

Helioatat washing continued uasing a borrowed insulator wash
truck. Currently, a total of 1307 heliostats have been
washed.

Electricians and technicians are working to reduce the number
of out of service heliostats. The current number of
heliostats out of service is 120. The major problems with
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heliocstats are relasted to motor seal wear, and azimuth and
elevation encoders. .

The inspection on the inline demineralizer bed #1 indicated
that the acreen outlet allowed resin to pass through and clog

the outlet resin trap. It was determined that the screen was
bad due to mechanical deformation. A new screen was placed on
order. : i

Receiver flowmeter on panel 18 was replaced and calibrated due
to unknown problem with erratic flow indications. Receiver
panel 20 flowmeter is requiring frequent bias adjustments and
has been scheduled for replacement.

Three new leaks on the waste water blowdown line were
repaired. Suspect PVC couplings are failing at midpoint due
to compressive and tensile stress from thermally induced
temperature transients.

Inatalled a new caustic pump housing on the caustic tranafer
pump. Suspect cracked housing was due to thermal expansion o
vibration. ‘

Receiver penel leaks were repaired on preheat panel 22 plugs
48, 50 and 32, and preheat panel 23 plug 38, and flowmeter
flange on panel 20.

TI 1022 steam temperature indicator on the main steam super
heat line before the turbine stop valve failed to O degrees F.
A bad transmitter was found and was replaced with a new
transmitter. The internal problem on the bad transmitter was
unknown.

Receiver core panel expansion guide (roller) inspections (row
1, 2 & 3) were completed and no expansion guide problems were
found.

Inatalled 480 volt loss of phase relays on cooling tower and

station service transformers. The original 220 volt relays
were the wrong voltage relays.

A 90% ground was found on the 480 volt bus BOl. The ground
was identified on the turbine enclosure fan 905C. Fan plug
was replaced to correct the problemn.

Miscellaneous maintenance work accomplished during the month
of May, is as follows:

-~ Aligned west BCS (Beam Characterization System) camera.

- Inetalled and connected indicating light for inline
demineralizer Al valve (acid dilution).
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Repaired suction line leak on inline demineralizer acid
feed pump. ,

Replaced leaky solenoid on west air dryer.

ﬁounted eye wash station in the chemical lab.

Installed ground clamps on gascline barrels.’

Replaced leaky cooling water pipe on air compressor 901.
Installed & rebuilt valve on caustic day tank fill line.

Installed power supply for FT3715 on extraction train #1
(Thermal Storage System).

Installed a ground fault interrupter on the power
receptacle for the portable make-up demineralizer.

Replaced OSP (Operating Station Processor) #4 keyboard
after failing. Failure was unknown.

Repaired memory board on DAS (Data Acquisition System)
chromatics CRT (Cathode Ray Tube). Cause of problem was
unknown.



Plant Statistics
Net Energy Production MWH

Energy Production (MWH net
while connected to the grid)

Hourly Peak MW (Net>
On-Line Hours
Test Hours
Total Plant Outage Hours
Scheduled
Unscheduled

Weather Outage Hours

#Receiver Generated Steam Only

Attachments:

May 83 May "84 -
734,0 703.0
1138.7 995.5
10.2« 8.5%
213.6 210.0
118.8 187.9
26.3 10.0
C.0 1.0
26.3 9.0
67.0 85.0

Page 8

Turbine Roll
To Date

-2853.8

935&.1

10.4+

1883.5

1585.7

1873.8

803.0

1070.8

2446.8

© Chronological Summary of Receiver Tube Defects (Attachment 1).

o Solar One Statisticsa: Weather outage houre,
hours, test hours, and on-line hours (Attachment 2).

plant outage

o Power production and plant testing were precluded by 85.0

hours of weather outage.
703.0 MWH (Attachment 3.

May was a positive output month,

o The daily and cumulative energy production while Solar One was
on-line for the year-to-date and the three previous months are
ahown on Attachments 4 and S.

o Solar and Plant Utilization is trended on Attachment 6.
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' Operation and Maintenance Costs

o A& summary of the O&M labor, material, contract, and other
costs for the month of May 1984 is shown on the attached
table. Expenses are categorized as follows:

Field Office

Operations

Miacellaneous
Support

Maintenance

Overheads

Includes plant supervision, engineering,
accounting, clerical, office supplies,
and miscellaneous indirect expenses.

Includes total cost of operating staff
and expenses.

Includes station supplies and rentals,

safety and job training, and site

security.

Includes total cost of maintenance staff
and expenses allocated to major plant
subsystems.

Includes costs associated with direct
labor plus company administrative and
general expenses.




MONTHLY 0O&M COST SUMMARY

FIELD OFFICE
OPERATIONS
MISC. SUPPORT
MAINTENANCE

,Supervision/Indirects

Control System

Receiver System

Thermal Storage System
. Collector System

EPGS System

Misc.

Total Maintenance

SUB TOTAL
Division 0. H.
TOTAL DIRECT
Workman’s Compensation
Payroll Tax
Pension & Benefits

Administrative & General

GRAND TOTAL

SOLAR ONE

(& X 10009

MONTH OF MAY 1984

LABOR

1.2

60.5

'—l
B o

D D
VdOWVWh WwN

WD
(4
®

126.3

MATERIAL

CONTRACT

Page 10

OTHER TOTAL
S.8 22.8
.1 67.2
1.6 11.3
.2 14.9
- 16.0
.2 2.3
- 5.6
- 9.0
1 11.5
—_ 8.7
5 85.0
8.0 ige.3
28.3

214.6

1.0

9.6

28.7

39.3

293.2

omcost.txt



SOLAR ONE GENERATING STATION

Chronological Summary of
Receiver Tube Defects

Attachment 1

DATE DESCRIPTION OF TUBE DEFECT LOCATION
Jul 15, 1983 Interstitial weld leak tube 30, panel 18
Jul 26, 1983 Interstitial weld leak tube 41, panel 18
Aug 2, 1983 Bend leak tube 70, panel 11
Aug 18, 1983 Repair/removal of sample tube 30, panel 18
Repair, grind & fill tube 41, panel 18
Aug 19, 1983 Replaced cracked tube section tube 70, panel 11
Sep 8, 1983 Crack indication tube 30, panel 19
Oct 26, 1983 C(Crack indication tube 1, panel 18
Interstitial weld leak found & repaired tube 41, panel 12
Interstitial weld crack tube 41, panel 13
Nov 1, 1983 Interstitial weld crack on: tube 41, panel 4
tube 41, panel 6
tube 30, panel 7
tube 41, panel 8
tube 41, panel 9
tube 30, panel 17
Surface irregularity tube 41, panel 10
Nov 16, 1983 Bend leak tube 1, panel 15
Bend crack tube 1, panel 16
Bend crack tube 3, panel 16
Bend crack tube 1, panel 17
Dec 1983 Qutage - Removal of sample tube 1, panel 4
tube 1, panel 6
Repair of cracks tube 1, panel 15
' tube 1, panel 16
tube 2, panel 16
tube 3, panel 16
Jan 1984 Qutage - Interstitial weld crack repair tube 41, panel 13
Feb 1984 Qutage - Interstitial weld crack repair tube 41, panel 8
Interstitial weld crack repair tube 41, panel 9
Bend crack tube 70, panel 9
Bend -crack tube 70, panel 10
Bend crack tube 70, panel 11
Bend crack tube 70, panel 12
Surface polished tube 41, panel 10

PMAsso

- leexs.rro



Attachment 2

SOLAR ONE STATISTICS
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ATTACHMENT 3

SOLAFR ONE
MONTHLY METER REPORT SUMMARY
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Attachment 5
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CUMULATIVE ENERGY, MWH

SOLAR ONE NET ELECTRICAL PRODUCTION
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SOLAR AND PLANT UTILIZATION — 1983 AND 1984
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DOE/SF/10501-225
( smpo-,gzs)
SOLAR ONE

OPERATION AND MAINTENANCE REPORT #25
APRIL 1984

THIS REPORT SUMMARIZES THE OPERATIONAL ACTIVITIES AND HIGHLIGHTS MAINTENANCE
WORK THAT WAS PERFORMED DURING THE MONTH. IN ADDITION, IT PRESENTS PLANT
STATISTICS AND A MONTHLY OPERATION AND MAINTENANCE COST SUMMARY.

Abstract

Power production and plant testing were 1imited by 98.5 hours of inclement

weather and a scheduled four-day plant outage. The gross energy production for
the month was 733.4 MWH and the net energy production was 322.5 MWH.

Solar One first generated power on April 12, 1982. Attachment 7 is a report by
Doug E1liott, DOE, which he prepared for the annual DOE Solar Central Receiver
Meeting. Doug's report is a good summary of the Solar One Project's inception
through its second anniversary of operation, i.e., April 12, 1984.

A scheduled plant outage took place April 9 through April 13, to allow for dye
penetrant inspection of receiver panel interestial welds, ultrasonic inspection
of receiver tube bends and inspection of all receiver panel expansion guides
(rollers). The outage was extended one day due to high winds and dust which
precluded outage work.

Operational Highlights

0 Moon Tracking: The northern quadrant of the heliostat field was photographed
from the 15th level of the tower while tracking the moon on Tuesday, April 17.
The heliostats were placed on track and photographed segment by segment, thus
allowing easier identification of misaimed heliostats.

o Beam Characterization System (BCS) work continues on solving problems with the
auto BCS. There appear to be software problems in both the BCS and the
Heliostat Array Controller (HAC) which prevent useful measurement of heliostat
beams using the automatic program. ‘

Manual BCS measurements of the heliostat field, with visual analysis of the

i i , ar i and bias update
as necessary the alignment of 75-100 heliostats per day. The plan is to
complete the bias update before the summer solstice tests scheduled for June
1984. ”

o Ed Berggren, SCE Corporate Documentation, was on-site April 23, to discuss
coordination of as-built drawing records and means of accessing the drawing
data base through the SCE Generation Management System computer terminal at
the plant, to DOE, SCE, SNLL, Stearns Catalytic and Burns & McDonnell
personnel involved in the Project and its documentation.
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Ed Berggren mentioned that he will implement a cross reference index for
as-built drawing records (SFDI, Stearns Catatytic, and SCE).

Operational Control System (OCS) clear day scenario - Mode 1 (Turbine Direct)
automation program is now being completely exercised by SCE Operations. OCS
start-up packages are being written by McDonnell Douglas.

A Plant Equipment Operator (PEO) position was reduced from the work-force
after a PEOQ relocated to another station. PEO position will be cancelled due
to the reduced activity level that is expected in the forthcoming years.

A11 PEO's were taken off graveyard shift after deciding that the level of
activity during graveyard shift could be handled by a Control Operator (CO)
and an Assistant Control Operator (ACO).

A Martin Marietta Co. representative revised the Heliostat Array Controller
(HAC) Program to automatically switch over to daylight savings time. MMC is
currently reconfiguring HAC software to allow heliostat bias update to both
the prime and backup HAC's.

Operational control system (0OCS) clear day start-up was aborted on April 27,
due to Receiver TSP 2929 (temperature set point) flag in wrong state to run
start-up. The problem with OCS aborting start-up task was traced to Receiver
TSP 2929 (temperature set point) being left in manual after a temperature set
point change was made. TSP 2929 was changed to auto for OCS clear day
start-up.

SCE Operations day shift work schedule has changed to 0800-1600. Previous
Operations work schedule was 0700-1500.

SCE Operations has reduced start-up time by 10 minutes using the Operational
Control System (OCS). O0OCS automatically controls the collector field with
respect to temperature and flow on the receiver. OCS method is quicker on
start-up than the semi-automatic method previously used by operations.

Maintenance Highlights

The new receiver flowmeter test station (check flowmeter calibration) was
flushed and hydro tested to 520 psig, no leaks were detected.

A pipe joint leak on the circulating water return line from the cooling water
heat exchanger was repaired. Suspect fiberglass pipe joint failed due to
absence of thrust block under elbow section of pipeline to overcome any
vertical and horizontal forces.

Dye penetrant inspection of all receiver sub-panel interstice weld areas was
completed during the outage. The inspection did not evidence any tube
defects.

Ultrasonic inspection of receiver boiler panel edge tubes at the outlet bend
was completed on 12 of 18 panels. No new cracks were found; however, the
previous crack indications in tube 70 of panel 10 and tube 1 of panel 17 now
extend through the exterior tube surface. These cracks are very tight, and
their repair is scheduled for a September 1984 outage.
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o A receiver hydro pressure check was taken during the outage and the following

was found:
- Panel 20 flowmeter has a slight leak at the stem.
- Panel 4 inspection plug 17 has a slight leak.

- Panel 8 inspection plugs 3, 19, 21, and 35 have slight leaks.

- Panel 9 inspection plugs 8, 21, 48, and 65 have s1ight leaks.

- Panel 15 inspection plug 2 has a slight leak.

- Panel 18 inspectioan1ug 45 has a slight 1leak.

- Panel 22 jhspection plugs 25, 30, 31, 32, 35, 39, 40, and 49 have leaks. 49
is’ bad. , ' ;

- Panel 23 inspection plugs 38, 39, and 40 have slight leaks.
- Panel 16 inspection plugs 28 and 38 have moderate leaks.

A11 leaking plugs on receiver panels were replaced except panel 22 plugs 30,4
31, 39, and 49 and panel 23 plug 39 which were previously seal welded.

Inspection plug leaks on receiver panels are continuously being repaired due
to the belief of thermal cyclying causing wear on the plugs. The plan is to
replace these stainless steel plugs with high grade carbon steel plugs. It is
felt that use of plugs of a material that is not the same as the inlet header
will minimize the leakage problem. - '

Three leaks on the wasté water blowdown 1ine were repaired. Suspect PvC

couplings are failing at midpoint due to compressive and tensile stress from
thermally induced temperature transients.

One phaSe of the 33‘kV Bug line on Pole No. 1903266E fell off its insulator
when a strap came loose. The line was observed resting on the crossarm. The

“line failure did not result in loss of power to the plant. SCE Customer

Service made the repair.

» Terry Olson, Stearns Catalytic, is evaluating a receiver access modification.
The modification under consideration would provide removable receiver support,

for access to valving and instrumentation.

Receiver panel expansion guides (rollers) inspection was conducted. A1l panel

expansion guides (rollers) appeared okay except panel 17, row 5, left roller

assembly. Roller assembly pulled out of right stud which was later repaired.

The generator trip by turbine trip HEA coil (lock-up relay) was replaced due
to a burnt HEA coil caused by mechanical wear.

Modern Alloys continues to vent retrofit heliostat mirror modules, bringing
the total of modules to 6,108 of the 10,546 modules scheduled for vent
retrofit. ‘ ‘
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Receiver tube welding training for SCE Cool Water and San Bernardino
Generating Station Welders took place on April 2, 3, and 4 at Rocketdyne's
Canoga Park facility. Welders will continue self-training before being
certified for repairing receiver tubes.

Electricians and technicians are working to reduce the number of out of
service heliostats. The current number of heliostats out of service is 152.
The major problems with heliostats have been attributed to motor seal wear and
azimuth and elevation encoders.

y The heliostat wash truck has a computerized wash system that is

non-functional. SCE Electricians are implementing a change on the helijostat
wash truck that will operate on an automatic or manual mode. In case the
automatic mode fails the manual mode will be available.

New thermocouples were installed on receiver panels 9, 10, 11, 12, 17, and 18
for monitoring temperature on edge tubes. Suspect high temperatures have
contributed to edge tube failures.

Radial shields were installed between receiver panels 15 and 16, 16 and 17 to
reduce their heat flux intensity, and thereby, reduce their operating
temperaturekand their thermal expansion relative to adjacent tubes.

Inline demineralizer bed #2 was removed from service due to water quality
problems stemming from resin degradation caused by a regeneration valve
failure. The valve was repaired, and the inline demineralizer was put back in
service for a regeneration. The valve was cleaned internally to eliminate
binding of valve internal.

Miscellaneous maintenance work accomplished during the mohth of April,
including work performed during the outage period, is as follows:

- Replaced and calibrated flowmeters on receiver panels 7 and 18. Flowmeter
failure problems are under investigation.

- Repaired defective contacts for air compressor 902 because of overload trip
problem. Normal wear caused defective contacts.

- Reversed direction of fan motor on air compressor 901 due to high vibration.
- Repaired pre-filter leaks on receiver panels 11, 14, and 16.
- Spray water temperature valve T-V 3105 for desuperheater on charging system

was inspected and internals repaired i.e. re-lapped the valve body and
seat.
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Turbine Ro11

Plant Statistics April '83  April '84 To Date
Net Eneréy Production MWH 107.8 322.5 -3556.8
Energy Production (MWH net
while connected to the grid) 528.4 618.4 8362.6
Hourly Peak MW (Net) 9.4% 8.1% 10.4%
On-Line Hours 114.1 120.4 1673.5
Test Hours 86.3 35.1 1397.8
Total Plant Outage Hours 35.5 85.0 1863.8
Scheduled 22.0 52.0 802.0
Unscheduled 13.5 33.0 1061.8
Weather Outage Hours 129.3 98.5 2361.8

*Receiver Generated Steam Only

o Summary of Solar One Operation: Net energy production in April 1984, has
increased as compared to April 1983. On-line hours for both months were
about the same. Net energy production considerably increased by reducing
parasitic load through completely shutting off the start-up electric
boiler and shutting off the circulating water pumps at night.

Attachments:

o Chronological Summary of Receiver Tube Defects (Attachment 1).

o Solar One statistics: Weather outage hours, plant outage hours, test
hours, and on-1ine hours (Attachment 2).

o A four-day scheduled plant outage, as well as 98.5 hours of weather
outage, impacted energy generation and testing. April was a positive
output month, 322.5 MWH (Attachment 3).

o The daily and cumulative energy production while Solar One was on-line for
the year-to-date and the three previous months are shown on Attachments 4
and 5.

o Solar and Plant Utilization is trended on attachment 6.
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.‘ Operation and Maintenance Costs

o A summary of the 0&4 labor, material, contract, and other costs for the
month of April 1984 is shown on the attached table. Expenses are
categorized as follows:

Includes plant supervision, engineering, accounting,

Field Office :
clerical, office supplies, and miscellaneous indirect .

expenses.
Operations - Includes total cost of operating staff and expenses.
Miscellaneous - Includes station supplies and rentals, safety and job
Support training, and site security.
Maintenance - Includes total cost of maintenance staff and expenses
: allocated to major plant subsystems.
Overheads - Includes costs associated with direct labor plus

company administrative and general expenses.



FIELD OFFICE
OPERATIONS
MISC. SUPPORT
MAINTENANCE

SUB TOTAL

Supervision/Indirects

Control System
Receiver System

Thermal Storage System
Collector System

EPGS System
Misc.

Division 0.H.

TOTAL DIRECT

MONTH OF APRIL 1984

LAB

24.
80.

Total Maintenance 59.
2

Workman's Compensation

Payroll Tax

Pension & Benefits

Administrative & General

GRAND TOTAL

SOLAR ONE
MONTHLY O&M COST SUMMARY
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DATE

Jul
Jul
Aug
Aug

Aug
Sep
Oct

Nov

Nov

Dec

Jan

Feb

15,
26,

16,

RMA:so
leaks.rno

1983

1983
1983
1983

1983
1983
1983

1983

1983

1983

1984
1984

SOLAR ONE GENERATING STATION

Chronological Summary of
Receiver Tube Defects

DESCRIPTION OF TUBE DEFECT

Interstitial weld Teak
Interstitial weld leak
Bend leak

Repair/removal of sample
Repair, grind & fill

Replaced cracked tube section
Crack indication

Crack indication
Interstitial weld leak found & repaired
Interstitial weld crack

Interstitial weld crack on:

Surface irregularity

Bend leak

Bend crack
Bend crack
Bend crack

OQutage - Removal of sample

Repair of cracks

Outage - Interstitial weld crack repair

Outage - Interstitial weld crack repair
Interstitial weld crack repair
Bend crack
Bend crack
Bend crack
Bend crack
Surface polished

Attachment 1

LOCATION

tube
tube
tube

tube
tube

tube
tube

tube
tube
tube

tube
tube
tube
tube
tube
tube
tube

tube

. tube

tube
tube

tube
tube
tube
tube
tube
tube

tube

tube
tube
tube
tube
tube
tube
tube

30,
41,
70,

30,
41,

70,

panel
panel
panel

panel
panel

panel
panel

panel
panel
panel

panel
panel
panel
panel
panel
panel
panel

panel
panel
panel
panel

panel
panel
panel
panel
panel
panel

panel

panel
panel
panel
panel
panel
panel
panel



Attachment 2

SOLAR Ot STATISTICS
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ATTACHMENT 3

SOLAP ONE
MONTHLY METER REPORT SUMMARY
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SOLAR ONE NET ELECTRICAL PRODUCTION
WHEN SYNCHRONIZED TO THE GRID
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SOLAR ONE NET ELECTRICAL PRODUCTION
WHEN SYNCHRONIZED TO THE GRID
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SOLAR AND PLANT UTILIZATION — 1983 AND 1984
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Attachment 7

BARSTOW 10 MWe PILOT PLANT

S. D. Elliott
U. S. Department of Energy

Introduction

This is month of anniveraries. Just ten years ago, following a meeting in
Minneapolis where all of the potential concepts for solar thermal genera-
tion of electrical power were laid out and assessed (and which was the lin-
eal ancestor of this meeting today), Dwain Spencer, who was departing the
NSF solar thermal program for EPRI, and George Kaplan, who was taking on the
program management job, decided to push for a national commitment to a 10 Mie
solar thermal central receiver pilot plant. 1 was privileged to have been
invited to the Minneapolis meeting; I am doubly privileged to speak to you
today as Project Director for DOE of the working embodiment of that decis-
ion, the Solar One Pilot Plant near Barstow. 1 am especially happy to see
several of the people here today whom I first met in Minneapolis in March,
1974, and many more whom I have come to know over the intervening years.

Objectives and Schedule

The first figure lists the principal objéctives Dwain and George established
for the project. It would demonstrate the technical feasibility of a solar

Figure 1

BARSTOW PILOT PLANT OBJECTIVES

0 ESTABLISH THE TECHNICAL FEASIBILITY OF A SOLAR CENTRAL RECEIVER POWER PLANT

0 OBTAIN DEVELOPMENT, PRODUCTION, OPERATING AND MAINTERANCE COST INFORMATION

0 DETERMIKE ERVIRONYENTAL IMPACTS OF CONSTRUCTION, OPERATION AND MAINTENANCE




Attachment 7 (cont'd.)

central receiver plant as a component of a utility power generation system.
" It was to be designed, built, operated and maintained over a sufficient time
to establish an economic basis for comparison with alternative sources of
electrical energy. Finally, data would be obtained to determine its impact
on the environment. With these objectives, the formal commitment to such a
project was made a part of the establishing legislation for the Energy Re-
search and Development Administration at the start of 1975 (Figure 2).

Figure 2

OVERALL PROJECT SCHEDULE

Activity/Milestone cv[xs75ﬁ97sﬁ977j197a]197911980]195111982]1903]1984]1985]1936!1987
Program Authorized : (LPLQJ-U:I Experimental Testing
Conceptual Deslgns (4) k——j and Evaluation Phase
Concep! Selected
Extended SRE Tesling : berde— &
Project Authorized (76-2-b) ©PL93-187
Sile/Paniner Sclected A Federal
Environmental Assessment Countly—4A & .
' Preliminary/Final Design ' m Turbi/ne Roll
Construction/Startup e
uss '
Release for Test Operations UISi,L
Experimental Tesling e
' . Powcer Production A———-@
Test Operations Complele ?

The following ten years have been busy ones: The utility partner, Southern »
California Edison, with support by the City of Los Angeles, and the site, to
the east of Barstow, were selected in late 1976; the plant configuration was
chosen among competing conceptual designs in mid-1977; an environmental as-
sessment was done, and approved in 1978; and design and construction were
completed over a three-year period from mid-1978 through September 1981.
Just two years ago, on April 12, 1982, Solar One delivered its first net
power to the Edison grid. With approval by the DOE administration and SCE,
we entered, on August 1, 1982, into a two-year experimental testing and
evaluation phase which is now drawing to its close. The next stage is three
years of routine power production under full Edison control, to gather the
needed long-term performance and economic data.

Current Status

Let us now focus on testing and evaluation activities. Since our last meet-
ing, we have made a Tot of progress (Figure 3). Last summer, we demonstrated
the peak power and sustained operation capabilities of the plant, using di-
rect receiver steam combined with energy recovered from storage. A1l of the
eight operating modes have been checked out and released for use by the Edison
.. operating staff. These people have also worked diligently to reduce the

plant "housekeeping" load to levels well below those originally anticipated.
Hardware and software for centralized, automated operation of the plant from
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Figure 3

ACCOMPLISHNENTS OF PAST YEAR

0 SUMMER SOLSTICE PERFORMANCE MEASUREMENT CAMPAIGN - JUNE 1983

- POWER: 12.1 Fite (KET) ON RECEIVER + STORAGE STEAM
- DURATICN: 33.6 HOURS ON-LINE; 127 MVe-HRS (NET)

0 PLANT RELEASED FOR USE IN ALL OﬁkRATING MODES BY SCE - MARCH 1984

0 PLANT PARASITIC LOADS REDUCED WELL BELOW DESIGN LEVELS - CONTINUING
- 1.1 MMe vs, 1.9 MWe, "HOT"; 0.3 M¥e “COLD"

0 SYSTEM-LEVEL AUTOMATIC CONTROLS INSTALLED AND IN FINAL DEVELOPMENT
- "CLEAR DAY” AUTOMATION EFFECTIVE; ALSO HANDLES "REAL" DAYS
- SYSTEK REDUCES OPERATOR WORKLOAD; IMPROVES PERFOPMANCE

O TRANSITION PLANNING FOR POWER PRODUCTION PHASE COMPLETE - FAPCH 1984

a single, central control console are in place and are being checked out and
refined in daily use. Routine activities are being managed by computer,
freeing the operators to focus on improved performance or anomalies in plant
equipment or weather. We have completed our planning for turnover of full
responsibility for plant operation and maintenance to SCE at the end of July
and are implementing the necessary preparations.

As for the coming year, we will be concentrating over the next several weeks
on verification and fine-tuning of "clear day" automatic control capability, -
preparatory to releasing this procedure in early summer (Figure 4). The lat-

Figure &

PLANS FOR COMING YEAR

0 "CLEAR DAY" AUTOMATION VERIFICATION TESTING - APRIL/MAY 1984

0 SUMMER SOLSTICE PERFORANCE MEASUREMENT CAMPAIGN - JUNE 14-28, 1984
- DEFONSTRATE FAXINMUM DIURNAL ENERGY (POWER x DURATION)

0 TRANSITICN TO THREE-YEAR POWER PRODUCTION PHASE - AUGUST 1, 1984
0 END SANDIA FULL-TIME ON-SITE SUPPORT - AUGUST 1984

O END DOE/SAN FULL-TIME ON-SITE REPRESENTATION - SEPT. 1984

ter half of June will be devoted to another summer solstice run for maximum
daily energy output. On August 1, the transition to the power production
phase will take place, and by the end of the fiscal year DOE, Sandia and
their support resources will have left the site. ,We will, however, remain
available, on call, to assist SCE, if needed, and for special tests.
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Those of you who are able to stay with us until Thursday will hear a great .
'. deal more about these and other aspects of plant testing and evaluation,
from the people who are actually doing the work. You will hear a lot of
discussion of problem areas, because in most respects that is what this Pi-
lot Plant is all about: the detection, analysis and resolution of problems
to insure the success of future solar thermal central receiver plants. Over
the past two years, for example, we have lost some of our reflective area to
spot corrosion - about one-tenth of one percent (say, ten kilowatts). This
has been traced to induction of moisture into certain of the mirror modules.
As Clay Mavis will tell you, we feel that the addition of drying vents to
the affected units will arrest this process, and we are just finishing do-
ing so. We have verified the use of both natural (i.e., rain) and artifi-
cial washing, at approximately one-month intervals, to maintain reflectiv-
ity within a few percent of the clean value, and we are checking out a rig
with which one man can wash the 1818-heliostat field in one week. We have
found cracks, of two types, in a number of the boiler-superheater tubes, of
which fewer than ten (out of 1260) have actually produced leakage. As Al
Baker will show, repair is straightforward, and SCE welders are currently
being qualified to do so. The “Type I" cracks have been traced to physical
restraints on panel expansion; modifications to the suspension system and
to the subpanel joints appear to have cured this. Type II cracks, though
fewer in number, are a more subtle problem, but we have heavily instrumented
the affected areas, and have a lot of talent addressing possible causes and
cures. There have been some flange and tube-to-tubesheet leaks in the oilf
steam heat exchangers in the storage system. As Scott Faas will tell you,
high-perfomance gasketing and good Q.C. on boltup can control the former (and
'. future plants will emphasize welded piping joints); tubesheets weep into iso-
lation plenums, and no significant hazard or energy loss is involved. Joe
Reeves may mention some problems with control of turbine startup on storage
steam. Modification of a stop valve by insertion of a pilot, "needle valve"
stage has provided an interim solution. We were a bit too casual in design
and construction about the more mundane plumbing items, and have experienced
quite a bit of leakage and joint failure, especially in non-metallic service
water lines. Controls, especially for the heliostat field, have reguired a
fair amount of debugging, and correction of communication and timing errors.
And weather, as always, is a factor: abnormally low insolation in 1982-83,
and too little rain to wash heliostats this year. Here, all you can do is
take as long a span of plant- and site-specific data as you can, design con-
servatively, and then, as Jim Bartel put it in another meeting last year -
pray!

Assessment
What I want you to carry away with you, though, is this: Solar One works, and
works well, and all of us associated with the Project are very pleased and
proud to be involved in it. To return to the original objectives:
- The solar central receiver is a feasible means for utility power generation;

- Costs are relatively high, but are coming down; and output continues to rise;

'. - And, as Bob Lindberg will show, it's hard to find any environmental effects.



